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Abstract

Background—The Positive and Negative Affect Schedule (PANAS) has been widely used as a self-report measure of affect in community and clinical contexts. However, evaluations of the psychometric properties of PANAS scores have been limited in diverse ethnic groups. Several short forms of the PANAS have also been proposed, but very little is known about the psychometric properties of these versions.

Methods—The present study investigated the psychometric properties, including the factor structure of the original PANAS and two short forms in an African American community sample (N = 239). Descriptive, internal consistency reliability, factorial validity, and measurement invariance analyses were conducted.

Results—All PANAS subscales from the original and short forms had adequate internal consistency. For the original PANAS, the model specifying three correlated factors (Positive Affect, Afraid, Upset) with correlated uniquenesses from redundant items provided the best fit to the data. However, the two-factor model (Positive Affect, Negative Affect) with correlated uniquenesses was also supported. For both short forms, the two-factor model with correlated uniquenesses fit the data best. Factors from all forms were generally invariant across age and gender, although there was some minor invariance at the item level.
Limitations—Participants were from a limited geographic area and one ethnic group. Indicators of anxiety, depression, and cultural characteristics were not measured.

Conclusion—The factor structure was replicated, suggesting no immediate concerns regarding the valid interpretation of PANAS scores. The results support the reliability and validity of the PANAS and its short forms for use among African Americans.
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Introduction
The Positive and Negative Affect Schedule (PANAS) is a widely-used self-report measure developed by Watson, Clark, and Tellegen (1988) to assess two broad domains of affect, termed Positive Affect (PA) and Negative Affect (NA). Both PA and NA represent largely independent constructs ranging from low to high levels of emotional experience (Tellegen et al., 1999; Watson and Clark, 1997; Watson et al., 1988). Low PA scores reflect ‘sadness and lethargy’ whereas high PA scores reflect ‘high energy, full concentration, and pleasurable engagement’ (Watson et al., 1988). Low NA scores describe ‘a state of calmness and serenity’ whereas high NA scores suggest ‘subjective distress and unpleasurable engagement’ (Watson et al., 1988).

The utility of the PANAS is underscored by its wide recognition as a tool that can measure variation in affect, and can potentially even differentiate between some clinical syndromes, based on the tripartite model (Clark and Watson, 1991). Anxiety and depression have been historically difficult to discriminate via patient report, clinical interview, or other scales (Clark and Watson, 1991), particularly because most instruments only measure the common factor of broad NA (Watson and Clark, 1984). The tripartite model posits that both depression and anxiety are characterized by high NA, but also unshared features of PA (Mineka et al, 1998). As such, the PANAS has been suggested as an adjunct for clinical decision-making and designing intervention approaches (Denollet and DeVries, 2006). However, it should be noted that the PANAS was not developed specifically for clinical use. Rather, it was designed to measure affect in diverse contexts, and it has been widely used in theoretical work on emotion.

During scale development, the PANAS items were empirically derived from a larger list of 27 adjectives within nine mood categories, which were originally proposed by Zevon and Tellegen (1982). The PANAS was originally validated using predominantly White samples of university students and employees (Watson et al., 1988). Data from the validation sample suggested that people generally endorse greater levels of PA ($M = 35.0, SD = 7.9$), compared to NA ($M = 18.1, SD = 5.9$), such that the distributions display negative (PA) and positive (NA) skew (Watson et al., 1988). These findings, which help approximate the relative frequency of a given PANAS score, have been reproduced in community and clinical samples (e.g., Crawford and Henry, 2004; Leue and Beauducel, 2011; Watson and Clark, 1994). PANAS scores have demonstrated adequate internal consistency reliability, test-retest reliability, and convergent and discriminant validity (Watson et al., 1988; Watson and Clark, 1994); however, the factor structure has been more widely disputed.

Factor Structure of the PANAS
Some researchers have argued for the bipolar model of affect, suggesting that PA and NA are polar sides of a single dimension which are either inhibited or activated at a particular moment (Carroll et al., 1999; Green et al., 1993; Russell and Carroll, 1999; van Schuur and
This framework suggests that affective (co)activation (i.e., mixed emotions) allows people to experience PA and NA simultaneously, as if they were independent (Barrett and Russell, 1998; Larsen et al., 2001). The bipolar model has been contested by researchers who support the bivariate model of affect (see Cacioppo et al., 1997), wherein PA and NA represent two separate dimensions. However, there is disagreement regarding the independence of these factors. Watson and colleagues (1988) proposed that the PANAS is a pure measure of the independent constructs of PA and NA, as suggested by the weak and negative intercorrelation found among the factors. This orthogonal two-factor structure was found using data-driven exploratory factor analysis, but has been difficult to reproduce using theory-driven confirmatory factor analysis (CFA). Other researchers (Crawford and Henry, 2004; Crocker, 1997; Joiner et al., 1997; Lonigan et al., 1999; Merz and Roesch, 2011; Schmukle et al., 2002; Terracciano et al., 2003) have supported an oblique model in which PA and NA are separate and distinct, but also moderately associated.

Moreover, Crocker (1997) has suggested that misspecification in the two-factor oblique measurement model may be reduced by allowing for 13 correlated uniquenesses among redundant items. Redundant items are adjectives derived from within the same single mood content category of the nine categories originally proposed by Zevon and Tellegen (1982). The content categories and relevant PANAS items are: (a) attentive (attentive, interested, alert), (b) excited (enthusiastic, excited, inspired), (c) proud (proud, determined), (d) strong (strong, active), (e) distressed (distressed, upset), (f) angry (hostile, irritable), (g) fearful (scared, afraid), (h) guilty (ashamed, guilty), and (i) nervous (nervous, jittery). For example, scared and afraid were both derived from the ‘fearful’ category and thus have overlapping content; this creates a flawed measurement model. Thus, model fit is enhanced when accounting for these redundancies (Crawford and Henry, 2004; Merz and Roesch, 2011; Tuccitto et al., 2010).

Although the PANAS was designed to measure general affective domains, not refined features of affect, a three-factor structure of the PANAS, including a higher-order factor, has also been proposed. Using data from undergraduate students and a community sample, Mehrabian (1997) found that PA stands alone as a first-order factor, but that NA was a higher-order factor partitioned into the first-order factors of Afraid and Upset. This suggests that NA merits finer separation beyond general negative emotionality (Mehrabian, 1997). Using such a hierarchical structure may enable greater precision in understanding an individual’s affective state (Markon et al., 2005), and thus may be useful when a more specific level of detail is desired from PANAS data.

The three-factor structure of the PANAS has received some support in a study that used CFA and allowed for correlated uniquenesses among the redundant items from Zevon and Tellegen’s (1982) checklist (Gaudreau et al., 2006). However, other studies have challenged Mehrabian’s (1997) model. For example, Crawford and Henry (2004) found that the bivariate model with a PA-NA intercorrelation and correlated uniquenesses fit better than Mehrabian’s hierarchical model (notably, correlated uniquenesses were not included in any of the three-factor models in this study). Additionally, Leue and Beauducel (2011) produced a different model in which a general first-order factor termed Affective Polarity was added to the bivariate model. It has also been suggested that both the oblique two- and three-factor structures are plausible, but that the three-factor model provides superior fit (Killgore, 2000).

**Short Forms of the PANAS**

Several short forms of the PANAS have also been proposed. Despite being relatively brief, the PANAS may be considered lengthy when used in contexts that include many assessments, wherein response fatigue may be problematic. Thus, Kercher (1992) developed...
a 10-item short form that was tested by Mackinnon et al. (1999). Although Mackinnon and colleagues confirmed the factor structure of this short form, they noted that predictable item covariances among similar items weakened the content coverage of the measure. As a result, the short form was modified by Thompson (2007) to enhance content validity, and to establish an English-language short form that could be employed in international contexts. This version demonstrated a reasonable two-factor (PA, NA) structure, temporal stability, internal reliability, and invariant item loadings (Thompson, 2007). Notably, Thompson (2007) did not allow for correlated uniquenesses among redundant items from Zevon and Tellegen’s (1982) checklist.

The PANAS and Diverse Cultural Groups

The PANAS has been translated into many languages, and administered both in the United States and internationally (e.g., Balatsky and Diener, 1993; Gaudreau et al., 200; Joiner et al., 1997; Krohne et al., 1996; Leue and Beauducel, 2011; Lim et al., 2010; Pandey and Srivastava, 2008; Sato and Yasuda, 2001; Terracciano et al., 2003). Although the original PANAS has been broadly employed in multi-ethnic samples (e.g., Brondolo et al., 2008; Hammond et al., 2010; Kendzor et al., 2009), as has Thompson’s (2007) short form (e.g., Chung-Yang, 2010; Lee et al., 2010; Yoo et al., 2010), examination of the validity of PANAS scores in American ethnic groups remains limited.

It is surprising that, to date, there have been no studies specifically evaluating the psychometric properties of PANAS scores in African Americans. Although several psychometric evaluations (e.g., Lonigan et al., 1999; Tuccitto et al., 2010; Villodas et al., 2011) have utilized multiethnic samples with small proportions (<0.5% to 17.0%) of African Americans, subsamples of this size are insufficient to generalize results to the overall African American population, or to conduct separate group analyses. One recent study evaluated the sensitivity and specificity of the PANAS-X (a version of the PANAS which allows for eight types of time instructions) in identifying anxiety disorders in a community sample of 91 African American women (Petrie et al., 2013), although no studies to date have specifically evaluated the measurement characteristics of the PANAS in this population.

It is problematic that so little psychometric information is available on PANAS scores in this population given wide recognition that measures can perform differently across cultural and ethnic groups (Corral and Landrine, 2010; Groth-Marnat, 2009). While there is no reason to expect that African Americans should endorse PANAS items differently from other ethnic groups, it cannot be assumed that any measure will perform equivalently in a group that was not included during measure development (Corral and Landrine, 2010; Groth-Marnat, 2009; Okazaki and Sue, 1995). Given that the PANAS has been applied in African American samples in research, and has even been suggested as a clinical tool (Petrie et al., 2013), it is imperative to provide evidence that the PANAS acceptably measures PA and NA in this population.

Current Study

Factor analysis has been recommended as a preliminary method of establishing cross-cultural validity of a measure’s scores (Allen and Walsh, 2000; Ben-Porath, 1990; Geisinger, 1994). If the internal structure is not upheld, concerns are raised regarding whether the resulting data can be validly interpreted in a new group (Allen and Walsh, 2000; Ben-Porath, 1990; Geisinger, 1994). Therefore, the goal of the present study was to conduct a psychometric evaluation of PANAS data, including a test of previously derived factor structures, to determine the applicability of PANAS scores among African Americans.
The first aim of the study was to present item- and scale-level descriptive statistics and internal consistency reliability for all PA and NA scales from the original and short forms of the PANAS. We hypothesized that the PA items and scales would be negatively skewed and that the NA items and scales would be positively skewed. We also hypothesized that the PA and NA scales from all forms would have adequate internal consistency.

The study's second aim was to examine the factorial validity of PANAS scores using CFA. Our hypothesis for this aim was that the two-factor (bivariate) model would fit better than the one-factor (bipolar) model. The second hypothesis was that model fit would improve by allowing for the 13 correlated uniquenesses chosen via Zevon and Tellegen's (1982) mood checklist, but specifying only the significant uniquenesses in a given model. Our third hypothesis was that model fit would be improved by allowing the PA and NA factors to correlate. As part of the second aim, we also examined whether Mehrabian's (1997) hierarchical conceptualization of the PANAS would enhance the measurement model; no hypothesis was specified as this was considered exploratory.

The third aim of the study was to evaluate the factorial validity of two different short forms of the PANAS proposed by Mackinnon and colleagues (1999) and Thompson (2007) using CFA. Our first hypothesis for this aim was that a two-factor (bivariate) model would fit better than a one-factor (bipolar) model for each version. Our second hypothesis was that model fit would be improved by allowing for statistically significant correlated residuals for each version. Our third hypothesis was that model fit would be improved by allowing PA and NA to correlate.

Upon determination of the best-fitting models for the original and short forms, the fourth aim of the study was to establish invariance of the PANAS items and factors across demographic characteristics (age, gender). This was accomplished by testing a multiple indicator multiple cause (MIMIC; or CFA with covariates) model that tested for potential mean differences in the factors and also differential item functioning. We hypothesized that all PANAS factors and items would be invariant across age and gender.

**Methods**

**Participants**

Participants were 239 adults who self-identified as African American with ages ranging from 18 to 78 ($M = 43.20$, $SD = 13.48$). There were 138 men (57.7%) and 101 women (42.3%). Participants were recruited by African American community health educators from sites throughout San Diego County, including beauty salons, health fairs, social/civic groups, and churches (Sadler et al., 2005). Participants gave informed consent, and filled out a paper-and-pencil survey packet on site. Participants were offered scrip (a currency substitute which is bank redeemable without additional identification to offer confidentiality to participants), valued at $5. This study had full IRB approval.

**Measures**

**Positive and Negative Affect Schedule**—(PANAS; Watson et al., 1988). The PANAS contains 20 items that yield two subscales (PA, NA) of 10 adjectives each. Participants responded with regards to how they felt ‘during the past week’ on a 5-point scale from very slightly to very much. The two PANAS short forms used in the current study (Mackinnon et al., 1999; Thompson, 2007) each contain 10 items that yield two subscales (PA, NA) of 5 adjectives each. The subscales for the short form-Mackinnon are: PA (inspired, alert, excited, enthusiastic, determined); NA (afraid, upset, nervous, scared, distressed). The
subscales for the short form-Thompson are: PA (inspired, alert, attentive, active, determined); NA (afraid, upset, nervous, ashamed, hostile).

Analytic Plan

Original PANAS CFA Models—To assess the factorial validity of PANAS scores, multiple a priori models were specified and tested in EQS 6.1 (Bentler, 2004) using maximum likelihood robust estimation to correct for non-normality of the data. The full-information maximum likelihood procedure implemented by EQS was used to account for missing data.

First, a general one-factor model representing a bipolar affect factor was tested (Model 1a). Building on this model, a one-factor model with correlated uniquenesses representing mood content categories beyond NA and PA was tested (Model 1b). As described above, addition of these correlated uniquenesses for specific items from the same mood content categories from Zevon and Tellegen’s (1982) checklist was deemed appropriate due to prior theory and empirical research (e.g., Crawford and Henry, 2004; Crocker, 1997; Merz and Roesch, 2011; Tuccitto et al., 2010). Model 1c was a similar one-factor model, with only the correlated uniquenesses which were statistically significant in Model 1b. For this and subsequent models, only the five significant correlated uniquenesses (enthusiastic-excited, upset-distressed, irritable-hostile, scared-afraid, ashamed-guilty) were retained to be conservative while still accounting for the overlapping variance.

Next, a series of two-factor (PA, NA) models were specified and tested. Model 2a was a two-factor orthogonal model without correlated uniquenesses. Model 2b was a two-factor orthogonal (uncorrelated) model with only the statistically significant correlated uniquenesses from Model 1c. This model represents Watson and Clark’s (1988) original conceptualization of PA and NA as uncorrelated factors. Comparable two-factor models allowing a correlation between the PA and NA factors were then tested (Models 3a and 3b).

Finally, Mehrabian’s (1997) model was tested; in this model PA is a first-order factor, and a higher-order (or second-order) NA factor incorporates the first-order factors representing Afraid and Upset. The items for the Afraid factor were scared, nervous, afraid, guilty, ashamed, and jittery; the items for the Upset factor were distressed, irritable, hostile, and upset. This model could not be estimated because of empirical identification for the paths from the higher-order NA factor to the two first-order factors. However, to approximate Mehrabian’s conceptualization, a three-factor model with PA, Afraid, and Upset was specified; factors were allowed to correlate. This basic conceptualization was tested without correlated uniquenesses representing content categories (Model 4a), and with the statistically significant correlated uniquenesses from Model 1c (Model 4b).

Short Form PANAS CFA Models—Models similar in structure to Models 1-3 for the original version of the PANAS were used to test the factorial validity of the short form-Mackinnon (1999) and short form-Thompson (2007). It was not possible to test a three-factor representation of these forms because there were an insufficient number of observed indicators for both the Afraid and Upset factors. When examining the short forms, models with correlated residuals representing content categories were once again allowed. For the short form-Mackinnon, three correlated residuals from Zevon and Tellegen’s (1982) checklist were statistically significant (enthusiastic-excited, upset-distressed, afraid-scared). For the short form-Thompson, one correlated residual was statistically significant (alert—

---

1This hierarchical model was also tested by constraining the paths from NA to both the Afraid and Upset factors to equivalence. This model did not converge, and thus the hierarchical structure could not be formally tested.
attentive). The significant correlated residuals were retained when testing one- and two-factor models for each short form.

**MIMIC model**—A MIMIC model was used to evaluate the measurement equivalence of the aforementioned models by assessing (a) relations between the PANAS factors with age and gender and (b) differential item functioning for the PANAS items across age and gender. In this model, covariates were added into the model as predictors of the two latent variables (PA and NA) or as a direct path to an individual item. These relations were tested in context of the best models of the PANAS. These relations were tested in context of the best models for both the original and the short forms of the PANAS. Age and gender were allowed to covary.

**Model Fit**

Because of the limitations of the $\chi^2$ likelihood ratio test statistics, researchers (e.g., Hoyle, 2000; Tanaka, 1993) have suggested using multiple measures of model fit. The following indices considered, in adherence with Bentler’s (2007) recommendations for assessing model fit: (a) Satorra-Bentler Scaled $\chi^2$ (S-B $\chi^2$; Satorra and Bentler, 2001), a statistical test of model fit when data is multivariately nonnormal; (b) Comparative Fit Index (CFI; Bentler, 1990), with values > .95 indicating good model fit and values > .90 indicating a plausible model; (c) Root Mean Square Error of Approximation (RMSEA; Steiger, 1990), with values < .06 indicating reasonable model fit; (d) Standardized Root Mean Residual, with values < .08 indicating reasonable model fit (Hu and Bentler, 1999). To establish the best-fitting model, chi-square difference tests ($\Delta S-B\chi^2$; see Satorra, 2000) were used to statistically determine whether nested models differed.

**Results**

**Descriptive Statistics**

Table 1 presents descriptive statistics and raw scores converted to percentiles for the PA and NA scales on the original and short forms. For the PA items, means ranged from 3.29 to 3.83 ($SDs$ 1.16-1.31); medians ranged from 3 to 4. The univariate distribution for the PA items and PA scale displayed statistically significant negative skew ($p < .05$), although skew was greater at the item level. For the NA items, means ranged from 1.52 to 2.38 ($SDs$ 0.93-1.27); medians ranged from 1 to 2. The univariate distribution for the NA items and NA scale displayed statistically significant positive skew ($p < .05$), although skew was again greater at the item level. Internal consistency reliability was high for both the PA ($\alpha = .88$) and NA ($\alpha = .87$) subscales. Preliminary analysis also revealed significant multivariate non-normality (normalized Mardia’s coefficient = 34.06).

**Original PANAS CFA Models**

Table 2 presents fit indices for the CFA models for the original PANAS. None of the one-factor models (models 1a-1c) fit well. The two uncorrelated factors model (model 2a) also did not fit well; however, the model with two uncorrelated factors and significant correlated uniquenesses (model 2b) had a plausible fit, according to the RMSEA and CFI. The two correlated factors models (models 3a, 3b) fit reasonably well according to the RMSEA and SRMR; the CFI for model 3b was also acceptable. The three-factor correlated factors models (models 4a, 4b) fit reasonably well according to the CFI, RMSEA, and SRMR.

Comparisons of the nested models with acceptable fit are also available in Table 2. The two correlated factors model with significant correlated uniquenesses (model 3b) fit significantly better than the more restrictive two uncorrelated factors model (model 2b). However, the three correlated factors model with significant correlated uniquenesses (model 4b) fit...
significantly better than the more restrictive two-factor counterpart (model 3b). In sum, the three-factor model provided the best fit to the data, but the two-factor model was plausible.

The factor loadings for both acceptable models for the original PANAS are presented in Table 3. For the two-factor model (model 3b), all standardized factor loadings were relatively large and statistically significant ($p < .001$) for PA ($\lambda$s ranged from .484 to .791) and NA ($\lambda$s ranged from .505 to .791) factors. The PA and NA factors were negatively correlated ($r = -.28$, $p < .05$). For the three-factor model (model 4b), all standardized factor loadings were also large and statistically significant ($p < .001$) for PA ($\lambda$s ranged from .485 to .790), Afraid ($\lambda$s ranged from .536 to .801), and Upset ($\lambda$s ranged from .471 to .770). PA was negatively correlated with both Afraid ($r = -.25$, $p < .05$) and Upset ($r = -.31$, $p < .05$). The Afraid and Upset factors were positively correlated ($r = .79$, $p < .001$).

**Short Form PANAS CFA Models**

Fit indices for the models testing the factorial structure of short form-Mackinnon and short form-Thompson are presented in Table 4. For both short forms, none of the one-factor models (models 1a, 1b) fit well. The two uncorrelated factors model without correlated residuals (model 2a) generally did not fit well for either short form, but the two uncorrelated factors model with statistically significant correlated residuals did fit well according to the CFI and RMSEA. The two correlated factors models (models 3a, 3b) both fit reasonably well for both short forms.

Comparisons of the nested models of the short forms with acceptable fit are also presented in Table 4. The two correlated factors model with statistically significant correlated residuals (model 3b) fit significantly better than the comparable two uncorrelated factors model (2b), for both forms. The factor loadings for this best fitting model (model 3b for both short forms) are presented in Table 3. All factor loadings were relatively large and statistically significant. In this two-factor model, the PA and NA factors were significantly and negatively correlated for both forms ($r_{\text{Mackinnon}} = -.26$, $p < .01$; $r_{\text{Thompson}} = -.31$, $p < .01$).

**Differential Factor and Item Functioning**

MIMIC models demonstrated that, with respect to both of the best fitting models (i.e., models 3b, 4b), gender was not associated with the PA and NA factors (including the Afraid and Upset factors from model 4b), or any individual items ($p > .05$). Age was also not significantly related to the PA and NA factors (including the Afraid and Upset factors), or the majority of individual items ($p > .05$). However, age was negatively related to the excited ($\beta = -.17$, $p < .05$), guilty ($\beta = -.17$, $p < .05$), and proud ($\beta = -.19$, $p < .05$) items and positively associated with the interested item ($\beta = .22$, $p < .05$). Individuals who were older scored lower on the excited, guilty, and proud items, but higher on the interested item.

Similarly, MIMIC models demonstrated that the best fitting short form models (i.e., model 3b for both the Mackinnon and Thompson forms), neither gender nor age were significantly associated with the PA and NA factors ($p > .05$). Gender was also not significantly associated with any individual items on both short forms ($p > .05$). Age was not significantly associated with any individual items on the short form-Thompson ($p > .05$). However, for the short form-Mackinnon, age was positively associated with the inspired item ($\beta = .20$, $p < .05$). Individuals who were older scored higher on the inspired item.

---

2Overall model fit values for these models were similar to those presented for the CFA models earlier, and thus are not presented here. This information can be directly obtained from the authors.
In sum, the factors of the PANAS original and short forms were invariant with respect to age and gender. At the item level, only minor noninvariance was found, and only as a function of the age covariate.

Discussion

The current study provided evidence in support of the utility of PANAS scores from the original form and two short forms in a community sample of African Americans. For the first aim, both item- and scale-level descriptive statistics suggested that respondents generally endorsed higher levels of PA and lower levels of NA. Additionally, internal consistency reliability was adequate for both PA and NA subscales in both the original and short forms. These findings correspond to findings from other samples, including the validation sample (Watson et al., 1988), suggesting that there are no major cross-ethnic differences in response patterns on PANAS items.

For the second aim, in which factorial validity of the PANAS was examined, our data replicated previous findings regarding the factor structure of PANAS scores. Specifically, the two-factor (bivariate) models yielded better fit than the one-factor (bipolar) models, confirming the first hypothesis. This contributes to a growing body of literature suggesting that PA and NA are not opposite poles of a single dimension. Rather they are separate dimensions on which a person can simultaneously experience PA and NA at low or high levels. For the original PANAS, model fit was improved by allowing for the five statistically significant correlated uniquenesses derived from Zevon and Tellegen’s (1982) overlapping content categories, confirming the second hypothesis. This suggests that allowing for these item-level covariances among redundant items enhances the measurement model substantially. While other researchers have found similar misspecification among the mood content categories, it has been recommended that PANAS scores continue to be interpreted according to Watson et al.’s (1988) procedure, with the understanding that effect sizes may be somewhat decreased due to these correlated uniquenesses (Tuccitto et al., 2010). Hypothesis 3 was also supported given that fit was further improved when the PA and NA factors in the bivariate model were allowed to correlate. That is, in the current sample of African Americans, PA and NA represents two, inversely correlated factors, supporting the orthogonality of the PA and NA factors. Together, these findings that a bivariate, orthogonal model with correlated uniquenesses corroborate previous research on the factorial structure of PANAS scores (Crawford and Henry, 2004; Crocker, 1997; Joiner et al., 1997; Lonigan et al., 1999; Merz and Roesch, 2011; Schmukle et al., 2002; Terracciano et al., 2003). Moreover, given that this is the first study to evaluate the factor structure of the PANAs in African Americans, this suggests that the factor structure found in these previous evaluations has been replicated, and that PANAS scores can be validly interpreted in this group.

The measurement model of the original PANAS was further improved when the three-factor model proposed by Mehrabian (1997) was specified. This is consistent with Killgore's (2000) study in which the three-factor model provided the best fit, but that both the two- and three-factor models were plausible (Killgore, 2000). However, the three-factor conceptualization may be of greater theoretical than practical interest, particularly given the high intercorrelations (r = .79) of the Afraid and Upset factors within the three-factor model. Although the distinctions between the two lower-order factors are slight, they may provide unique information which may not otherwise be captured by the two-factor model. Interestingly this was not the original intention of the PANAS, which was designed to measure the general factors of PA and NA, not subtle aspects of affect. However, given that both the two-factor and three-factor structures with correlated uniquenesses and interfactor correlations fit satisfactorily and had reasonable factor loadings, both structures are
reasonable within the current sample. As such, researchers may choose either model based on the level of detail they hope to gain from PANAS scores.

For the third aim, all three hypotheses were supported for both the short form-Mackinnon and the short form-Thompson. Similar to the original PANAS, fit of the one-factor models and the two-factor orthogonal models for the short forms was poor, with improvement coming from the allowance of significant correlated residuals and an interfactor correlation. Although previous psychometric evaluations of the short forms did not include item-level covariances (Thompson, 2007), our results suggest that the addition of these parameters should be considered to improve model fit. Given that both short forms correlate highly with the original PANAS, the respective subscales correlate highly with one another, the two-factor structure was replicated, and internal consistencies were strong, thus meeting recommendations by Smith and colleagues (2000), the use of either short form is supported. There is no clear reason to prefer one short form to the other.

For the fourth aim, the measurement invariance of the PANAS items and factors for the original and short forms across age and gender was tested using the statistically rigorous approach of MIMIC modeling. The results revealed that neither gender nor age accounted for differences in the PA or NA factors in the original PANAS or the short forms. Although there were a few significant relationships between several individual items and age, the effect sizes were small. Thus, from a practical standpoint, potential differences in overall scores due to age are negligible. In several other studies, minor relations between demographic covariates and PANAS factors/items have emerged (e.g., Crawford and Henry, 2004; Mackinnon et al., 1999; Thompson, 2007). However, these authors also noted that the practical significance of these differences was small enough to warrant disregarding them when interpreting PANAS scores. In sum, the PANAS factors and items appear generally robust to differences in gender and age in the current community sample of African Americans.

While the present analyses provide evidence that PANAS scores from the original and short forms can be used among African Americans, there were several limitations. First, all participants were from one geographic area, limiting generalizability. Second, data were not collected from other ethnic groups for comparison. Third, anxiety and depression were not assessed, precluding a formal test of convergent validity via the tripartite model. Lastly, indicators of cultural characteristics (e.g., acculturation, heritage) which could impact response style were not measured and thus could not be included as covariates in the MIMIC models. Despite these limitations, this study provides preliminary evidence that the PANAS has adequate internal consistency, structural construct validity, and invariance across demographic variables. The PANAS appears sufficient to measure positive and negative affect among African Americans.
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### Table 1
Descriptive statistics and raw scores converted to percentiles for all PANAS forms

<table>
<thead>
<tr>
<th></th>
<th>PA (original form)</th>
<th>NA (original form)</th>
<th>PA (Mackinnon)</th>
<th>NA (Mackinnon)</th>
<th>PA (Thompson)</th>
<th>NA (Thompson)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M (SD)</td>
<td>35.31 (8.53)</td>
<td>19.04 (7.76)</td>
<td>17.55 (4.63)</td>
<td>10.20 (4.55)</td>
<td>18.12 (4.83)</td>
<td>9.25 (3.94)</td>
</tr>
<tr>
<td>Median</td>
<td>37</td>
<td>17</td>
<td>18</td>
<td>9</td>
<td>19</td>
<td>8</td>
</tr>
<tr>
<td>Raw Score</td>
<td>5</td>
<td>2</td>
<td>12</td>
<td>2</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1</td>
<td>8</td>
<td>61</td>
<td>20</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>2</td>
<td>42</td>
<td>29</td>
<td>86</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>8</td>
<td>65</td>
<td>72</td>
<td>95</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>13</td>
<td>81</td>
<td>&gt;99</td>
<td>&gt;99</td>
<td>&gt;99</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>26</td>
<td></td>
<td>91</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>47</td>
<td>95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>70</td>
<td>99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>91</td>
<td>&gt;99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>&gt;99</td>
<td>&gt;99</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2

Goodness of fit statistics for CFA models of the original PANAS

<table>
<thead>
<tr>
<th>Model</th>
<th>S-B $\chi^2$</th>
<th>$\chi^2$</th>
<th>df</th>
<th>CFI</th>
<th>RMSEA</th>
<th>SRMR</th>
<th>Reference Model #</th>
<th>$\Delta$S-B $\chi^2$</th>
<th>$\Delta$df</th>
<th>$\Delta$p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a. One factor</td>
<td>896.4</td>
<td>1243.8</td>
<td>170</td>
<td>.51</td>
<td>.13</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1b. One factor, correlated uniquenesses</td>
<td>588.5</td>
<td>823.6</td>
<td>157</td>
<td>.71</td>
<td>.13</td>
<td>.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1c. One factor, significantly correlated uniquenesses only</td>
<td>639.5</td>
<td>904.8</td>
<td>165</td>
<td>.86</td>
<td>.11</td>
<td>.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2a. Two uncorrelated factors</td>
<td>344.1</td>
<td>503.4</td>
<td>170</td>
<td>.88</td>
<td>.07</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2b. Two uncorrelated factors, significantly correlated uniquenesses only</td>
<td>280.2</td>
<td>411.8</td>
<td>165</td>
<td>.92</td>
<td>.05</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3a. Two correlated factors</td>
<td>335.9</td>
<td>490.7</td>
<td>169</td>
<td>.89</td>
<td>.06</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3b. Two correlated factors, significantly correlated uniquenesses only</td>
<td>271.1</td>
<td>397.2</td>
<td>164</td>
<td>.93</td>
<td>.05</td>
<td>.07</td>
<td>2b</td>
<td>6.6</td>
<td>1</td>
<td>.01</td>
</tr>
<tr>
<td>4a. Three correlated factors</td>
<td>289.1</td>
<td>423.0</td>
<td>167</td>
<td>.92</td>
<td>.06</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4b. Three correlated factors, significantly correlated uniquenesses only</td>
<td>248.9</td>
<td>367.7</td>
<td>162</td>
<td>.94</td>
<td>.05</td>
<td>.06</td>
<td>3b</td>
<td>61.4</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Note. The correlated uniquenesses were defined via Zevon and Tellegen’s (1982) content categories.
### Table 3
Standardized factor loadings for the best-fitting models of the PANAS original and short-forms

<table>
<thead>
<tr>
<th>Items</th>
<th>Original Model 3b</th>
<th>Original Model 4b</th>
<th>Mackinnon Model 3b</th>
<th>Thompson Model 3b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PA</td>
<td>PA</td>
<td>PA</td>
<td>PA</td>
</tr>
<tr>
<td>interest</td>
<td>.637</td>
<td>.638</td>
<td></td>
<td></td>
</tr>
<tr>
<td>excited</td>
<td>.484</td>
<td>.485</td>
<td>.454</td>
<td></td>
</tr>
<tr>
<td>strong</td>
<td>.579</td>
<td>.580</td>
<td></td>
<td></td>
</tr>
<tr>
<td>enthusiastic</td>
<td>.677</td>
<td>.676</td>
<td>.632</td>
<td></td>
</tr>
<tr>
<td>proud</td>
<td>.548</td>
<td>.549</td>
<td></td>
<td></td>
</tr>
<tr>
<td>alert</td>
<td>.731</td>
<td>.729</td>
<td>.685</td>
<td>.661</td>
</tr>
<tr>
<td>inspired</td>
<td>.686</td>
<td>.687</td>
<td>.701</td>
<td>.688</td>
</tr>
<tr>
<td>determined</td>
<td>.791</td>
<td>.790</td>
<td>.820</td>
<td>.854</td>
</tr>
<tr>
<td>attentive</td>
<td>.733</td>
<td>.732</td>
<td></td>
<td>.663</td>
</tr>
<tr>
<td>active</td>
<td>.617</td>
<td>.616</td>
<td></td>
<td>.644</td>
</tr>
<tr>
<td>distressed</td>
<td>NA</td>
<td>Upset</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>upset</td>
<td>.598</td>
<td>.636</td>
<td>.561</td>
<td></td>
</tr>
<tr>
<td>hostile</td>
<td>.584</td>
<td>.706</td>
<td>.483</td>
<td>.539</td>
</tr>
<tr>
<td>irritable</td>
<td>.405</td>
<td>.471</td>
<td></td>
<td>.414</td>
</tr>
<tr>
<td>scared</td>
<td>.645</td>
<td></td>
<td></td>
<td>.770</td>
</tr>
<tr>
<td>afraid</td>
<td>.690</td>
<td>.713</td>
<td>.708</td>
<td></td>
</tr>
<tr>
<td>nervous</td>
<td>.791</td>
<td>.801</td>
<td>.854</td>
<td>.748</td>
</tr>
<tr>
<td>afraid</td>
<td>.727</td>
<td>.750</td>
<td>.747</td>
<td>.804</td>
</tr>
<tr>
<td>guilty</td>
<td>.591</td>
<td>.606</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ashamed</td>
<td>.539</td>
<td>.536</td>
<td></td>
<td>.540</td>
</tr>
<tr>
<td>jittery</td>
<td>.777</td>
<td>.775</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. All factor loadings are statistically significant ($p < .001$)*
Table 4  
Goodness of fit statistics for CFA models of the PANAS short forms

<table>
<thead>
<tr>
<th>Model</th>
<th>S-Bχ²</th>
<th>χ²</th>
<th>df</th>
<th>CFI</th>
<th>RMSEA</th>
<th>SRMR</th>
<th>Reference Mode 1 #</th>
<th>ΔS-Bχ²</th>
<th>Δdf</th>
<th>Δp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short form-Mackinnon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1a. One factor</td>
<td>325.0</td>
<td>433.1</td>
<td>35</td>
<td>.55</td>
<td>.19</td>
<td>.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1b. One factor, significantly correlated uniquenesses only</td>
<td>185.4</td>
<td>259.1</td>
<td>32</td>
<td>.76</td>
<td>.14</td>
<td>.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2a. Two uncorrelated factors</td>
<td>86.4</td>
<td>117.6</td>
<td>35</td>
<td>.92</td>
<td>.08</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2b. Two uncorrelated factors, significantly correlated uniquenesses only</td>
<td>49.5</td>
<td>66.7</td>
<td>32</td>
<td>.97</td>
<td>.05</td>
<td>.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3a. Two correlated factors</td>
<td>80.6</td>
<td>110.5</td>
<td>34</td>
<td>.93</td>
<td>.08</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3b. Two correlated factors, significantly correlated uniquenesses only</td>
<td>41.3</td>
<td>55.9</td>
<td>31</td>
<td>.98</td>
<td>.04</td>
<td>.05</td>
<td>2b</td>
<td>9.3</td>
<td>1</td>
<td>.002</td>
</tr>
<tr>
<td>Short form-Thompson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1a. One factor</td>
<td>201.3</td>
<td>299.1</td>
<td>35</td>
<td>.69</td>
<td>.14</td>
<td>.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1b. One factor, significantly correlated uniqueness only</td>
<td>190.7</td>
<td>280.3</td>
<td>34</td>
<td>.71</td>
<td>.17</td>
<td>.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2a. Two uncorrelated factors</td>
<td>69.9</td>
<td>101.5</td>
<td>35</td>
<td>.94</td>
<td>.06</td>
<td>.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2b. Two uncorrelated factors, significantly correlated uniquenesses only</td>
<td>59.2</td>
<td>86.0</td>
<td>34</td>
<td>.95</td>
<td>.06</td>
<td>.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3a. Two correlated factors</td>
<td>58.1</td>
<td>86.4</td>
<td>34</td>
<td>.96</td>
<td>.06</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3b. Two correlated factors, significantly correlated uniquenesses only</td>
<td>48.3</td>
<td>70.7</td>
<td>33</td>
<td>.97</td>
<td>.04</td>
<td>.06</td>
<td>2b</td>
<td>14.13</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>