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ABSTRACT

CHRISTIAN LOEW: Causation and other asymmetrietirire
(Under the direction of Laurie Paul)

We tend to think that the past brings about, pceduor shapes the future but not vice
versa. Yet, most candidates for the fundamentasiphl/laws are time-symmetric: these laws
determine the evolution of the world in the forwalicection, but they equally determine its
evolution in the backward direction. | argue thatljght of this lawful time-symmetry, causation
itself is bi-directional, that is, causation runswards but it also runs backwards. This view
might sound absurd, but it follows from taking fangental physics seriously. | argue that
causation is law-governed, and so the time-symnudttiye laws grounds causation in both
temporal directions. Moreover, my bi-directionag¢wi of causation is compatible with our
experience. In fact, it provides a deeper undedstgnthan previously had of why we can

control the future but not the past and why sciengixplanations are time-asymmetric.
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CAUSATION AND ITSPLACE IN THE PHYSICAL WORLD

Introduction

1 Motivation and overview

The dissertation is about causation, its temparatton, and its relationship to
control and explanation. | defend the view thatsedion is bi-directional, meaning causation
runs both forwards and backwards. This view mighingl absurd and far-fetched, but I shall
argue that it follows from taking fundamental plegsseriously and that it is also compatible
with our ordinary experience. Moreover, | will shélmat my view leads to a deeper
understanding than previously had of why we carrobthe future but not the past and why
scientific explanations are time-asymmetric.

My view revises our ordinary understanding of teaporal direction of causation. |
will argue that causation goes in both temporaaions but that it nonetheless is time-
asymmetric because it has a different charactérariorward than in the backward direction.
This difference in character grounds the practsgimmetries associated with causation. In
particular, | will argue that causation can comarafrom control and explanation, and that
forward causation supports our practices of coranol explanation but backward causation
does not.

There are three motivations for pursuing this rieviary account of the temporal

direction of causation. First, my project is sugpdrby a naturalistic-reductive approach to
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metaphysics. According to this approach, rathem thgposing our ordinary experience and
intuitions onto a theory of causation, we develaptheory of causation in accordance with
the structure and features given to us by fundaah@htysics, and only add features (like a
privileged temporal direction) if there is somestahding need to do so. | shall argue that
causation is governed by the fundamental physaves land that my bi-directional view of
causation best fits the structure of these laws$eywht the same time, it is compatible with
our ordinary experience.

Second, my view resolves the puzzle of how causditi® into the physical world.
Many philosophers have noted that our ordinary ephof causation fits poorly with how
fundamental physics describes the wdrkthe most striking mismatch concerns temporal
directionality. According to our ordinary view odgsation the past determines the future in a
deeper or more important sense than the futurerdetes the past. But in accordance with
the fundamental physical laws, the future detersithe past in the exact same sense in
which the past determines the futdréhus there is a puzzle about how fundamental physi
leaves room for forward-directed causation.

The literature contains several proposals for hoevtémporal directionality of
causation can be grounded in fundamental physigitgethis apparent mismatch. But while
there are important time-asymmetries in fundamegtigsics (in particular, in the boundary
conditions), no theory has shown how these diffegsrvindicate the strict intuitive time-
asymmetry of causation (cf. Price 1996 and WeskI6). My theory turns this failure into

a virtue. The reason why we find no strict timeragyetry of causation in fundamental

! Cf. Earman (1976a), Field (2003), Lockwood (200&)rton (2007), Russell (1913), Price (1996), van
Fraassen (1993).

2 Cf. Albert (2000, chapter 2), Carroll (2010, clea®), Field (2003, 436pp); Greene (2004, chapteartd
Lockwood (2005, chapter 9).
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physics is that the direction of causation is tiattsbut merely gradual. | will show that bi-
directional causation fits naturally with fundamednhysics and thus secures a place for
causation in the physical world.

Third, my bi-directional view of causation bringga sharp focus certain issues about
control and explanation. It is natural to expldia time-asymmetries of control and
explanation in terms of the causal asymmetry. Gualy) we think that we can control the
future but not the past and that earlier eventsa@xpater events but neiceversabecause
causes precede but do not succeed their effeds eXplanation only works, however, if we
can justify why causes are relevant to control exlanation while non-causes are not. For
instance, if the laws are deterministic in bothpenal directions, then earlier events are
lawfully determined by later events. So why canngecontrol or explain earlier events in
terms of these later events? What is it about catlieg makes them exclusively privileged
for control and explanatioA®Vithout an answer to such questions the accourttis
particularly explanatory because it treats causa®a 'black box' without a further story of
what features that causes have and non-causeskdakthem relevant to these practices.

My theory provides an illuminating story of why wan control the future but not the
past and why earlier events explain later eventsibtviceversa The key point is that
causation is not as closely associated with coatndlexplanation as we sometimes assume.
For example, my arm movement causes very specdiements of certain air molecules but
| have no control over the exact nature of theseemznts. My theory isolates the features
that qualify some causal relations for control xgplanation and shows that causal relations

in the backward direction lack these features. Whdmeone could endorse this account of

® There might be non-causal explanations, but Vietisitik that there is a special type of explanatio which
only causes can be cited but not events that,x@amele, merely lawfully determine an outcome.
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the time-asymmetry of explanation and control withaccepting that causation is bi-
directional, my view of causation helps us seedHleatures more clearly.

The dissertation has three chapters. The firsttehg{Blunting the arrow of
causation”) argues that the view of causation ltlest fits with fundamental physics is one
where causation is bi-directional. Ordinarily, sk that causation has a strict temporal
arrow. We think that the past shapes, produceting® about the future, but naceversa
But the fundamental physical laws equally deterntin@geevolution of our universe in both
temporal directions. | argue that causation is goee by the fundamental physical laws such
that the nature of causation is determined by thetsire of these laws. So it is reasonable to
think that lawful evolution in both temporal dirgwis also grounds causation in both
temporal directions. | defend this bi-directionaw of causation and show that it is
compatible with the time-asymmetries of control axglanation.

The second chapter (“Why we cannot control the”pgstes a deeper account of our
inability to control the past that is compatibleglwmy bi-directional theory of causation. If |
want to spend my next vacation in Paris, thereleg hcan do. | can make a hotel
reservation, book a flight, etc. But if | want tave spent my last vacation in Paris, there is
nothing | can do about it now. In general, our tedicontrol over the future contrasts with a
complete lack of control over the past. But why eannot control the past? Intuitively, we
cannot control the past because our decisions tloause past outcomes. A careful
understanding of what it means for an agent torobah outcome shows that even if our
decisiongdid cause past outcomes, we still could not contmigst. Control in the relevant

sense is more than just causal influence but regj@n unobvious sort of knowledge, and we
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would lack this knowledge even if our decisions cladise past outcomes. My account thus
provides a richer model of what control is and whatould take to control the past.

In the third chapter (“Causation, physics, and) fitfocus on explanation to give an
account of why our ordinary notion of causatiort tha use in the special sciences is useful
despite its poor fit with fundamental physics. Reéagork on causal modeling has deepened
our understanding of causation and explanationtelise however, a puzzle of why these
causal models are successful, in particular gitierr time-asymmetry and locality. These
models explain outcomes by showing how they depena relatively small number of
localized, earlier variables. Yet, fundamental pbysllegedly describes the world in terms
of lawful determination between very global stated does not distinguish between the way
in which the past determines the future and the iwayhich the future determines the past. |
argue that, despite this apparent mismatch, weexplain why causal models are successful
from the structure of fundamental physics. In gattr, the same physical features of the
world that explain the success of our local caosadlels also explain why it is a good idea

for us to build time-asymmetric causal models.

2 Causation and the physical world

The three chapters fit together into a general \vabaut the place of causation in the
physical world. In the reminder of this introductjd want to outline and motivate this view.
It is extremely natural to think of the world asusally evolving, and a central aspect of our
ordinary concept of causation is its temporal dicg@lity. We can distinguish two aspects of

this directionality:
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(i) Causal Direction. Causal relations are directethfoause to effect such that
causingd is different fromd causingc.
(i) Temporal Direction. Causes often precede theictffdut effects do not (or at least

not typically) precede their causés.

Causal Direction says that each token of the caeation has a direction, but it says
nothing about their temporal orientation. For exmib all cause-effect pairs occurred
simultaneously, then each token of causation wstilldooint from cause to effect but
causation would have no temporal direction. Temidonaction adds temporal orientation
by saying that causal relations often point infdr@vard direction but never (or not typically)
in the backward direction.

This ordinary view of causation, however, allegdiitly poorly with how fundamental
physics describes the world. Many philosophershykfrs have held that not only does
fundamental physics not contain any relation tleatesponds to our ordinary concept of
causation, but it does not even leave room for suichation. The classic articulation of this
view is Russell (1913), who argues that theredsastic mismatch between our ordinary
notion of causation and how fundamental physicsrigss the world.

This mismatch is most striking for the temporakdtronality of causation. On our
ordinary conception of causation, which involveshb@ausal Direction and Temporal
Direction, the past determines the future in a Wy has no analog in the backward
direction. In contrast, Russell argues that fundaalghysics does not distinguish between

how the past determines the future and how thedutatermines the past. Specifically, most

* This formulation is meant to leave open the pdksitthat our ordinary causal concept allows for
simultaneous causation and for isolated instantbaekward causation, as many philosophers thidkés.
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candidates for the fundamental physical laws aterdenistic in both temporal directions.
That is, a full specification of the universe ay ame time, together with the laws, entails
both a unique futuranda unique past. For instance, for a billiard badittis sufficiently
isolated from its environment, its position and neortum at any one time together with the
laws entails its position and momentum at botlr latel earlier times.

Moreover, the problem does not significantly chaiiglee laws are probabilistic as
long as these laws have the same probabilisti@ctarin both temporal directions; that is, if
a complete specification of the universe at anytone, together with the laws, entails a
probability distribution over all earlier and latenes.

More generally, the problem is that physical detaation seems to be a matter of the
physical laws, and the laws provide the same kirdketermination (probabilistic or strict) in
either temporal direction. This bi-directional deténation by the fundamental physical laws
is allegedly incompatible with our ordinary, forwlagirected conception of causation for the
following reason. The fundamental lawgsia being fundamental, tell us the complete and
exceptionless story of how our universe evolves tivee. It is hard to see what room there
could be for a causal asymmetry where the pastrdates the future more fundamentally
thanviceversa It seems that if there were an asymmetry of datetion, then it should
show up in the laws. But since the laws contaisunch asymmetry, fundamental physics
leaves no room for causation.

Russell takes this mismatch between the fundamphtadical laws and our ordinary
concept of causation to support skepticism abousaizon. He argues that our ordinary
concept of causation is misleading and that caeations are not part of the objective

physical world. Russell thus emphatically decldhes “the law of causality [...], like much
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that passes muster among philosophers, is a feidggone age, surviving, like the
monarchy, only because it is erroneously suppaséd ho harm.” (Russell 1913, 1)

Getting rid of causation, however, seems neithasibde nor desirable. In an
important paper, Cartwright argues that objectiaesal facts are indispensable for
underwriting the objective distinction between effee and ineffective strategies (cf.
Cartwright 1979). She points out that it is an obye fact that, for instance, quitting
smoking is an effective strategy for avoiding lwamcer but that having one's teeth whitened
is not. This objective distinction is grounded ausal facts, viz., smoking causes lung
cancer, whereas having yellow teeth is merely tated with lung cancer. Cartwright argues
that we therefore need objective causal factsdarg the objective distinction between
effective and ineffective strategies.

Causation plausibly underlies other practices lesseffective strategies, such as
prediction, explanation, and control. One couldilsity defend causal facts based on these
practices. However, Cartwright's approach of bnggn effective strategies is particularly
compelling for three reasons. First, the distintti@tween effective and ineffective
strategies appears completely objective. Althoupatvends we desire depends on our
interests, what strategies are or are not effettiwerd a desired end is a matter of fact that
holds regardless of our interests. Second, ittisedynunclear how else to ground the
distinction if not in causal facts. Effective s&gies require a non-accidental dependence
between events that goes beyond mere correlatiohit & hard to see what that dependence
could be if not causation. Moreover, we do not krimw to pick out this dependence in a

way that does not already presuppose knowledgausfat facts.

® This kind of circularity is widely acknowledged tine literature on causal inference. See, for examp
Woodward (2003). See also Cartwright (1979).
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Third, effective strategies are closely relatethtogoals of the special sciences.
Effective strategies require the same distinctiat ailso underlies the law-like regularities
discovered by the special sciences. For instaheesdame fact that accounts for why taking a
certain drug is an effective strategy toward recpadso accounts for why drug intake
explains the recovery. So causal facts are not@ated to our everyday practices but also to
scientific explanation. Because of this centralighandoning the concept of causation
would cripple science.” (Field 2003, 435)

Cartwright and Russell's respective insights atemsion and thus create a puzzle.
On the one hand, Russell argues that fundamenyalgshhas no place for causal facts. On
the other hand, Cartwright argues that “causal keavsot be done away with, for they are
needed to ground the distinction between effedtvategies and ineffective ones.”
(Cartwright 1979, 420) So something has got to.give recent survey article, Hartry Field
assesses that “the problem of reconciling Cartwsgioints about the need of causation in a
theory of effective strategy with Russell's poiat®ut the limited role of causation in
physics [...] is probably the central problem in thetaphysics of causation.” (Field 2003,
443)

The puzzle has received significant attention erécent literatur® Responses fall
into one of three camps. First, Pragmatists agideRussell that there is a poor fit between
our ordinary notion of causation and fundamentgspis. But they argue that our causal

concept can be central to science and everydag\ia if causal relations are not part of the

® See the articles in a recent volume (cf. Price@ody 2007).
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objective physical world (cf. Price 1996, 2007; atath Fraassen 1993). Pragmatists thus
deny that the distinction between effective andfautive strategies is fully objective.

Second, Primitivists take causal facts to be objedtindamental constituents of our
world that are not reducible to more basic entit&asme Primitivists argue that a proper
understanding of fundamental physics shows thatatdacts are a part of it after all (cf.
Frisch 2005). Other Primitivists admit that causals are not part of fundamental physics
but hold that we can consistently add them andwiegabave reason from outside
fundamental physics to do &@hese primitive causal facts can underwrite eiffect
strategies. Primitivists, however, face the chagéeof showing how exactly the existence of
these causal facts is compatible with the limitdd pf causation in fundamental physics.

Third, Reductionists hold that Russell was paiitirtrinsofar as there are no causal
facts in fundamental physics. However, Russell wasg in thinking that there is no
causation. Rather, causation reduces to fundamewtalcausal facts. In particular,
Reductionists argue that the temporal directiopalitcausation can be grounded by bringing
in statistical facts from the boundary conditiongddition to the fundamental physical
laws? The emerging relation is supposed to closelytitintuitive notion of causation.

In the dissertation, | defend a solution to thezteithat is reductionist but in a new
way. | argue that objective causal facts are grednd fundamental physics, but to secure fit

between causation and fundamental physical factse®d to revise our ordinary conception

" Price (1996, 2007) is the most developed suchuatc®rice argues that the distinction betweercéffe and
ineffective strategies is “objective from our pe¥sfive” as agents (cf. Price 2007, 286).

8 Cf. Cartwright (1979) and Tooley (1987). MaudI20(7) argues that there are grounds for forwarelettd
causation in fundamental physics but that evenrailse we would have reasons from outside physics to
assume causal facts.

° See Dowe (2000), Field (2003), Papineau (198%) ,Reichenbach (1956).
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of the temporal direction of causation. The metapds/of causation that arises from
fundamental physics is one where causation ishranpéy directed but one where causation
goes in both temporal directions and the differdmetveen the directions is merely a
difference in degree.

The mismatch between the fundamental physical &wdsour time-asymmetric
concept of causation is so bewildering becauseatmnsand the fundamental laws are
closely related. We used to think of all laws assed laws. So fundamental physics already
contains something very much like causation, exttggtit runs in both temporal directions,
viz., lawful evolution. | will argue that the masatural understanding of causation in light of
fundamental physics is therefore that the fundaaidéanvs ground causation in both
temporal directions. On the face of it, this biedtional causation is at odds with the time-
asymmetry of effective strategies, as well as nooepther asymmetries that are associated
with causation. However, | will argue that thesgnasietries, properly understood, are

compatible with bi-directional causation.

3 Characterizing bi-directional causation

Bi-directional causation is the view that causatians both forwards and backwards.
We have seen that our ordinary view of the tempdirakction of causation involves two
distinct claims: Causal Direction and Temporal Dii@en. My bi-directional view maintains
Causal Direction but rejects Temporal Directionn€eguently, each particular token of the
causal relation still has a direction, but our wWarbntains numerous causal relations that
point in the backward direction in addition to #reown causal relations in the forward

direction.
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Bi-directional causation holds that each tokerhef¢ausal relation has a direction
and is therefore different from a view where caisais a symmetric relation, which would
also deny Causal Direction. For example, the mhadccurring two seconds apag
symmetric. This relation lacks direction becauseafoevent to occur two seconds apart
from d is the same fact as fdrto occur two seconds apart fram

In contrast, causation on my view behaves logid&is/theloving relation. Billy
loving Suzy (luckily) allows for Suzy to also lo®lly. Still, loving is not a symmetric
relation because each token of loving is diredBally’s love is directed at Suzy, and Suzy’s
love is directed at Billy. In a situation whereIgiloves Suzy and Suzy loves Billy back, the
lovers instantiate two distinct and oppositely-diesl tokens of the relation. The one token is
directed from Billy to Suzy; the other token isetited from Suzy to Billy. Moreover, the two
tokens are distinct because each token consistsliffierent fact: Billy’s loving Suzy
consists in a mental state in Billy’s mind and Sszgving Billy consists in a mental state in
Suzy’s mind.

Analogously, my bi-directional view of causatiotoals for situations where an event
c causes another evahtandd also causes. In these situationsandd instantiate two
distinct and oppositely-directed tokens of the ehuslation: one token points froato d
and one token frord to c. So each token of causation is directed and dansiatbi-
directional rather than time-symmetric.

Bi-directional causation thus leaves room for theetasymmetry of causation
because it allows that causal relations in the éodndirection are different in character from
causal relations in the backward direction. As ral@gy, imagine a railway network that has

trains running both from east to west and also fveest to east. But if west-bound trains are
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in general faster and more reliable than east-btnamaks, then there is an important spatial
asymmetry in the railway network despite the faet trains run in both spatial directions.
This asymmetry has important practical implicatiansking, for example, traveling
westwards much easier than traveling eastwards.

Analogously, | argue that the perceived asymmetsseciated with the arrow of
causation are due to gradual differences betwesvafd causation and backward causation.

The two most important asymmetries associated eatisation are control and explanation:

Time-asymmetry of control. We have some limited control over the future thgdadutely

no control over the past.

Time-asymmetry of explanation. Earlier events often explain later events but lguat

viceversa

| shall argue that causation can come apart fromragband explanation, and that
these asymmetries arise because, though causatsrgboth temporal directions,
causation in the backward direction lacks the Yeayures that make causation in the
forward direction suited for control and explanati@his divergence is important because an
important reason for why backward causation striseas absurd is that we associate
causation with control and explanation. But theklagard causation that my theory entails

neither gives us control nor does it support exgtians.
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4 Bi-directional causation and causal pluralism

What does it mean that causation is bi-directioidPy philosophers have observed
that it does not seem that we have a uniform cdrafgpe causal relation. Earman puts this
point most poignantly, when he says that “causasarot a single, unary notion, but a multi-
faceted concept which begs for distinctions to taevct among various kinds of causal
interaction.” (Earman 1976b, 390)

Fortunately, my view that causation is in an impottsense bi-directional is
compatible with pluralism about our causal concEptlowing Hitchcock (2003), we can
think of theories of causation in two stages. Titst §tage of analysis “involves the
identification of some privileged class of entiéyyd the discrimination of the members of
this class from various impostors.” (Hitchcock 20BBThe goal at this stage is to identify a
non-accidental, directed dependence that can grefiective strategies and to distinguish it
from mere correlation. We are familiar with thigpdedence from paradigmatic cases, such
as when two billiard balls collide. Call this degence “causal dependence.”

As Hitchcock (2003) points out, the most commorotles of causation can be seen
as converging toward isolating causal dependendgyimg to distinguish it from other
relations (of the kind Hitchcock calls “impostorsRHor example, counterfactual theories
distinguish genuine counterfactuals from backtregkgrocess theories distinguish causal
processes from pseudo-processes; regularity ttsetisénguish lawlike from accidental
regularities; and probabilistic theories distindguisal from spurious probabilities. All of
these distinctions can plausibly be seen as isglatausal dependence.

My bi-directionality claim concerns this dependenglation that contrasts with mere

correlation and that can ground effective stratediargue that the right way to delineate this
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dependence is such that it goes in both tempomattibns. We still have to distinguish
causal dependence from impostors, but | arguddtsadf dependencies in the backward
direction are legitimate rather than impostors sTikia substantial metaphysical claim that
most philosophers deny.

This view about causal dependence still leaves rmoroausal pluralism, which
comes in at the second stage of analysis. The destage concerns how these basic building
blocks of causal dependence can be put togetheake-up interesting relations. As
Hitchcock points out, there is room for pluraliseré because causal dependence can be put
together in different ways. For instance, Lewisiifees causal dependence with
counterfactual dependence but then goes on toifigeatsation with the ancestral of this
relation, thus making causation a transitive refa{cf. Lewis 1986, 167). Other philosophers
have denied that causation is transitive, and 28l04) argues that there are two distinct
kinds of causation: one that is transitive and thia¢ is not. Similar debates concern whether
causation is intrinsic and how many relata it fas.

My view allows me to stay neutral on whether thera single causal relation or
whether there are several relations differing esthproperties, as pluralists claim. | am only
concerned with the basic building blocks of causathat are needed for a theory of
effective strategies. None of the prominent argushér causal pluralism suggest that there

is pluralism at this level. Insofar as my thesiewlbi-directional causation concerns the

19 See Schaffer (2008) for an overview of these d=bat
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basic building blocks of causation, it is compatiblith pluralism about our concept of

causation. My thesis is only that there are moiklimg blocks than we thought there wéte.

5 Redrawing thearrow of causation

Widespread backward causation is contrary to odinary notion of causation. So it
is not clear how a relation could be causal ifoiésl not run at least predominantly in the
forward direction. But drastic revisions of ordipgsthenomena are familiar from other areas
of science and metaphysics. | will look at two saakes to motivate the feasibility of a
revisionary stance toward the direction of causatio

The first case concerns the nature of lifi®rdinarily, we think of light as the agent
that makes things visible to us. However, theie ssientifically informed conception of
light, where light covers all forms of electromagoeadiation, even those that are not
'visible." For instance, the dictionary lists tlodldwing as one definition of light:
“electromagnetic radiation of any wavelength thavels in a vacuum with a speed of about
186,281 miles (300,000 kilometers) per secalidhis conception revises our ordinary
understanding because there is lots of electrontagragliation that does not make things
visible to us. So physics shows that the familstances of light are a subset of a much
broader phenomenon. The same agent that allowsseetthings also comes in guises where

it lacks the capacity to make things visible to us.

" My project is thus at least to some extent inddpahof semantic questions because “causal depeeitisra
technical term picking out the metaphysically bdmidding blocks of causal relations that undeeffective
strategies and that contrast with correlations.

125ee Ney (2009, 760) for the analogy between cimsand light.

13 http://www.merriam-webster.com/dictionary/light
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The second case concerns the direction of timeo@mrdinary conception, time has
an intrinsic direction that grounds its transiteharacter. We think that present events
continuously become past as they give way to futuents. But many philosophers have
argued that time has no intrinsic direction. Theiséosophers argue that time is one
dimension of a four-dimensional manifold which lias same character in either temporal
direction. Although this view of time drasticallguises our ordinary conception of the nature
of time, many philosophers and physicists takafiteznely seriously.

The cases of light and time provide a blueprintifow to think of a revision of our
understanding of causation in light of fundameptalsics. There are important analogies
between my views on causation and the case of l@gnisal relations in the forward
direction are familiar to us because they figu@npnently in control and explanation. |
argue that, just as there is light that is notblesithere are causal relations in the backward
direction that are irrelevant to control and explazn. Our evidence for these causal
relations is indirect and comes from the structfrtne fundamental laws. As in the case of
light, the revision does not concern the naturthefknown instances of causation but merely
shows that these instances belong to a broadexrttias we previously thought that also
includes instances in the backward directibn.

The analogy to time is even closer. My argumentifloy causation is bi-directional
closely parallels an argument in the literatureviby time has no direction. Many of our best

candidates for the fundamental physical laws ane-symmetric, which means that these

4 Another such revision concerns background comiti®rdinarily, we distinguish causes from backgrbu
conditions. For example, we think that the strikadighe match causes its lighting but the existesfaexygen
is merely a condition. However, philosophers statigaconcluded that there is no metaphysical disiim
between causes and conditions. Both are equalkesau
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laws operate exactly the same way in the forwarection as they operate in the backward
direction.

A popular argument says that it is reasonable awdnferences about the nature of
time from the structure of the fundamental ldwafter all, the fundamental physical laws
fully describe all possible behaviors of systemeun universe. If the laws are time-
symmetric such that the evolution of systems inftnevard direction falls under the exactly
same constraints as their evolution in the backwlaettion, then it is reasonable to assume
that time, as the arena in which systems evolvefttesame character in both directiths.
This argument is not indefeasible because theratrbig overriding reasons for thinking that
time has an intrinsic direction, but the inferereeeasonable (cf. North 2008).

My argument for bi-directional causation closelygiiels this argument. Causation
concerns how events evolve over time, and the fonedidal physical laws completely
describe how events at one time evolve into evaintgher times. If the laws are such that
earlier events constrain later events in the esaicte way as the other way round, then it is
reasonable to think that there is no differencavbeth how systems in our universe evolve
forward and how they evolve backwards. It is tressonable to infer that causation runs
both in the forward and in the backward directi@ee chapter 1 for further defense of this
inference.)

My revisionary view of causation therefore has elpsecedents in other debates, and

| argue that revision is as plausible in the cddb@causal direction as in these other cases. |

15 This inference is widely made in physics. For eplmGreene (2005) takes the structure of the taws
indicate the nature of spacetime without even aakeaging that this step takes any kind of justifica. See
North (2008) for an explicit discussion of this angent.

81t does not matter currently whether the actuattamental laws of physics are in fact completeheti

symmetric because | am only concerned with theoreg#seness of drawing inferences about the nafuime
from time-symmetric laws.
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think the main reason why philosophers have nabgsly considered revisionary accounts
of the temporal direction of causation is that cli@ality seems to be a more central feature
of causation than the revised features in the ttheracases.

As seen earlier, the main reason for endorsingctibgecausal facts is in service of a
theory of effective strategies. Effective strategimowever, appear to be firmly temporally
directed in that our actions are never effectivatsgies for earlier ends. So it seems that bi-
directional causation could not ground effectivatetgies and thus would miss the point of a
theory of causation. In response, | argue thaireictional causation leads to a plausible
theory of effective strategies. (I will only sketttte argument here, which is further
developed in chapters 1 and 2.)

There is an important practical distinction betweéactive strategies that are
accessibldgo agents like us and ones that iaeecessibleFor example, taking antibiotics is
an effective strategy for recovery from infectiand the strategy is also accessible because
we can in fact bring about recovery via this cowfaction. In contrast, though decreasing
the radius of a massive star is an effective siyater creating a black hole, this strategy is
inaccessible to us. The strategy does not in femivais to create a black hole because we
cannot decrease a star’s radius to the requireshext

One might object to calling these latter courseaation “effective strategies”
because they are not action-guiding. But that iserterminology:’ The important point is
that strategies, such as collapsing a star toecgehtack hole, are still grounded in causal

relations. Decreasing the radius of a star woulgea black hole. It is merely that these

" Many normative concepts are ambiguous in that #fieyv for aguidingand arevaluativereading. For
example, an agent's evidence can be understoodiagively as any information the agent has thatdearthe
truth of a proposition, or it can be understood iguiding sense as only the information that i®ssible to the
agent. The latter but not the former reading taksaccount the agent’s cognitive limitations.

27



causal relations do not have the same practicadaekce for us because they do not allow us
to control our environment. Moreover, we cannogdily experience or test these causal
relations but have to infer them from observed daththe laws of nature.

| shall argue that the causal relations in the ac#l direction that my theory of bi-
directional causation posits do ground effectivategjies—but these effective strategies are
inaccessible to agents like us. Though our actanse past events, we cannot control past
events. There are however important differencesdxemt the inaccessibility of backward-
looking effective strategies and the collapsing sése. First, backward-looking effective
strategies are inaccessible for a different reasochapter 2, | will argue that the
inaccessibility is not due to a lack of muscle poatetechnological ingenuity (as in the star
case) but due to lack of a certain kind of knowkdgecond, the inaccessibility of backward-
looking effective strategies is more extreme thathe star case. In the collapsing star case,
we can easily imagine agents relevantly like usthtom these strategies are accessible, such
as technologically advanced humans, gods, or sapseh. Agents who could exploit
effective strategies in the backward directioncontrast, would have to be different from us
in a more fundamental way. They would need a dfiecognitive make-up.

My theory of causation is thus compatible with ayslible theory of effective
strategies. To begin with, it entails that there @ljective distinctions between effective and
ineffective strategies. It is objectively true tlg@itting smoking is an effective strategy
toward avoiding lung cancer because smoking cdusgscancer. It is also objectively true
that having your teeth whitened is not an effecsirategy to avoid lung cancer because
having yellow teeth does not cause lung cancereb\a@r, my theory can account for the

feeling that it would be comical or futile to aor fthe sake of past ends by showing that
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backward-looking effective strategies are in ppheinaccessible to agents like us. So my
theory still explains the facts about effectiveastgies that we care about, viz., why certain
courses of actions are irrational and others atelm@addition, | will show that causation in
the backward direction is irrelevant to the kinfi®xplanations the special sciences seek.

However, my theory is revisionary with regard toatvmetaphysical facts underlie
these normative facts about our practices. | atigaebackward-looking effective strategies
are not impossible but merely inaccessible. Becatifee time-symmetry of the
fundamental physical laws, the distinction betwpast and future is metaphysically less
deep than we ordinarily think. Just as we learmftbe fundamental laws that, for example,
decreasing the radius of a star would create & lblale, so we also learn that there are
effective strategies in the backward direction.

This revision not only allows us to give a bettec@unt of the dependence structure
of our universe but also enables us to give a ahstic explanation of why we cannot
control the past. Our inability to control the peshot due to some deep metaphysical
difference between the past and the future. Inst®adack this ability because of the

character of the physical laws and our make-umasta.
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BLUNTING THE ARROW OF CAUSATION

Chapter One

1 Introduction

According to our ordinary view, causation has e&sstemporal direction such that the
world causally evolves forwards but not backwaklie. think that the past brings about,
produces, or shapes the future but\nog¢versa But this forward-directed view of causation
is in tension with how fundamental physics desaithee world. In particular, most
candidates for the fundamental physical laws datexithe evolution of the universe in both
temporal direction® These laws determine the evolution of the worlthimforward
direction, but they equally determine its evolutinrthe backward direction.

Though we naturally interpret the laws as descglie causal evolution of systems
in the forward direction, this interpretation ipsuimposed upon the laws, not derived from
them. The fundamental physical laws describe h@nsthte of the world at any one time
depends on its state at other times. But nothingiaihese laws makes it any more apt to
view the world as evolving forwards rather thareaslving backwards. Instead, earlier states

lawfully depend on later states in the same wagaaker states lawfully depend on later

'8 Cf. Albert (2000, chapter 2), Carroll (2010, chayite Field (2003, 436pp); Greene (2005, chapteabl
Lockwood (2005, chapter 9).
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states, and in this sense the fundamental lawsndigie the evolution of the world in both
temporal directions. Let us call such lativee-symmetri¢aws®®

This time-symmetry is most familiar from the Newitomlaws, but it is equally part
of contemporary laws such as Schrodinger’s equatiguantum mechanics and the field
equations in General Relativity. These laws ardetiérministic in both temporal directions.
That means, given the state of the world at anytiome these laws fix a unique futused a
unique past. Moreover, the problem does not sicanifily change if the laws are probabilistic
as long as they have the same probabilistic charatboth temporal directions. In this case,
a complete specification of the universe at anytone, together with the laws, entails a
probability distribution over all earlier and latenes. These laws would still determine the
evolution of the universe in either temporal directy specifying probabilitie®’

Much recent debate concerns how to reconcile ciamsaith this bi-directional

lawful evolution. One way of seeing the tensiobysconsidering counterfactuals:

(C1) If the earlier momentum of the ball had be#gfeent, then its later momentum would
have been different.
(C2) If the later momentum of the ball had beeffedént, then its earlier momentum would

have been different.

9 use “time-symmetric” for lack of a better wordnie-symmetry is also often used to desctibe-reversal
invariance which means, roughly, that for every sequencevehts which is in accordance with the laws, the
time-reverse of that sequence is also in accordaitbethe laws. The relevant sense here, howesehait the
laws connect earlier to later states in the sameé &f way they connect later to earlier statesKifld 2003,
436). Time-reversal invariance is neither necessarysufficient for the laws having this feature.

2 The fundamental laws could turn out to be onlyedeinistic in the forward direction or only specify
probabilities in the forward direction. In this eashe lawsvould single out a direction of temporal evolution.
The only candidates for the fundamental laws whiabe this feature are some “collapse-theories’uangum
mechanics, which only specify probabilities in tfhewvard direction. Collapse theories, however,etemely
contentious. Moreover, they have empirically egi@micompetitors that are deterministic in both fienal
directions (e.g., Bohmian Mechanics).
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Causation and counterfactuals are closely reldtéditively, C1lis true butC2is
false because the ball's earlier momentum causégéer momentum, whereas its later
momentum does not cause its earlier momentum. @utterfactuals are also law-governed,
and time-symmetric laws underwrite bl andC2. Given that the ball is sufficiently
isolated from its environment, a counterfactualesia which the antecedent 6fL is true and
the momentum of the ball is different lawfully eifda later state where its momentum is
different. However, a counterfactual state in whithé antecedent &2 is true equally
lawfully entails an earlier state where its momenmia different.

Philosophers tend to respond to this puzzle inadrieree ways. First, Compatibilists
argue that our common-sense view of causationrasfd-directed is compatible with bi-
directional laws and bring in facts other thanldwes to ground the direction of causatfon.
Eliminativists, in contrast, argue that our comnense view of causation is incompatible
with the fundamental physical laws and that catedations are therefore not part of the
objective physical world® Both views, however, take our ordinary conceptibthe causal
direction at face value and merely disagree on ndrat latches on to anything in the
physical world.

In this paper, | defend a new response to the prmobbi-directional causation. | argue
that causation is compatible with fundamental ptg/but that we have to revise its temporal

direction in light of the time-symmetry of the fuardental laws. Bi-directional causation is

21| will later in the paper distinguish reductive i@patibilist theories, which try to reduce the difeg of
causation to non-causal physical features, fromigisiist theories, which that take the directioncalusation to
be primitive. Reductive theories include Dowe (20®eld (2003), Lewis (1986a), Papineau (1985) an
Reichenbach. Primitivists comprise Frisch (20053uilin (2007), and Tooley (1987).

2 5ee Norton (2007), Russell (1913), Price (1996720and van Fraassen (1993). Moreover, Neo-Rigssgll

deny that causal concepts apply in fundamentaliptythough they are legitimate in other conteStse
Hausman (1998), Hitchcock (2007), and Woodward 7200
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the view that causation runs both forwards and wacaits. The causal arrow on this view is
not strict, as causation also runs in the backwaettion, but it is due to differences in
character between causation in the forward andarbackward direction.

This view might sound absurd, but it follows froaking fundamental physics
seriously. Rather than impose our ordinary expegeand intuitions onto a theory of
causation, we should develop our theory of causati@ccordance with the structure and
features given to us by fundamental physics, amy aotd features (like a privileged
temporal direction) if there is some outstandingch® do so. | shall argue below that
causation is law-governed and that time-symmetmclémental laws ground causation in
both temporal directions. Moreover, | will show thé&directional causation is consistent
with our experience.

My theory thus resolves the tension between causatd fundamental physics by
revising the temporal arrow of causation. Compardbstic revisions to our everyday
understanding are familiar from other phenomenaekample, many philosophers argue
that the perceived passage of time is merely afeatf our experience and that fundamental
physics teaches us that time has no intrinsic timecl will defend an analogous revision in
the case of the temporal direction of causation.

| think that philosophers have not taken bi-direcéil causation seriously because it
seems out of touch with our experience. If causagimes backwards, then, for example, it
seems we should be able to control the past juseasan control the future. But | shall argue
that causation can come apart from control as age#ixplanation, and that backward
causation does not support these practices inatine svay forward causation does. My

theory of bi-directional causation therefore is patible with our ordinary experience
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because it allows for differences between the dtaraf causation in the two temporal
directions and hence for an important respect iitkvbausations time-asymmetric.

In the rest of the paper, | first argue that Nesy natural to assume that causation is
bi-directional if the laws are time-symmetric (Sent2). Second, | defend bi-directional
causation against the main objections to the vigection 3). Third, | show how bi-
directional causation is compatible with our expece, in particular the time-asymmetries of

control and explanation (Sections 4 and 5).

2 Time-symmetric laws and bi-directional causation

Causation and the laws of nature are closely latéhat both concern how events
evolve over time. Moreover, because the fundametical laws tell the complete and
exceptionless story of how our universe evolves tiaee, it is natural to think that the
structure of the laws has implications for causatla this section, | argue that it is extremely
plausible that causation is bi-directional if thevk are time-symmetric.

The fundamental physical laws determine how sys&vob/e over time by
constraining, given the events at any one timeckbvents have to happen at other times.
For instance, the position and momentum of a bdltzall at some time, plus a specification
of all forces acting on it within some intervaltohe, together with the laws constrains its
position and momentum over the interval.

Time-symmetric laws determine the evolution of timéverse in both temporal
directions: They determine its evolution in theward direction, but they also determine its

evolution in the backward direction. That is, githae state of a system at any one time, these
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laws equally constrain both its earlier and latates. Time-symmetric laws therefore do not
single out any direction in which the universe eest

Think of the states of the world at different tingssthe frames of a movie. Given a
full specification of any one frame, the laws futlgnstrain all later and earlier frames. And
given a partial specification of any one frameytpartially constrain all other frames. The
laws thus determine the evolution of the movieathitemporal directions by specifying how
the content of any one frame constrains the comteait later and earlier frames.

Given time-symmetric laws, describing a sequenaavehts as a window breaking
into pieces is no more apt than describing it asgpieces forming a window. We can say,
for example, that a stone hitting a window evolfgsgvards into glass pieces and a stone
lying on the floor because the earlier events ldyentail the later events. But we can
equally say that the glass pieces and the stong by the floor evolve backwards into a
stone flying away from an intact window becauseé¢hater events lawfully entail the earlier
events.

| will argue that, given this bi-directional lawfahtailment, causation also goes in
both temporal directions. This inference does aquire that causation is identical to lawful
entailment. In fact, there are good reasons fakihg that it is not. For instance, the
complete state of the workslLat some timel lawfully entails that there is a window
shattering at some later tin@ but not all parts o§1are causes of the window shattering.

Nonetheless, | will argue that there is a suffitenlose tie between causation and lawful

% For instance, if you use the formalism of Newtorlidechanics to calculate the evolution of the ursee
toward a time of interest, you do not have to kivawether this time is in the past or the future. Yaerely
need to know all the fundamental quantities and timy change relative to the time of interest. Githas
information, you would make the exact same cal@uatin either temporal direction.
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entailment to make it plausible that if lawful ehteent goes in both temporal directions,
then causation also goes in both directions.

It is plausible that the structure of the fundamklaws determines the nature of
causation, as the following cases illustrate. Fwst justify causal claims by referencing the
fundamental laws. If asked why its collision withogher ball causes the billiard ball to
move, it is natural to say that given the momentdiitihe incoming ball and the fundamental
laws of physics the ball had to move. Moreover car use the fundamental laws to infer
causal relations in circumstances where we canmegeriments. For example, we can
derive from the fundamental laws that the motiohthe moon cause the tides because we
can compute how changing the moon's orbit wouleshgbdhe forces on the tides and how
the tides would behave given these forces.

Second, we take the structure of the laws to detergeneral features of the causal
relation. For instance, we think that if the laws ehancy such that events lawfully constrain
other events by fixing objective chances, then aaois is also chancy, i.e., causes fix the
objective chances of their effects (cf. Lewis 1986&oreover, it is plausible that if the laws
were non-local, then causation would be non-ldcalvs are temporally non-local, just in
case: possibly, there is some evemthose occurrence is lawfully determined by thenéve
at some time, but there are no events that lawfully determireedccurrence af at some
time t* that is in-betweehand the time ofl. In other words, temporally non-local laws act
across a temporal gap. It is reasonable that ih smcumstances causation would also be
non-local in thatl would lack intermediate caused’at

These cases establish that it is natural to assiuabéhe structure of the fundamental

physical laws determines both particular causali@is and global features of the causal
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relation. Getting clearer on the nature of thised®ination will show that it is equally
plausible that the fundamental laws determine ¢hgpbral direction of causation. After all,
the temporal direction of causation concerns battigular causal relations (viz., whether
there are any in the backward direction) and aajltéature of causation (viz., its temporal
orientation). At least pre-theoretically, we exptet the direction of causation is written
into the fundamental laws of physics.

The defining feature of causes is their efficienzatises make their effects happen.
That is, given the causes, the occurrence of fieetd not an accident; the effect has to
occur?® For instance, given that the stone hits the winad the circumstances), the
window has to shatter. But what grounds this emtit? Why do effectisaveto occur given
their causes?

It is extremely plausible that causes entail tbéects because of facts about lawful
entailment. Given that the cue ball bumps intthi¢, eight ball has to move because given the
collision, and suitable background conditions, fimedamental physical laws entail the
moving of the eight ball. It is unclear how elseutalerstand causal efficiency. A complete
specification of a physical system plausibly inagies three elements: a description of its
actual state at the time, static laws governingtyloasible states it could be in, and laws of
temporal evolution. Of these elements, the lawewiporal evolution are the only entities
that are relevant to how events at one spacetigierr@volve into events at another

spacetime region. So it is extremely plausible taatsal efficiency consists in facts about

24| am assuming that the laws are deterministictfeiclaim could be rephrased to take into account
indeterministic laws. In that case, causes makie é¢fflects happen such given the causes, the aauterof the
effect is non-random, but the effect has to hawertain objective chance.
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lawful entailment. Furthermore, causal efficiensyoth necessary and sufficient for
causation. An everttcausesl, just in cas& makesd happen.

The claim that causation holds in virtue of fadisa lawful entailment leaves open
important questions about how exactly relationwfful entailment ground causation. As
said, it is not plausible that lawful entailmentdentical to causation. But for present
purposes, we can set these details aside. Howlgkaetul entailment grounds causation
will not matter for the temporal direction of catisa because lawful entailment works the
same in both temporal directions. So if it groundasation in the forward direction, it is
equally plausible that it grounds causation intihekward directiof”

Take an event such as the collision between twiaialballs at some timé. There
are events at some tin@® a few milliseconds earlier, that lawfully entdik collision, such
as the positions and momenta of the two balls. &legsnts are earlier causes of the
collision. But if the laws determine the evolutiohsystems in both temporal directions, then
there are also events at some tiyea few seconds later, that lawfully entail thelis@n of
the balls atl. For example, the later positions and momenta@bill at2 alsolawfully
entail their earlier collision. For that reasore #ame kinds of facts about lawful entailment
obtain in both temporal directions, and it is tiiere plausible that they ground causal

relations in the backward direction just as theyrdthe forward direction.

% Though causes bring about their effects in vitfigacts about lawful entailment, we do not regalidhe
events that lawfully entail an effect as causesilitinely, only events are causes that play a speole in the
entailment of an effect in the sense that theyesponsible for the fact that the laws entail fasgticular effect.
Theories of causation try to single out the causesxample, in terms of minimal sufficiency, céerfactuals,
probabilities, or transferred quantities, which iréurn determined by facts about lawful entailin¢See Hall
2005 for discussion.) But however this issue gesslved, because the laws work the same way in both
temporal directions, whatever facts about lawfub#ément ground causation in the forward directgually
obtain in the backward direction.
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Though unfamiliar, it is in fact rather naturaldescribe these later eventsaas
causes. After all, they make a difference to thiéexacollision. Given the positions and
momenta of the balls &, the collision atl has to occur. But had the position and
momentum of one ball or both balls been differém,laws would entail that a different
collision or no collision would have occurred. Liag¢eents thus make a difference to earlier
events in that different later events would lawfidhtail different earlier events. It is
extremely plausible to think of causation as aeddhce-making relation. Hence, it also
comes natural to say that the collision dependbhese later events; that these later events
are responsible for the earlier collision; and thatcollision happendokcausef these later
events.

Such relations between later events and earlienteveve all the features we
typically associate with causation, apart from temapprecedence. Imagine watching a
movie of the billiard game that is run in reverdegd suppose you see a sequence where two
balls are colliding. Seeing the eight ball bumpimg the cue ball, you would have no
trouble in describing this interaction as causal tmidentify the momentum of the eight ball
as a cause of the momentum of the cue ball. Tleeaction appears to have all the features
that we typically associate with causation: itpatsotemporally contiguous, momentum is
transferred, the cue ball's movement counterfagtdalpends on the eight ball's movement,
and the eight ball's movement makes the cue Inadii'ement more probable. You would not
even notice that the movie is played in revers®if see just this sequence.

Moreover, it seems that, upon discovering thaintlogie is run in reverse, nothing
would undermine your causal judgment. You mightkithat the interaction is not causal

because the alleged cause does not temporallydeéseeffect. It is, however, hard to see
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how temporal precedence by itself could make sutifference, especially because the
fundamental physical laws treat evolution in the temporal directions exactly the same.
Some philosophers have argued that such interacéiennot causal because of relations the
eight ball's and the cue ball's movement bearhieratvents, such as the heating up of the
table and the movements of air molecules. Howeverjmplausible that causation is
extrinsic in this way?’

For these reasons, it is very natural to assuntefttiee laws are time-symmetric,
then later events cause earlier events just ageavients cause later events. | will further
defend this bi-directional view of causation in tiext section. But first | will look at how bi-
directional causation revises our ordinary undediteg of the temporal direction of
causation.

We can separate out two ways in which we ordinaetjard causation as directed:

(i) Causal Direction. Causal relations are diredtech cause to effect (i.ec,causingd is
different fromd causingr).
(i) Temporal Direction. Causes often precede th#®cts, but effects do not (or at least not

typically) precede their causes

Causal Direction says that each particular tokeraofation has a direction. It does,
however, not entail that causation is time-asymimetor example, if all cause-effect pairs

were simultaneous, tokens of causation couldisillirected but causation would not be

% have in mind here views like Lewis (1986a) amgpifeau (1985) that tie causation to extrinsicsfacich as
overdetermination (Lewis) or forking (Papineauill criticize these proposals in more detail ire thext
section.
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time-asymmetric. The common-sense view of the dalisaction thus, first, requires
individual instances of causation to be directet, ®econd, it requires causes and effects to
be distributed in time such that causes (typicalhycede their effects.

My bi-directional view maintains Causal Directidfach particular causal relation
has a direction. But it denies Temporal DirectiOnr world contains, in addition to the
known causal relations in the forward directiosgahumerous tokens of causation that point
in the backward direction. So causation is widesggoth in the forward and in the
backward direction of time.

Because it maintains Causal Direction, causatiotherbi-directional view is not a
symmetric relation. Tokens of symmetric relatiosisch accurring two seconds apart
lack direction. For instance, farto occur two seconds apart frdnis the same fact as for
to occur two seconds apart franOn my view, each token of the causal relationahas
direction, and so causation is not a symmetridioglalf the stone hitting the window causes
the shattering, and the shattering also causestd@he hitting the window, then the two
events instantiate two distinct and oppositelyated tokens of the causal relation. The one
causal relation is grounded in lawful evolutiorthe forward direction; the other causal
relation is grounded in lawful evolution in the ka@rd direction. These two facts are
logically distinct. Similarly, when Billy loves Syzand Suzy loves Billy, there are two
tokens of the loving relation pointing in oppostiections.

This fact is important because it allows for causato still be time-asymmetric
despite running in both temporal directions. Ondbemon-sense view, causatiorsisctly

time-asymmetric: causation is present in the fodadirection but absent (or at least
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extremely rare) in the backward direction. But edilas can be time-asymmetric without
being strictly time-asymmetric, as the followingaéogy illustrates.

A railway network that operates trains only westigais strictly spatially
asymmetric. But a network can be asymmetric evérojerate trains both east- and
westwards because there can be qualitative diffeieim the two directions. West-bound
trains might, in general, be more reliable andefiagtat east-bound trains, making it much
easier to travel west than east. Analogously, llavgue that causal relations in the backward
direction are different in character from caus#tiens in the forward direction, which
makes for a drastic practical difference in theaikability for control and explanation.

| thus argue that causationgsalitativelytime-asymmetric: there are numerous
tokens of causation pointing forwards and numetokens pointing backwards, but there are
qualitative differences between causation in tiievéod and in the backward direction. (|
will point out some important differences in sen8at and 5.) So rather than denying that
causation has a temporal direction my view re-cmesewhat that direction is in a

accordance with the time-symmetry of the fundamegitgsical laws.

3 Bi-directional causation defended

| have argued that it is extremely natural to depelur theory of causation in
accordance with the structure of the fundamentgsichl laws and that the resulting view of
causation is one where causation is bi-directidnahis section, | will further defend this bi-
directional theory of causation.

There are three main objections to bi-directioalsation. The first objection says

that bi-directional causation is untenable as a\oécausation. Causation is intimately

44



bound up with a number of important time-asymmaeirectices. So the charge is that if
there were massive backward causation, we woulkddaeasonable account of the time-
asymmetries of these practices. It seems we slibetdbe able, for example, to control the

past and causally explain earlier events by citimegr later causes, which is absurd.

Objection from practical relevance. Bi-directional causation is incompatible with
important practical time-asymmetries that are assed with causation, such as control and

explanation. Therefore, bi-directional causatioanngenable.

In reply, | will argue that my bi-directional thgoof causation is compatible with
these time-asymmetric practices. In sections 45ah@dhow that my bi-directional view can
account for the two most prominent time-asymmetnes, control and explanation. Because
we typically associate causation with control axpl@nation, my theory can explain why we
overlook causation in the backward direction ang thhink that causation goes only
forwards. Backward causation is under our radaabse it is irrelevant to control and
explanation.

The second objection says that my account ignonesitant physical asymmetries.
Compatibilist theories of causation hold that céiosas forward-directed even if the laws
are time-symmetric because the direction of caoisasi grounded in asymmetries other than
the laws. These theories typically hold that cdasdtas a time-symmetric component that is
determined by the laws, but they hold that it addally has another component that is time-

asymmetric.
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Objection from Compatibilism. Bi-directional causation focuses exclusively oa th
fundamental laws of temporal evolution but igndresrelevance of other physical
asymmetries to the direction of causation. The &vdadirection of causation, however, is
determined by time-asymmetries from these othercesywhich are compatible with the

time-symmetry of the fundamental laws. Thereforalitectional causation is false.

Compatibilist theories deny that causation is dgeteed by the structure of the laws
in the way | have defended in the last sectionl @i claim they reject “Law-

governedness.”

Law-governednes3he structure of the fundamental physical laws rieitees the nature of

causation.

| will respond to the objection by defending Lawvgmedness. We can see the plausibility
of Law-governedness by considering an analogougipite for the nature of spacetime. In
constructing a theory of spacetime, it is reasanébhssume that its nature is determined by
the structure of the fundamental physical laws.iRstance, if the fundamental laws are
completely time-symmetric (such that they treat pasl future entirely on par), then
spacetime itself has no temporal direction. Thisrence is reasonable because the
fundamental physical laws completely specify thesille behavior of systems in spacetime.
So if the laws constrain the behavior of systemexiactly the same way in each temporal
direction, then we can reasonably conclude thatetpae itself has the same character in

each temporal direction.

46



This inference is not indefeasible as there mightwerriding reasons for adding a
temporal direction to spacetime. For instance nénmsic direction of time might be needed
to account for our experience of time's passage.afpument shows, however, that it is
reasonable to construct our theory of spacetinaeaordance with the structure of the
fundamental physical laws and only add furtherdessif there is some outstanding need for
them?’

Law-governedness is the analogous claim for causafine fundamental physical
laws fully specify how events at one time evolv®iavents at other times. So we should
develop our theory of causation in accordance thihstructure of the laws and only add
further features if there is some outstanding neeatb so. In particular, if the laws determine
the evolution of events the same way in each tealplrection, then we can reasonably
assume that causation works the same way in eaattidn. This inference from the
character of lawful determination to the natureatfisation is reasonable because (as shown
earlier) there is a clear connection between thsiphl laws and causation. Causation and
the laws both concern why specified events at mne évolve into particular events at a
different time. Moreover, the fundamental physieals tell us all the facts about this
evolution; otherwise, they would not be completitSs hard to see what other facts should
matter to the character of causation.

Compatibilists, in contrast, deny Law-governedr®skolding that other features,
besides the laws of nature, also determine theeaficausation. Most Compatibilists hold

that these features come from the boundary comditiim physics, the total state of the world

2" North (2008) explicitly defends this argument. Mover, the argument is widely endorsed by physicist
Greene (2005) is representative of many in thatdseimes that the structure of spacetime matchetrtiture
of the fundamental laws without even acknowleddhsg this inference is in need of justificationeSdso
Ismael (2011).
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is accounted for by the fundamental laws togeth#r temporal (and on some theories
spatial) boundary conditions. Given the boundamndions, the laws entail the state of the
world at all other times.

Even if the fundamental laws are time-symmetrierehcan still be time-asymmetries
due to the boundary conditions. The dominant tisy@yanetry in our universe is that many
types of processes happen in the forward dirediidmever in the backward direction. For
instance, apples fall from trees, but they nevensmeously jump upwards and fasten
themselves to tree boughs; windows shatter, butisten the floor never form windows;
humans grow older but never younger; cigarettes tuashes, but ashes never reconstitute
cigarettes, etc. These so-called “irreversible @sses” are associated with an increase in
entropy. The Second Law of Thermodynamics saysethi@bpy in our universe never
decreases and typically increases toward the future

Most physicists think that the thermodynamic asynnynis grounded in the boundary
conditions (cf. Albert 2000 and Carroll 2010). kiddéion, there are several other systematic
time-asymmetries in our universe that are closelgted to the thermodynamic asymmetry.
Many Compatibilists have argued that the directbnausation is grounded in such time-
asymmetries from the boundary conditions, sucmdsgendence (Hausman 1998), forking
(Dowe 2000, Papineau 1993, and Reichenbach 1966yendetermination (Lewis 1986a).

| will argue, however, that these asymmetries &tbewrong kind to determine a
forward-directedness of causation. For instanae Sticond Law of Thermodynamics
describesiowthe world evolves in each temporal direction.nita@s that systems typically
evolve into states of higher entropy in the forwdnection, but typically evolve into states

of lower entropy in the backward direction. The lda@volving differently forwards than
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backwards, however, is different from the world lgirgg only forwards. The Second Law
merely says that certain sequences of events ifothvard direction (entropy-increasing
ones) are incredibly more likely than other segesr{entropy-decreasing ones). But there is
nothing inherent in entropy-increase that suggestisit, rather than entropy-decrease,
should be associated with the direction of causafiterefore, the fact that there is an
entropy-gradient gives us no reason to think thasation goes forwards but not backwards.

This point generalizes to all asymmetries fromldbandary conditions. For some
feature to ground the forward-directedness of dausats presence in the forward-direction
would need to explain why earlier events make latents happen, and its absence in the
backward-direction would need to explain why laeents do not make earlier events
happen. However, we can seamlessly make sensesdtaan even in situations where
asymmetric features that arise from the boundangitions are absent. So the absence of
these features in the backward direction canndaéxphy causation does not run
backwards since we can equally make sense of camsathout these features.

One such case concerns microscopic interactionsnvave only very few particles,
such as a collision between two electrons. Timevrasgtries in the boundary conditions do
not show up in such cases, yet we think of suaraations as causal (cf. Price 1996, 151).
Another case concerns hypothetical worlds that faanno asymmetries in the boundary
conditions at all, such as a world that only camawo colliding electrons. Again, we think
that such worlds can contain causal interactiospitkethe absence of asymmetric boundary
conditions (cf. Tooley 1987, 227).

In response, Compatibilists might argue that camsas only a macroscopic

phenomenon (cf. Field 2003), or restrict their tieoto the actual world (cf. Papineau 1985
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and Dowe 2000). But my objection is not that Confgilegm fails to reproduce our intuitions
in microscopic or hypothetical cases. Rather, thjeation is that Compatibilism cannot
explain why causation goes only forwards even emtlacroscopic level in the actual world.
If causation makes sense in the absence of feaguotsas forking or entropy-increase, then
the actual absence of these features in the badkiwaction cannot explain why causation
does not go backwards in the actual world everhemtacroscopic level. So while there is a
clear story of how the fundamental laws mattehttemporal direction of causation, there is
no equally compelling account of how the boundamyditions could determine a temporal
direction of causation.

| think Compatibilist theories are popular, despitis shortcoming, for two reasons.
First, many philosophers of causation engage iceotual analysis and try to isolate a
relation that is co-extensive with our conceptadisation. We think that causation goes only
forwards, and because, for instance, entropy als@ases in the forward direction, it is
tempting to identify the direction of causationiwihe direction of entropy-increase.
However, part of the intuitive causal asymmetrihest the past determines the future in a
deeper or more important sense thimeversa Not just any asymmetry can underwrite this
difference; and, as | have argued, asymmetries fhenboundary conditions canrfét.

Second, time-asymmetries in the boundary condittsasonnected to practical
asymmetries that are associated with causatiguariticular control and explanation. So it
seems plausible that if we explain, for exampley wie cannot control the past, then we

have also explained why causation does not go baclsvAnd we can in fact account for

% For example, Lewis (1986a) and Dowe (2000) bogiidy the direction of causation with some phykica
asymmetry that is allegedly co-extensive with outimary causal concept without motivating how this
asymmetry is supposed to vindicate our other Islbbut causation. See Horwich (1986, p. 171ff) for
criticism of this feature of Lewis's account. SémaVoodward (2003, chapter 3).
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the time-asymmetries of control and explanatiotigging in asymmetries from the
boundary conditions (see sections 4 and 5).

Such accounts, however, fall short of vindicating ordinary view of the temporal
direction of causation. Our ordinary belief thatisation goes forwards but not backwards is
not exhausted by the idea that we can controluhed but not the past. We also think that
this causal asymmetry has a principled charagbegiBcally, that there is some sense in
which the world metaphysically unfolds in the figwdirection that makes it in principle
impossible to control the past. But | shall arguat the boundary conditions do not vindicate
such a principled difference; they only supportittesa thatve cannot control the past due to
limitations of our agency. This difference in degreowever, fits best with my bi-directional
theory of causation.

The two most developed theories of the time-asymnadtcontrol and explanation
fit my bi-directional view of causation better thdrey fit our ordinary view of causation.
Hausman (1998) argues that “[w]hat characterizasation and causal explanation is a
certainmodularity, which permits us to factor out influences andegig reason to pick out
some nomological relations, to dub them <<causadpxto use them asymmetrically in
explanations 2 (Hausman 1998, 232; italics in the original) Haasmdoes not hold that
influence runs only in the forward direction; irdloce in the forward direction is merely
better behaved than influence in the backward ticmecwhich makes it suited for control
and explanation. Similarly, according to Albert @2)'s influential account it is objectively

true that the past does depend on the future inahsal sense of “depend,” but agents like us

% Hausman 1998, 232; italics in the original. Thaukiman does not think of the direction of causai®a
deep metaphysical fact is also clear from whenuggests that the “thought that causesessitat¢heir effects
is a metaphysical pun on the fact that agents “itdedr effects happen by means of their causesdugman
1998, 96; italics in the original)
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cannot use this dependence in the past directiocofatrol >

Both views thus take important
steps towards a bi-directional theory of causatidmere we think of the causal asymmetry as
concerning the quality of causal relations rathanttheir absence in the backward direction
(as illustrated by the train analogy in section 2).

This view has an important analog in the philosophtfme. Philosophers who deny
that time itself has a direction still think thhete are important asymmetriegime,
concerning how material processes are arrangecexXaonple, people's births always precede
their deaths in the same direction of time. Thagelties then use asymmetries in time to
account for our temporal experience while maintajrthat these asymmetries do not
vindicate our ordinary belief that time itself leaslirection. Similarly, | argue that bi-
directional causation explains the practical asytiegeassociated with causation, but it does
not vindicate a deep metaphysical difference in kietween past and future.

A final objection says that even if | am right thia¢ closest relation to causation we

find in the physical world is bi-directional, thfigct would not show thatausationis bi-

directional. Instead, it would show that there aarive a physical account of causation.

Objection from elimination. Forward-directedness is an essential featureusfateon. So

any relation that is bi-directional cannot be thesal relation.

30 See Albert 2000, chapter 6. Barry Loewer, Albartkaborator, explicitly distinguishes “influenteyhich
goes in both temporal directions, from control, ethgoes only forwards (Cf. Loewer 2012, 127ff).
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Eliminativists argue on these grounds that theeenarobjective causal facts.
Primitivists, in contrast, argue that we need chredations and we therefore have to posit
them as primitive entitie¥.

In response, | argue that my bi-directional relai®still recognizably a causal
relation. In particular, my view maintains the gahbbjective distinction between causation
and mere correlation. For instance, the earliep@ssure causes the later occurrence of the
storm, whereas the occurrence of the storm antarmmeter reading are merely correlated
as effects of a common cause. My view retains Hpeabivity of this distinction, and merely
adds that there are more instances of causationwtbahought, where the additional
instances point in the backward direction. Moreopitallows for causation to play a central
role in control and explanation, as | will showtlire next section. So Eliminativism is an
overreaction because time-symmetric laws allowctarsal facts, and Primitivism is not
needed because, as | shall argue, we can accauhefome-asymmetries associated with

causation without primitive causal facts.

4 Thetime-asymmetry of control

The main objection against bi-directional causaisothat it seems incompatible with

the time-asymmetry of control.

The objection from control. Control has a temporal arrow. That is, we haveesbmited

control over the future but absolutely no contrediothe past. However, if causation is bi-

31 Norton (2007), Russell (1913), Price (1996, 20@Ry van Fraassen (1993) defend Eliminativism chris
(2005), Maudlin (2007), and Tooley (1987) defenariRivism.
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directional and thus widespread in the backwareatiion, we should be able to control the

past. Therefore, bi-directional causation cannobant for the arrow of control.

| will argue that the arrow of control is compagéivith my bi-directional view of
causatior?? Control, in the sense relevant to agency, is amiégability to bring outcomes
in accordance with her desires. Control in thisssezan come apart from causation. Here is
an example where an agent lacks control over azomé even though her decisions cause

the outcome:

Hurricane A platitude from Chaos theory says that my curdatision to clap my hands
can cause a hurricane in Chile six weeks from riawotherwise identical state of the world,
except without me clapping, would not lead to aicane. But | still cannot control

hurricanes in Chile.

My clapping causally influences the atmosphericdtitons around the globe that
then cause a hurricane in Chile six weeks latet, Mack control over whether a hurricane
will hit Chile.

| lack control because | cannot know, at the monoémy decision, whether my
decision to clap would make the hurricane objetfiveore likely than my decision not to
clap. For all I know, the circumstances might behsthhat my decision does cause a

hurricane. But the circumstances might also be shitha hurricane is poised to happen

32 A number of other accounts of the arrow of conimahe literature are equally compatible with caicn
being bi-directional. See Albert (2000), Loewer@2) and Price (1996, 2007). Though these authadsé
different metaphysics of causation, the resoureeyg tise to account for the arrow of control equfitiywith my
view of causation.
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otherwise and my clapping would prevent it. Orréhmight be no hurricane either way.
Which scenario | am in depends on very fine detdilhie circumstances, in particular, the
air currents all around the globe. But | cannotWnbese details, and so | cannot know, at
the moment of my decision-making, which scenaamlin; and so | cannot know whether
my decision to clap would make the hurricane maoress likely. So the case shows that
control requires, in addition to causal influengeertain kind of knowledge. | lack control
over the hurricane because | cankimbwhowto bring it about.

Cases likeHurricane where we lack control despite causal influenoe wadespread.
Our decisions cause numerous outcomes (in pantjaularoscopic events and events in the
distant future) where we cannot know in advancetidreor not a given decision makes the
outcome more or less likely. For instance, my aurfimger movements might cause some
air molecule to hit a certain spot on the wall, badve absolutely no control over that
outcome because | cannot know in advance whethestany decision to move my fingers
will cause that outcome. Therefore, it does notensdnse for me to move my fingers for the
sake of the outcome.

Causation is thus compatible with a lack of contésery theory of causation needs
to explain why we lack control in some cases batimothers. | will argue that we lack
control over the past, despite causing past outspfoethe same reason that we lack control
in cases such asurricane We cannot know how to bring about particular magtomes. So
there is a principled, non-ad hoc story of why ectional causation does not allow us to

control the past.
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In Hurricang we lack control partly because of facts aboutcthigsal relation, but
also, and importantly, partly because of facts absuThe fact about causal relations that

matters to control is that they can be more or $essitive or robust in the following way:

A causal relation frone to d is sensitive, just in case: there are no close variations @f of
the background conditions (or only very few vanas), such that would still cause a

macroscopically similar outcome ¢b

A causal relation frone tod isrobust, just in case: there are many close variatioresarf
the background conditions such thatould still cause a macroscopically similar outeotn

d.

The sensitivity of a causal relation is thus a measf how much the circumstances
can be varied while still causing a certain typ@wicome. The more sensitive a causal
relation is, the more specific the circumstancesdrte be chosen for it to obtain; hence, the
more knowledge an agent would need to use it fotrobing the effect.

In paradigmatic cases of control, our decisionsedhe outcome robustly. For
instance, my decision to throw a stone at a windauses the shattering of the window
irrespective of the exact details of my decisiomhar background conditions. If | throw at a
slightly different angle; if | pick a slightly hegr stone; if the wind is slightly stronger; or, if
the weather in Chile is radically different, thée wwindow still shatters.

This robustness is important because when we medisidns we are ignorant of

many details of both the background conditions @ndown decisions. When | deliberate
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about whether to throw a stone or not, | have aplgroximate knowledge about what the
world would be like given my decision. For instancdo not know how the decision would
be microscopically realized in my brain, the exatate of my muscles, or the exact weight of
the stone in my hand, and so on. But because tisakeelation is robust, my decision would
cause a shattering for a wide range of ways in lwthese details could turn out. So despite
my ignorance, | can typically know whether a cer@ecision would cause the outcome.

In contrast, if causal relations are extremely gimes then an agent needs a lot more
knowledge to exploit them for control. For instankeowing whether some decision of mine
causes a hurricane in Chile six weeks from now doeduire extremely detailed knowledge
about the background conditions and my own decistaich sensitive causal relations allow
for control in principle. A creature like a Laplaoidemon, who has complete knowledge of
what the world would be like given each availalb#eidion and has also unlimited
calculating power, could utilize causal relatioasdontrol no matter how sensitive they are.
However, for agents like us there are limits to hmuch we can know, and so if causal
relations are very sensitive, like in the hurricaase, we cannot use them for control even in
principle. Control thus depends both on how seresii causal relation is and how much we
can know about the circumstances of our decisiand;it breaks down when the sensitivity
of causal relations exceeds our knowledge.

If I can show that our decisions cause past outsamnéy extremely sensitively, then
| have shown that my bi-directional view entailattive are unable to control the past. I will
argue that the fact that our decisions cause pastmes only very sensitively is a

consequence of our make-up as agents. Our decesierssnall, localized events in our
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brains®* Moreover, in intentional action these brain evegys occur as parts of
distinctive cognitive and physiological proces$®sughly, we receive information through
our senses, deliberate and weigh options based®mtormation, make a decision, and then
execute and consequently remember the decisiosidtbgically, we can think of such
processes in terms of electromagnetic and presgwes reaching our sense organs, which
trigger processes in our brains that send elesigitals to our spinal cords, which then
activate action potentials that lead to muscle ramtions.

A remarkable fact about this hard-wiring is that dacisions get robustly
'magnified’ to the macroscopic level in the forwatidection by causing the future positions
of, for instance, our arms and legs. That is, tliegsses by which our decisions cause the
future positions of our body parts are extremelyusi against changes in the environment.
For example, my decision to lift my arm causes mmy 80 go up, largely irrespective of what
| have had for dinner, the air pressure in the roammad other facts about my environment and
myself. This robustness allows us to know the futffects of our decisions.

Without this robust 'magnification’ of our decis®to the macroscopic level, our
decisions would not allow us to control the futufe.see this, imagine a person where all
neural connections between her brain and the muscleer body are blocked. Her decisions
(thought of as brain events) would still cause feitoutcomes. For instance, her brain state
matters to the temperature of her head, whichriminfluences the movements of the air
molecules in the immediate vicinity of her headt Ber decisions no longer cause any

macroscopic outcomesbustly And so despite her causal influence on the futueswould

% In the following, | assume that our decisions!an@in states. However, even a dualist who denies th
assumption will grant that our decisions are realiby brain states or at least interact with thesjal world
via brain states, which would still allow me to reaky point.
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describe her as “trapped” in her body, unable t@rob her environment. Due to the damage
in her hard-wiring, her decisions cause future onnes only very sensitively, and so she is
unable to control the future

We are in the very same situation with respechéopast. Given how we are hard-
wired, our decisions do not robustly cause any pastomes. We can see this by running our
decision-making processes backwards. Viewed im#okward direction, the decision events
in our brains influence the signals that conneeftrtiio our sense organs; and what is
happening in our sense organs influences the dethihe electromagnetic and pressure
waves that leave our sense organs. So the only dmabtegpast effects of our decisions are
small differences in these outgoing waves. Thelerdnces, however, are very small and
subtle. Of course, they might (and probably willuse big differences in the more distant
past. But the nature of these big differences dégpen very sensitive features of the
environment, and so we cannot know whether anyiofiecisions would make any past
effect more or less likely. Just as the paralyzed@n cannot know which future outcomes
her decisions cause, we can never know which pasbmes our decisions cause, and so we
lack control over the past.

But why are we hard-wired such that our decisiansse some future outcomes
robustly but past outcomes only sensitively? A peiwe feature of our universe, due to the
boundary conditions, is that macroscopic proceasegxtremely sensitive in the backward
direction. Small changes to the state of a sysygcdlly lead to the same macroscopic
future but lead to a completely different macroscdystory of the system. For instance,
consider a stone that hits a window and shatte¥gatcan imagine many small changes to

the trajectory of the stone that would not altemitacroscopic future. For example, if the
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stone were a bit heaver or a bit faster, the windmwld still shatter. As said, this robustness
is the basis of why we can shatter windows by tlmgvgtones.

However, the same process is extremely sensititleeitbackward direction. Because
it is hard to picture processes in the backwaredatiion, | will instead consider the time-
reverse of the process, that is, a process whass gieces on the floor jump upward and
form an intact window. The particles in this rexeepocess go through exactly the same
motions in the forward direction that the partidleshe original process go through in the
backward direction. Hence, if this time-reversecgess is sensitive in the forward direction,
then the original process is sensitive in the baakvdirectior™”

The time-reverse of a window shattering is theofelhg process:

ReverseGlass pieces lie on the floor; at a certain mantienglass pieces and the stone first
begin to vibrate and then move along the flooittteljumps that become increasingly larger.
At the same time air waves from around the roonveaye inwards toward the glass pieces.
Finally, the pieces and the stone jump upwardseasame time in coordinated movements;

the glass pieces collide with each other, as threespasses through, and chemically bond to

form a smooth glass surface that fills the wall+opg.

Reversas extremely sensitive because it only leads tm&att window in the future
due to extreme coordination between its sub-presedta few particles in the floor move

differently, they will not hit the glass piecestire right way to make them jump upwards;

% This sensitivity, as well as this way of illustrag it, is beautifully explained in Elga (2000) wteobuilding
on work from Albert (2000). Elga uses this sendifias a counterexample to Lewis (1986a) but dags n
further discuss its significance.
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and if just a few glass pieces move differentlgytivill not form a window. Small changes

in the earlier conditions thus lead to a diffenera@croscopic future, which means that it is
true of the original, non time-reverse process shall changes in the later conditions lead to
a different macroscopic history of the system. V@indshatterings thus manifest a time-
asymmetry of sensitivity.

Moreover,these processese typical in this respect. It follows from stardia
thermodynamics that macroscopic processes in auerse are fairly robust in the forward
direction but extremely sensitive in the backwaireation® The arrow of control is thus a
consequence of a more general temporal asymmaerythe time-asymmetry of sensitivity,
which is closely related to the thermodynamic astmyn This time-asymmetry delivers the
promised qualitative difference between causatioiné forward and causation in the
backward direction. Some macroscopic causal presaashe forward direction are robust,
but all causal processes in the backward directrerextremely sensitive.

The time-asymmetry in our make-up as agents isdhuastance of this general
asymmetry. We are ourselves macroscopic systerhariagubject to the Second Law of
Thermodynamics and our decisions-making processdsraversible. So like all other
thermodynamically irreversible processes, we exfhexh to be extremely sensitive in the
backward direction.

In sum, despite backward causation, we lack cootret the past. We can imagine
creatures more knowledgeable than we are who kixewtly which past and future

outcomes each of their decisions cause. Such cesatould utilize backward causation for

% The precise explanation is that only a tiny sutmegf the region in phase space taken up by e sif a
macroscopic system corresponds to a macroscoparynihat we regard as normal. In contrast, thealle
majority of such a region corresponds to macroschyiures that we regard as normal. See Albert@200

61



controlling the past because they would know wlegigion to make in order to bring about a

particular past outcome. But given our make-up @ghitive capacities we lack this ability.

5 Thetime-asymmetry of explanation

Another objection against bi-directional causatppeals to explanation.

The objection from explanation. Explanation has a temporal arrow. In science and
everyday life, we cite earlier events to explatedavents but noticeversa Moreover,

many (perhaps all) explanations cite causes. Braubation were bi-directional, then citing
later causes to explain earlier events would begsisvalid as the other way round. Therefore,

bi-directional causation is incompatible with threoav of explanation.

In response to the objection, | argue that backwartgsation has no objectionable
consequences for explanation. My view can accamihy scientific explanations cite only
earlier causes and why we feel cognitive relief whearing about the earlier causes of an
event but not when hearing about its later causgsarticular, | will argue that explanations
that cite causal relations in the backward directce practically uninteresting and also lack
important objective virtues of good explanations.

| will again establish this point indirectly by cgidering the time-reverse of an
ordinary causal process. If | show that this pregaghe forward direction does not support
compelling explanations, then | have indirectlywhdhat the original process in the
backward direction does not support compelling axations, and hence how backward

causation is compatible with the absence of expilama
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As an example, go back ReverseWe would be shocked to see a process like
Reversebut it is compatible with the fundamental lavtsslalso causally explicable. Each
glass piece initially starts vibrating becauseadmb of particles in the ground, right where the
piece lies, move upwards in (roughly) parallelécdpries and bump into it. Once the glass
shards start making small jumps, their motionggetforced because every time a glass
shard touches the ground the molecules in the grbump into it. The pieces thus keep
gaining momentum until they jump up toward the vegdening. We can, in principle, give a
complete description of how the earlier state akglpieces on the floor causally evolves into
the later state of an intact window. But this exypldon is practically uninteresting as well as
theoretically unsatisfying.

It is practically uninteresting because it needappeal to complicated microscopic
features. For instance, each glass shard startsxghbgcause of the coordinated trajectories
of billions of particles in the floor, which all nae parallel and bump into the glass shard at
the same time. But whether the particles in therfire in this kind of motion does not make
any macroscopic difference. There is no obsenvdiffierence in the floor between its state at
the time when a piece starts moving and its stégaeconds earlier.

Given our epistemic limitations, we cannot spetify microscopic details in virtue
of which the earlier state causes the later imaictiow. We can say that the particles are
coordinated in the kind of way that causes thesgtasces to jump up in the right way. We
cannot, however, intrinsically specify the relevamtrostate independently of their effect
because we do not know enough about microstatesegoently, we cannot utilize these
explanations for prediction or manipulation. Wemainknow when the floor is in that

precise microstate, except by observing the effdoteover, we cannot prepare a system,
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such as a floor with glass pieces lying under d-oadning, to be in a microstate that causes
an intact window later.

These practical limitations arise because, as mead above, the causal relation
between the earlier state of the glass piecesefidbr and the later state of the intact
window is extremely sensitive. So the precise nstate matters to why the glass pieces
constitute a window, which makes the explanati@coessible to us. Just as with control,
these limitations would not arise for a Laplaci@mdn, who has full knowledge of the
present circumstances and unlimited calculatinggyewrl his demon could specify exactly
how each particle needs to be arranged for thetafiehappen.

Even a Laplacian demon, however, would find theggamations unsatisfying
because a description of how the glass shardseofioibr causally evolve into an intact
window would lack many objective virtues of goognations. First, good explanations
minimize inexplicable coincidences. But even a ¢allisal description dteversevould
contain many features that, in Dummett’s wordsy ‘@mut for explanation” (Dummett 1964,
339). For instance, why do all the glass pieceas staving at around the same time? And
why do they collide exactly in a way that makesitheonstitute a window? The complete
causal description tells us why each glass pieceemexactly as it does at the time it does,
but it does not tell us why the motions of the undiual pieces are coordinated such that they
end up forming a window. No matter how far we traeek the causal story, we would still

lack an explanation of why there is such a remdekatiordination between independent
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processes, such as the motions of the individaaisgbieced® A world in which ordinary
processes happen in time-reverse would be fulliciaulously-looking coincidence?.

A second virtue of good explanations is that th&dyssime phenomena under robust
generalizations. Good explanations do not justifpaaausal mechanism; they tell us how
one variable would have been different if othenatales had been different (cf. Woodward
2003). Now, we can in principle enrich the caussaliption ofReversdo include
information about how, for instance, the laterestatthe window depends on the earlier state
of the glass pieces. But because the causal pexass so sensitive, these dependencies
would also be extremely sensitive. The smalleshgban the background conditions (such
as the state of the floor or the motions of thgand the dependence would no longer hold.
So backward-looking causal explanations lack romss.

Third, some accounts link explanation to unificatguch that good explanations
instantiate patterns that account for multiple mmeana in a uniform manner (cf. Friedman
1974; and Kitcher 1989). In a world where ordinprgcesses happen backwards, it will be
quite common that glass pieces align themselvesamdows. However, as seen, a causal
explanation of the constitution of the window inmntes of the earlier glass pieces has to be
tailored to the microscopic details of the earsizte. Therefore, there would be no

interesting unifications because these detailsldierent in each case

% Several philosophers have observed that explarsatibearlier events in terms of later events wangdull
of inexplicable coincidences. See Dummett (1964sitnan (1998), chapter 8; and Owens (1992).

3" penrose rightly points out that if such cases wedespread, we would be tempted to endorse tejémib
explanations in terms of a latilos(Penrose 1989, 307). Imagine glass shards orabeviould regularly
constitute windows at later times and that theraldide nothing more we could say except that thidcqueder
microstate in each case leads to just this behaltimould then be tempting to say that the reasby we so
often find this conspiratorial behavior of individwglass pieces is for the sake of there beingim@ndows
later.
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So descriptions of the kind of causal processeshagry entails in the backward
direction lack objective virtues of good explanaioAnd becausReversat typical in this
respect, the account generalizes to other processes universe and thus explains why we

causally explain later events in terms of earlieargs but noviceversa*®

6 Conclusion

| have argued that the view of causation that fiessivith fundamental physics is that
causation is bi-directional. According to this vievausation goes in both temporal
directions, but it is still time-asymmetric becaitdeas a different character in the forward
than in the backward direction. | have shown thet difference in character accounts for the
time-asymmetries of control and explanation anccedar why we experience causation as
only going in the forward direction. Therefore,directional causation is the most natural

view in light of fundamental physics and is alsonpatible with our experience.

% Frisch (2005, 2009) argues that certain good egtary practices in electromagnetism require céusab
be time-asymmetric. His cases are however extreowaijroversial. See North (2007) and Norton (2308)
criticism of Frisch’s argument.
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WHY WE CANNOT CONTROL THE PAST

Chapter Two

1 Introduction

Here are two things | cannot do: | cannot fly amamhnot play Beethoven's Waldstein
sonata. The first inability is physical. Given miyygical constitution and the laws of nature,
none of my decisions would result in me flying. Bezond inability, however, is not
physical but epistemic. It is not physically impdés that | play the sonata. But | still cannot
play it because | do n&how howto play the sonatX.

A third thing | cannot do is that | cannot conttioé past. If | want to spend my next
vacation in Paris, there is a lot | can do. | maketel reservation, book a flight, etc. But if |
want to have spent my last vacation in Paris, tleen®thing | can do now. In general,
control has a temporal arrow. Our limited contreéothe future contrasts with a complete
lack of control over the past. But why can we mteol the past?

Intuitively, my inability to control the past isphysical inability. On our common-
sense view, | cannot control the past because olomg decisions would bring about any
past outcome. But in this paper | will argue that imability to control the past is at least

partly epistemic, by developing a richer accountvbét it means for an agent to control an

39 My distinction between physical and epistemicitibd is similar to Goldman's distinction betweqiséemic
and non-epistemic abilities. See Goldman (19703pp0
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outcome. | will show that even if our decisiahid cause past outcomes, we still could not
control the past. Control in the relevant senseaireq an unobvious sort of knowledge, and
we would lack this knowledge even if our decisiditscause past outcomes.

This result is not just of intrinsic interest. Qudrily, we take it for granted that
causation has an objective temporal direction: eapsecede but do not succeed their
effects. But many philosophers of physics deny tinat-asymmetric causal relations are part
of the objective physical worftf.A main reason against this view is that the dioecof
causation intuitively underwrites practical asymmnestsuch as the arrow of contfdiMy
account shows that we cannot control the past dégss of whether causation has an
objective temporal direction. So our inability tontrol the past does not account for or
against any metaphysical view on the directionanfsation. Moreover, my account provides
a richer model of what it would take to control fheest and why we cannot do it.

In section 2, | show that the kind of control oge®in why we cannot control the
past is more than just causal influence but algolues a particular sort of knowledge. In
section 3, | spell out what it takes for us to hawgatrol in this richer sense. In section 4, | set
up a thought-experiment where | assume that causains backwards and our decisions
cause past outcomes. In sections 5 and 6, | shavetien under the assumptions of the
thought-experiment we still could not control trespbecause we would lack the necessary

knowledge.

0 Frisch (2012) lists the following philosophers wieny that causation has an objective temporatiiine:
Suppes (1970), Healey (1983), van Fraassen (1882 (2003), Price (1996, 2007), Norton (20034 an
Earman (2011).

“1 For instances, Cartwright (1979) argues that dbjecausal facts are needed to ground the obgectiv
distinction between actions that are and are riett¥e strategies towards a desired end.
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2 Two notions of control

The ordinary, causal account of the arrow of cdritas two parts: a model of control
that connects control to causation, and the assamittat causation has an objective

temporal directionality.

Causal Account. We cannot control the past, because:

0] Control consists in our decisions causally influegan outcomeGausal Model
of Control); and
(i) our decisions cause later events but not earlients\Directionality of

Causation.

So just as we cannot control, for example, thettayy of Mars because our
decisions do not causally influence Mars's posjtwa cannot control the past because our
decisions do not cause past outcomes.

One way of rejecting the Causal Account is by rapgcthe Directionality of
Causation. Some philosophers argue that there abjeative physical basis for the
perceived time-asymmetry of causation. Our asymmediusal concept then merely reflects
psychological facts about us, but it does not latcho any objective physical difference
relevant to how our decisions affect later andieadutcome$? So the Directionality of

Causation is less certain than we ordinarily think.

2 See my discussion in chapter 1. In addition, HuieePin particular has recently argued that thegieed
causal asymmetry is merely a feature of our petsethat we project onto the world (cf. Price 192607).
For related views, see Earman (1976) and Heale83)19
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But in this chapter will | reject the Causal Accoby rejecting the Causal Model of
Control. I will argue that the Causal Account fdilscause our inability to control the past is
independent of whether causation has a directieen i our decisions did cause past
outcomes, we still would lack control over thesécomes.

According to the Causal Model of Control, contiadt means causally influencing an
outcome. In this sense, the thermostat controlsetimperature and the on-switch controls
whether the TV is on. If our decisions cause pastames, then we have this kind of control
over the past.

But the puzzle about our inability to control thesspinvolves a different notion of
control. The arrow of control is about agency. Véla bring the future (to whatever limited
extent) in line with our desires but not the p#Hdtdesire certain future outcomes, | can do
things to make the world conform to my desires. iButlesire certain past outcomes, | can
do nothing to make the world conform to these @ssir

Control in this stronger sense is more than canflaknce. In many cases, we can
causally influence outcomes but still lack the iptio bring these outcomes in line with our

desires. Here is an example:

Hurricane. A platitude from chaos theory says that my curdadision to clap my hands
can cause a hurricane in Chile six weeks from refwBishop 2009). An otherwise identical
state of the world, except without my clapping, Vdooot lead to a hurricane. But | still

cannot control hurricanes in Chile.
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My decisions causally influence hurricanes in Chvlet, there is a clear sense in
which if I want a hurricane to hit Chile six wedksm now, there is nothing | can do to
satisfy that desire.

Hurricaneshows that the kind of control that allows you tmg outcomes in line
with your desires is more than causal influencealdb requires a certain sort of knowledge.
Hurricanes are extremely difficult to predict besatheir occurrence depends on the exact
air currents around the globe. My decision to @idjuences these air currents. That is, there
are circumstances where my clapping conspirestétair currents in the right way to cause
a hurricane. But there are also circumstances wherair currents are poised to lead to a
hurricane otherwise and my decision to clap woulVent it.

Moreover, | cannot know, at the time of my decisioaking, which of these
circumstances | am in. So | cannot know whethedewision to clap would make the
hurricane objectively more likely than my decisiuot to clap. Objectively one of my
decisions makes the hurricane more likely tharatte¥natives, but | still cannot do anything
to make the outcome conform to my desires becaoaeriotknowwhich of my available
decisions that is. So | lack control.

Call cases where my decisions causally influenceutoome but | cannot know
which decision would cause the outcome “hurricaas®es.” Hurricane cases are widespread.
Each of our decisions causally influences numeoatisomes without us being able to know
how they influence these outcomes. For examplegumient decision to move my arm
causally influences whether some air molecule i ihom will hit a particular gray dot on

the wall. Yet, | cannot know whether my decisiofl w&use this outcome.
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Control thus has not only a causal but also arteapis dimension. Without
knowledge of which decision would cause an outcaaneagent cannot exploit causal
relations to make the world conform to her desifgsadequate model of control has to take

into account this knowledge. | will call this riah@odel of control the “Agent Model.”

Agent Model. Control consists in (i) our decisions causallyuahcing an outcome, and (ii)
knowledge that one of our decisions makes the outcobjectively more likely than the

alternatives.

The Agent Model explains why we lack control infcane cases. We cannot know
which decision (if any) makes the outcome objedyiveore likely than the alternatives. |
will argue that our inability to control the pastaqually due to our lack of knowledge and
thus explained by the Agent Model. That is, past@mes are analogous to hurricanes in
Chile.

According to the Agent Model, control is partly epistemic ability in the same sense
in which the ability to play a certain sonata isseggmic. It is physically possible for my body
to go through movements that produce the right dsuBut | still cannot play the sonata
because | do not know how to make my body perfétres¢ movements. The knowledge |
lack does not have to be propositional knowledgienomvledge-that. An agent who can play
the sonata might not even in principle be ableticwdate this knowledge. The required
knowledge fits better what philosophers have cakamdwledge-how.” To be able to play
the sonata an agent has to knmwto play the sonata. In the same sense, my lackrdfol

over the hurricane is partly due to lack of knovgechow.
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The data about the arrow of control are compatibte our ability to causally
influence the past—as long as we cannot know hawdeaisions influence the past. The
data are that we cannot shape the past in accaddtitour desires and that we do not
experience ourselves as acting on the past.

Both features are shared by hurricane cases, Weetd® have causal influence. First,
as shown, our lack of knowledge prevents us froapsiy the weather according to our
desires. We could not know which of our decisiomsidd cause rather than prevent the
desired weather conditions. Second, we do not expE¥ ourselves as acting on the weather.
Our knowledge that we have causal influence igamfgal. We know that the weather is due
to the earlier air conditions, and we know that d@ecisions affect the air conditions. But we
do not experience ourselves as acting on the wedtbeexample, we never perceive our
decisions as having a direct impact on hurricané3hile. So to explain the arrow of control,
it is enough to show that past outcomes are anaiohurricanes in that we cannot know

how our decisions influence past outcomes.

3 Agent-control, sensitivity, and knowledge

What about hurricane cases makes it that we lacknbwledge required for agent
control? | will argue that a certain ignorance astf our decision-making, and this
ignorance leads to lack of control if causal reliasi have a certain character.

Our knowledge of the circumstances of our own dewassis limited in two ways.
First, we do not know the details of our own demsi We deliberate about our decisions
under macroscopic descriptions. For example, wb@wlte whether or not throw a stone

at a window But we are ignorant of the exact details of hbese decisions would be
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realized. For example, at the moment of decisiokingal am ignorant of how, for example,
the decision to throw a stone, if | were to makeviduld be realized by the neurons in my
brain.

Second, we know only macroscopic features of ourrenment and are thus largely
ignorant of the background conditions, that is, titha rest of the world is like at the
moment of our decision. For instance, before dagidd throw a stone at a window, | can
check that no person or wall blocks its presumajgc¢tory, that the stone has appropriate
weight, and that there is no strong wind. But I welmain ignorant of many aspects of the
background conditions, including microscopic feasu-or instance, | do not know the
precise wind conditions, the microscopic compositid the stone, the exact state of my
muscles and tendons, or anything much of whatirsggon in Chile.

So when making decisions, we only know that oursiees and the background
conditions fit a certain macroscopic descriptioum;, Wwe do not know most of the details.
More precisely, when | deliberate between decis@masdD* | do not know which precise
microstate would realize a given decision, for egkanwhich of microstatesl throughdn
choosingD would put me inand similarly forD*). Moreover, | also do not know which
background conditionB81 throughBn obtain. All I can know is that the relevant statel
satisfy some macroscopic description and thus bBama certain margin. But given my
epistemic limitations, | cannot 'close’ this “margf ignorance” entirely. These margins of

ignorance are illustrated in the figure below.
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Decision Background

D D*
di, d2, d3, d4, ... dn dl*, d2*, d3* ... dn* B1, B2, B3, B4, ... Bn
- ~ J - ~ J ~ ~ /
Margin of Ignorance Marginighorance Margin of Ignoce

Figure 1 - Realization of Decisions

Because of this ignorance, we cannot know the ee@atequences of our decisions.
A scenario where my decisi@nis realized ag1l and the background conditions &2
causes different effects than a scenario whereenigin is realized a4 and the
background conditions a&2. For example, the exact future effects of my deniso throw
a stone at a window depend on the details of hevwddtision is realized, the weight of the
stone, the exact air conditions, how the molecafdke stone are arranged, etc. But | cannot
know these things when | decide whether to thrastoae.

Due to these margins of ignorance, we can lackrobeven over outcomes that our
decisions causally influence. Imagine you havectimce between decisiolsandD* and
that given background conditioBs, decisiond14would cause the outcome, but given
background conditionB32, decisiond2* would cause the outcome, and no other
combinations of circumstances would cause the outcd’our decision thus causally
influences the outcome. But to actually control diécome you would need extremely
detailed knowledge of the circumstances of yoursi@e. You would have to know, first,
which exact realization of your decision would aatise outcome in which background

conditions; second, which background conditionsaateal; and, third, whether your
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decisionD, if you made it, would be realized, for examplg di4, rather than by some
alternative compatible microstate.

In hurricane cases, we lack this knowledge. In sbatkground conditions my
decision to clap (if the microscopic details tuut the right way) would cause a hurricane in
Chile six weeks later. But | neither know what ghésckground conditions are, nor whether
they actually obtain, nor whether my decision,nfidde it, would be realized in the right
way. The atmospheric conditions all around the glavould have to be in just the right state,
and my decision would have to pan out in just thetrway, for my clapping to cause the
hurricane. But for all | know the circumstances Imtige such that the hurricane would
happen without my clapping and clapping would préve Hence, | lack control.

So we lack the knowledge required for control imrlwane cases because the causal
relations are extremely sensitive. | defgansitivityandrobustnes®f causal relations as

follows:

A causal relation frone to d is robust, just in case: there are many close variatiorsasfthe

background conditions that would still cause arconne of the same type ds

A causal relation frons to d is sensitive, just in case: there are no close variationsarid

the background conditions, or only very few vadas, that would still cause an outcome of

the same type ab
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Sensitivity and robustness come in degrees. Thew anatter of how much variance
the cause or the background conditions allow wstileresulting in an outcome of the same
type.

In hurricane cases, the causal relations betweedautigion and the respective
outcomes are extremely sensitive. For example,aagmy actual decision to clap does
cause a hurricane. For this to be the case, tHgbmmd conditions and the details of my
decision have to be orchestrated in the right wag same decision in slightly different
background conditions would no longer cause a tame, and neither would a slightly
different decision in the same background condgion

In contrast, the causal relation between your dati® throw a stone at a window
and the shattering of the window is much more robAs long as the background conditions
satisfy certain macroscopic features (no obstatieswindow shutters are open, no strong
wind, etc.), your decision causes the shatteriggnaiess of how exactly the details of your
throw turn out (the exact weight of the stone,ghecise angle, etc.). Moreover, any decision
that causes the shattering would (most likely) stilise it if the background conditions were
slightly different. So the causal relation is veopust.

Given our limited knowledge about the present c¢irstances of our decisions,
whether we can control an outcome depends on hositsely our decisions cause it. The
more sensitive the causal relation, the more kndgédeabout the circumstances of your
decisions is required to know which decision wotddse the outcome. For instance, it is
relatively easy to learn when a decision would eaugsvindow shattering. In many cases,
where the window does shatter, you decided to tra®tone at the window earlier. And in

most cases where the window does not shatter, igoiod decide to throw a stone earlier.
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Moreover, you can easily find out enough aboutatimgronment to make even finer
distinctions, such as when the window did not gnatespite your decision to throw (for
example, when there was an obstacle in the wayeiheral, when causal relations are
robust, you can know whether a situation will réguk given outcome from knowledge of
just the earlier macroscopic features.

In the hurricane case, where the causal relativeng sensitive, there is no such
macroscopic pattern. Suppose you closely followbather reports for Chile, trying to find
a salient difference between cases where a huericacurred six weeks later and ones where
no hurricane occurred. You will find no salientfdience at the macroscopic level. Because
the causal relation is so sensitive, whether asst@feads to a hurricane or not depends on
the exact microscopic features of the case. Buttadike us lack the epistemic capacity to
distinguish scenarios based on these features.g;lgaa cannot know what decision to
make in order to cause the desired outcome.

The more sensitive a causal relation the more kedgé an agent needs to exploit it
for controlling the outcome. But, as seen aboverglare limits to how much we can know
about the circumstances of our decisions. In haneccases, the causal relations are so
sensitive that control would require more knowledf@jeut our present circumstances than
we can have. Control thus breaks down despite tanfkgence. In the remainder of the
paper, | will argue that causal relations in thelkveard direction are like hurricane cases.
Even if our decisions caused past outcomes, ttasstrelations would be so sensitive that
we could not have the knowledge required for cdntro

But before that, | want to linger a bit on how thgent Model enriches our

understanding of control. The Agent Model explaitgy some outcomes are more difficult
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to control than others. For example, why do we admitists who can play a particular piece
of music with perfection or a golfer who can acteigahit a ball? Dependence in these cases
is very sensitive. If the musician moves her firggesst a bit differently, the note will not

come off right, and if the golfer swings just slilyidifferently, the ball will not land close to
the hole. Achieving such perfect calibration betwege’s decisions and arm movements
requires a lot of practice and innate skill. TheeAgModel of control explains this as the
acquisition of knowledge of what decisions leath® desired outcome.

Moreover, the Agent Model explains how control came in degrees. The
professional golfer has much more control over whke ball lands than | have. This
difference is not captured by whether our decismmssally influence the respective
outcome. My decision to strike my ball influenceisere it lands just as much as the golfer’s
decision to strike her ball influences where itdanBy sheer luck, | might even manage to
hit the ball closer to the hole than she. But, tiualent and practice, the golfer knows a lot
better than | about which of her decisions leadt¢odesired outcome. So she can produce
the desired outcome more reliably. The Agent Malle$ provides a richer understanding of
control. Control is not just a matter of whether dacisions causally influence an outcome;

it also matters how sensitive the causal relasoanid what we can know.

4 Running causation backwards

To demonstrate that our inability to control thetda due to a lack of knowledge, |
will assume as a thought-experiment that causatioa backwards, and show that we still

could not control the past in such circumstances.
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That causation goes only in the forward direct®a substantial metaphysical
assumption that some philosophers have denied. Mattre physical theories have time-
symmetric laws. According to these laws, what hagpaarlier lawfully depends on what
happens later in the same way in which what hapla¢esdepends on what happens earlier.
So a different present would lawfully entail notyoa different future but also a different
past.

Specifically, the mathematical equations statiregéhlaws allow us not only to
predict the future states of closed systems @ystems that are, approximately, isolated from
their environment) from their present state, babab retrodict their past states. We can take
the state of the world at any one time, wherejrfstance, a stone hits a window, and run the
laws forwards to a later state where the windoshattered. But we can equally take the
shattered state of the window and run the lawswauds to an earlier state where the
window is intact.

A popular position in the philosophy of physicghe following: While it is natural to
assume that the world evolves forwards and eaelients cause later events but vioe
versg this time-asymmetry has no basis in the fundaatdsivs. Moreover, the fundamental
physical laws tell us the complete story of how theppens at one time depends on what
happens at other times. Consequently, if these démevime-symmetric, then there is no
place for a time-asymmetric dependence relaticdh@kind causation would intuitively have
to be. Our bias for assuming that causation runsdals is thus merely psychological.

Objectively, earlier events depend on later evantse same kind of way in which later
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events (such as the shattering of the window) deparearlier events (such as a stone flying
toward the windowJ?

If this view of causation is right, then my thougixperiment requires no
counterfactual stipulations. Because it is emplifgalausible that the actual laws are time-
symmetric, it is, on this view, plausible that thés no causal difference between the forward
and the backward direction even in the actual world

However, | do not have to commit myself to thiswief causation. Many
philosophers argue that causation runs in the fiahdaection even if the laws are time-
symmetric. The directionality of causation, on thegews, is either grounded in other time-
asymmetric features of our universe or taken asipivie. Prominent candidates for
grounding the time-asymmetry of causation inclymtenitive dependence (cf. Frisch 2005),
causal powers (cf. Cartwright 1989), and an inicigérection of time (cf. Maudlin 2007 and
Tooley 1997). So causation in the actual world fioneards because these features 'point' in
the forward direction: time runs forwards, causalprs are directed forwards, etc.

But we can still make sense of causation hypotakyicunning backwards by
reversing these features. Take whatever entitiaghyjiok ground causation in the forward
direction and replace them with their time-revazgsanterparts. For example, if you think
stones flying toward windows cause glass shardb®fioor because stones have the causal
power to shatter windows (at later times), makiestead that glass shards have the causal
powers to constitute windows (at earlier times). iOyou think causation involves primitive
dependence, make it that the earlier state ofntlaet window primitively depends on the

later state of the glass lying on the floor. Myught-experiment thus stipulates a world

3 See Earman (1967), Price (1996, 2007), and vaesBea (1993).
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where the laws are time-symmetric and all othetutes that might be relevant to causation
point in the backward direction.
In the world of my thought-experiment, our decis@ause past outcomes. For the

sake of the argument, | will use the following axigerion for causation:

Difference-MakingAn eventc at timet causes another evaitif: an exact copy of the state

of the world at time, except without, no longer lawfully entails the occurrencedof

Causes make a difference to their effects: witlloen, the other events would no
longer lawfully entail the effect. For example, agcision to throw a stone causes the
shattering of the window just in case an exact aafpthe actual state at the time, except
without my decision to throw a stone at the winddaes not entail the shattering of the
window.

It is extremely plausible that difference-makinggszen my other stipulations,
sufficient for causation in the backward directitins, however, not necessary. In cases of
redundant causation, the causes do not make aathffe to their effects. For instance,
assume Billy and Suzy each throw a stone at the sandow. Suzy is a bit faster. Her stone
hits the window first and causes its shatteringlyBistone only goes through empty air.
Suzy's throw causes the shattering, but it doesnaée a difference. An exact copy of the
actual state at the time of Suzy's throw, excepitout Suzy's throw, would still lawfully
entail the shattering. Billy's stone would hit thiemdow.

So there are more causes than there are differaakers. However, that my criterion

leaves out these potential effects of our decisnthe past does not undermine my
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argument that backward causation would give usamiral over the past. In fact, causes that
are not difference-making are unsuited for corargiway. If the window would still shatter,
even if Suzy did not throw, then Suzy cannot cdritre shattering of the window by
deciding to throw or not throw.

Thus, if I can show that my decisions do not giveaantrol over the past despite
difference-making, then | have shown that we stllld not control the past even if our
decisions did cause past outcomes. If the lawsiragesymmetric, then our decisions make a
difference to the past. A state just like the aotue, except without some decision of mine,
no longer lawfully entails certain past outcomest tictually occur. In the following, 1 will
argue that we still could not control the pastnese circumstances.

Some theories of causation, however, deny thatrdifice-making is sufficient for
causation even given the stipulations of my thowgymgeriment. According to these theories,
the actual direction of causation is due to timgsasetric patterns among actual events,
such as forking, overdetermination, or independéhBeversing these patterns would
radically change the actual past and so make thatireg world unsuited as a test-case for
whether we could control the actual past if ourisieas caused past outcomes.

But | argue that even on this view of causationladk of a certain kind of
knowledge still plays a crucial role in explainvw@ly we cannot control the past. Every
account that appeals to causal facts to accounttigrwe cannot control the past needs to
explain how control and causation are related. H@wesuch a story is particularly
challenging on this understanding of causation beedhe time-asymmetries that ground

causation according to these views appear ratiparscial. Lewis (1986), for instance,

4 See Dowe (2000), Hausman (1998), Lewis (1986)ireap (1985), Reichenbach (1956). See Weslake
(2006) for an overview and criticism of these acgtteu
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grounds the direction of causation in a particilad of time-asymmetric counterfactuals.
But many philosophers have pointed out that itosakear how these counterfactual relate to
control (cf. Horwich 1987, 171ff;, Woodward 2003,7)3What makes Lewis's
counterfactuals more relevant to control than okineds of counterfactuals? Why, for
instance, is difference-making in the backwarddiom (plus the reversal of the other
features mentioned), which is also a form of codattual dependence, not relevant to
control?

Appeal to causation cannot explain why we cannotrobthe past unless there is a
story of what it is about causation that makesseatial to control. Otherwise, it is not clear
why we could not control past outcomes in virtu®@off decisions bearing some other
relation to these outcomes that is not causal, asdawful determination. So the Causal
Model of Control is insufficiently explanatory even this last understanding of causation. |
will argue that we can explain why relations werltegpast outcomes do not give us control
over those outcomes in terms of our lack of theliireg knowledgé®

In the following, | will assume that difference-miadf in the backward direction is
causal and show that we still could not controlghst. But even if you think that difference-
making is not causal, you should still be interéstewhy bearing this relation to past

outcomes does not give us control.

“5 Albert (2000) and Loewer (2007)’s influential aceb according to which the time-asymmetry of caosais
grounded in the same features of the boundary tiondias the thermodynamic asymmetry, for instasii,
appeals to our knowledge to explain why we cansetdependence in the backward direction for cantrol
Loewer’s account is in many respects similar toemin
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5 Thesensitivity of backward causation

Even if our decisions did cause past outcomes tWeauld not control the past
because causal relations in the backward diregtmuid be extremely sensitive. This
sensitivity has two sources: first, the sensitiatypackward-directed causal processes in our
external environment, and, second, our make-ugeasts.

For simplicity, | assume that the fundamental l@iveature are the laws of
Newtonian Mechanics. Given Newtonian Mechanicscam specify the complete state of a
system at a time by specifying the position and motam of each particle. Call such a state
amicrostate We cannot control microstates even in the forwdrelction. Because any small
difference in our decisions or the background ctons would lead to a different microstate,
our decisions cause microscopic outcomes only edhesensitively. But we often can
control whether a system is in a certain coarsedywiduated macroscopic state in the future,
such as whether a window shatters, an egg getk dievhether an electron passes through a
slit.*®

We can control these outcomes because the relpracgsses are robust in the
forward direction. Processes such as a stone shgteewindow lead to the macroscopic
outcome of a shattered window irrespective of sifainges in the initial state. In this
section, | will argue that, while the macroscopiogesses that lead to such outcomes are
robust in the forward direction, they are extrermsspsitive in the backward direction. My

discussion follows closely Elga (2000).

“% This distinction between micro- and macrostate®isnecessarily connected to size. For instantelectron
passing through a slit counts as a macrostate bedacan be realized by many distinct precise ostates that
specify the position and momentum of the electramenexactly.
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Most macroscopic processes in our universe arentbaynamically irreversible.
These processes only ever happen in one tempoeatidn. For instance, stones flying
towards windows often precede glass pieces anoha $ging on the ground, but states of the
latter kind never precede states of the former kimdtages of the same process. Similarly,
humans grow older but never younger; cigarettes tuashes, but ashes never reconstitute
cigarettes; ice cubes melt at room temperaturewhatgr puddles never spontaneously form
ice cubes; etc. These so-called “irreversible eesg” are associated with an increase in
entropy: Entropy in our universe never decreasdsypically increases toward the future.
This asymmetry is characteristic of macroscopicesses. If we see a video recording of a
window shattering, we can immediately tell whetther video is played forwards or
backwards.

The Newtonian laws are time-symmetric and detemstiniThe state of the world at
any one time, together with the laws, entails net g unique future but also a unique past.
SaySlis the state of the world at a time when a stéiee foward an intact windov&2is
the state of the world five seconds later whenvtimelow is broken and glass pieces and a

stone lie on the floor.

The S1-t0-S2 process. The stone hits the window, breaking the bonds eetvthe glass
molecules. The glass shards and the stone fdletgiiound. With every impact on the
ground, they create vibrations on the floor andgpas of diverging waves until they come to

rest.
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We can také&land run the laws forwards for five seconds toSfBut we can also
takeS2and run the laws backwards for five seconds t&det

This process in the backward direction fr&2to S1is, however, extremely sensitive
to small changes t82 If S2were just a tiny bit different, it would no longentail a
macroscopic state of a stone flying toward an intandow five seconds earlier. Moreover,
this feature generalizes to all thermodynamicableversible processes, and hence the
majority of macroscopic processes in our universese processes are all extremely
sensitive to small changes in their final condition

Because it is very hard to picture processes rgninimeverse, | will use a trick from
Elga (2000). The Newtonian laws are time-revenmsahiiant, which means that whatever can
happen forwards can also happens backwards. S@mdet looking at th&2to-S1process,
we can investigate an analogous process that nuthe iforward direction. Let2 be the
velocity-reverse 062 That meansZ2 matchesS2in all respects, except that the velocity of
each particle is reversed: Each particle has thetesame position and moves with equal
speed, but its direction of movement is rotated 89 degree$s’

Z2 andS2are macroscopically indistinguishable. They arth Istates where glass
shards and a stone lie under a broken window. liagause all velocities are reversed, if you
takeZ2 and run the laws forwards for five seconds teagezl3, the particles move in exactly
the same way as they would move if you t&and run the laws backwards for five seconds

toS1

*" The discussion can be adapted to take accounbr# oomplex time-symmetric laws. For instancejriret
symmetric interpretations of quantum mechanics eemmomplex operation plays the role of velocityaesal in
Newtonian Mechanics.
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The Z2-to-Z3 process. Particles in the floor bump into the glass shanuls the stone in
coordinate patterns. The stone and the glass shagis to vibrate as air molecules around
the room form a series of converging waves. Findfg glass shards and the stone lift up in
a single coordinated motion. The glass shards jiaward the wall opening and, just as the
stone passes through, collide in the right wayotostitute a window. The stone accelerates

away from the window.

TheZ2+t0-Z3 process is exactly identical with regard to theiors of all particles to
the process you would get by running the laws f&2backwards t&1 So if whether the
particles inZ2 move into a state five seconds later where a dtmseaway from an intact
window is sensitive to small change<Ziy then whether the particles 2 move into a state
five seconds earlier where a stone flies away fannmtact window is also sensitive to small
changes ir82 | will thus show that th&2-to-Sprocess is sensitive to small changeS2n
by showing that th&2-to-Z3process is sensitive to small change&2n

TheZ2-to-Z3process is causally explicable. We would be shibtiesee glass shards
spontaneously form a window, but the process a&oordance with the fundamental laws
and we could causally explain it. Think of the geg in terms of its microscopic
components. We can explain the movements of eaticlpaof the stone and the glass pieces
in terms of its earlier interactions with othertoees in the floor and the air. For instance, we
can explain why each glass piece starts to vibnatterms of molecules in the floor and the
air bumping into it.

TheZ2-to-Z3process is extremely sensitive to small chang@&ibecause for it to

lead to the outcome of a stone flying away fromraact window, the component processes
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have to be amazingly well-coordinated. For instaeegeh particular glass piece only starts
moving because billions of vibrating molecules talhhappen to move upwards in a
coordinated pattern bump into it. And for it tog@nough momentum to move upwards
toward the window opening, once the glass pieagsstibrating, its movement has to be
reinforced by the impact from such coordinated mualles in the floor every time it touches
the floor. Without such patterns, the glass pieoeld never start moving and would not gain
further momentum once it has started. Moreovernibeements of every glass piece and the
stone have to be coordinate with each other tadeoih the right way for the glass pieces to
eventually form a window as the stone passes tlrdugt only must the pieces collide in
the right way, their molecules also must be inrtgbt state to form chemical bonds.
Because the overall process leads to its outcoryedome to this remarkable
coordination among its parts, if just one componematbit off, the whole process would not
lead to its actual outcome. For illustration, tak&tate that differs frod2 only inthat a few
of the vibrating molecules in the floor move ditfetly. Suppose the molecules, just under
where one of the glass pieces lies, move with 8lidass momentum. Consequently, this
glass piece will move a bit differently. Moreov#his difference will spread out to other
molecules in the floor, which then hit the otheasyl shards differently as well, and so all
other glass shards will move differently too. Témsall change is enough to make it that the
glass shards will not constitute a window and, ntiksty, will not jump upwards at all.
Almost any small change to the air molecules, tioéegules in the glass shards, the
stone, or in the ground can disrupt the complicaiterns that are necessary for the glass

pieces to form a window. So tE@2-to-Z3process is incredibly sensitive to small changes i
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Z2. And because th®2t0-S1is analogous to th#2to-Z3 process with respect to the
motions of all particles, th82{0-S1is thus equally sensitive to small changeS2o

Some machinery from statistical mechanics will mtike point more precise and
allow us to generalize it. We can represent thesiptesstates of a system as points in “phase
space.” Each point represents a precise microtateystem could be in. The evolution of a
system then corresponds to a trajectory througkebpace, where each point on the
trajectory is the state of the system at a timeciglstates can be realized by numerous
precise microstates. Macrostates thus corresporeytons in phase space, where points
within the region represent microstates that adestmguishable with respect to their
macroscopic properties. For instance, if we moweirad some of the particles 42, the
resulting state is macroscopically indistinguislediobm the previous one.

Consider the set of microstates that are macrosaltyindistinguishable froz2.
All of these microstates are such that a stonegéass shards lie under a broken window.
These microstates all differ in what future micadss they entail. Some compatible
microstates (such &9 are ones where the glass and the stone behavaymthat are
thermodynamically normal, for instance where treces keep lying on the floor. But some
microstates (such &2) behave thermodynamically abnormal, for instaonoes where the
glass pieces jump upwards and form a window.

The 19th century physicist Boltzmann gave an inftigg explanation of why most
systems in our universe behave in ways that arenthelynamically normal. For instance,
why do a stone and glass pieces on the floor usjust keep lying there? Why do processes

such as th&2t0-Z3 process never happen?
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Boltzmann argues that microstates that behave teymamically abnormal, such as
Z2, take up only a tiny and disjoint subregion (irapé space) among the totality of states
compatible with a given macrostate. For instarale &ll the microstates that are
macroscopically indistinguishable from glass piemag a stone lying on the floor.
Boltzmann's point is that the overall majority bése microstates entail a future evolution
where the glass and the stone will just keep Iyimege. Microstates such Z2 are an
extreme minority.

The important point is the following:

Microstates that entail a thermodynamically abndrewvalution take up only a tiny and
disjoint subregion among the totality of microssatempatible with the relevant macrostate

(cf. Elga 2000, 319).

This point entails that th&2-to-Z3process is extremely sensitive to change&2in

Z2is a thermodynamically abnormal microstate. Adsitdalls into the tiny and
disjoint subregion. All microstates outside thigiom are thermodynamically normal
microstates that lawfully entail a different madeds fromZ2. But that means that if we
changeZ2 just slightly into a different microstate, thiserostate will almost certainly lie
outside the subregion of abnormal states and hegltave thermodynamically normal, thus
not leading to a later macrostate of a stone flangy from an intact window. TH#2-to-Z3
process is thus extremely sensitive to small cheing22.

The same lesson applies to 82&-to-SiprocessS2is abnormal with respect to its

evolution in the backward direction. Most surrourgdmicrostates are such that they do not

94



lawfully entail an earlier macrostate of a storyenlj toward an intact window. This lesson
generalizes to all thermodynamically irreversiblegesses. Statistical Mechanics says that
macroscopic systems in our universe are extrensglgisve to small changes to their final
states. Because microstates that entail the saroestapic history only take up a small and
disjoint region in phase space, it takes only allschange to such a final microstate and the
new microstate will lawfully entail a different nrascopic history. So macroscopic
processes in our universe are extremely sensititlea backward direction.

In contrast, macroscopic processes in our univamseobust in the forward direction.
For example, the process fr@ito S2(from the stone flying towards the window to the
glass pieces and stone lying on the floor) is rol&sis thermodynamically normal:
microstates with the same macroscopic future tgkihe majority of microstates compatible
with its macroscopic properties. So any small cleanglis overwhelmingly likely to result
in a microstate that will lawfully entail the sargure macroscopic outcome.

According to my thought-experiment, there are amstances where my decisions are
among the causes of past outcomes, such as a wsitaitering. However, any such
outcome is extremely sensitive to small changebkeriater condition. So any causal relation
between my decision and an earlier outcome wouleddremely sensitive. If the later
conditions were just a bit different, the outcomawd no longer occur. And we have already
seen that we lack control when causal processesayesensitive. | could never know, prior

to my decision, whether it makes the outcome motess likely.
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6 Our make-up as agents

But there is more to the story. We can tell a despmy of why we could not know
the past effects of our decisions by looking atiaternal make-up as agents, in particular
the role of our decisions.

Our decisions are relatively small and localizedrgs, such as the firing of certain
neurons in our brair€ Nonetheless, our decisions robustly cause magpaseovents in the
future, such as the position of our hands and Bxtause our decisions cause these body
movements largely irrespective of what is goingroaur environment, we can internally
discriminate which of our decisions cause whichifeitbody movements. We even
individuate our decisions by their effects in thieufe, such as @ecision to raise my arngo
| can control the future positions of my arms beesauknow which of my decisions will
cause which arm movement; and | can then conteoirtbre distant future because outcomes
such as the shattering of a window are robustlgeddy my body movements.

This robust 'magnification’ of our decisions to thacroscopic level via our bodies is
the basis of our control over the future. Withdutie would lack control over the future. To
see this, imagine a person in a horrifying statpavlysis where every neural pathway
between her brain and the nerves in her body isagachor blocked. This person still
controls her decisions, but her decisions are ngdoreliably magnified into body
movements.

Her decisions still causally influence the futuflbe states of her brain cause, for

example, the exact positions of photons and aiemudés around her head (because different

8 0r, at least, our decisions are physically redlizg such neural events, or their physical coreslare such
neural events.
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neural states plausibly make a difference to thgptrature of her head), which then cause
other future differences. Furthermore, as the bane example shows, small differences can
lead to big differences in the more distant fut@e.her decisions could still cause
macroscopic outcomes in the future. But she coatcknow which decision would cause a
particular future outcome rather than another. &pde this causal influence, the person
would be 'trapped in her body', with no control olier environment.

We are in exactly the same situation with respethé past. Due to our internal
wiring, our decisions do not get robustly magnifiedhe macroscopic level in the past
direction.

This magnification happens in the forward directbmtause our decisions are related
to our body movements by distinctive cognitive ahgsiological processes. Conscious
agency (as we use it in control) involves: a stéitencertainty about one's decision,
weighing options, deciding in favor of an optionpkvledge of what one is going to do, and
then the respective action, which we subsequeathember. At the physiological level,
these processes are realized, very roughly, asifsllpatterns of neuron firings activate
action potentials in our spinal cord, which triggeemical reactions that lead to muscle
contractions. We can control the future becaussetipeocesses are robust with respect to
small changes in our brains or the environment.ifgance, the exact temperature of your
brain, your blood pressure, and the lactic acigoar muscles (typically) do not matter to the
effects of your decision on your future body movetse

But these processes are irreversible. Glass paaa stone lying on the floor never
spontaneously assemble themselves into a statewslstone hits an intact window. And

analogously, the robust causal processes by whicldexisions cause our future body
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movements never happen in reverse temporal ordeméVer first perform an action, then
give up the relevant intention, deliberate abouictvlearlier action to perform, and then
become uncertain about our earlier action. So évwbere is backward causation, there is no
reason to think that there are any robust cauk#lars between our decisions agatlier

body movements.

Without these robust connections, we have no maméal over the past than a
completely paralyzed person has over the future.d@aisions are just small events in our
brains, and it would take a lot of knowledge alibetdetails of our decisions and the exact
present circumstances to know when they would cayseticular past outcome. However,
this is exactly the kind of knowledge that we |aSk. we cannot control the past.

This point is independent of the one establishetieénast section, viz., that the
external processes in our environment are sensititlee backward direction. Because of this
asymmetry in our environment, controlling the gashuch harder than controlling the future
in that it requires a lot more knowledge. But givem internal wiring, we are also a lot better
equipped for controlling the future than for cotitng the past. Our decisions get robustly
magnified to the macroscopic level only in the fetdirection. So even if there were robust,
macroscopic causal processes in our external emaeat, the causal processes involving our
decisions that happen within our skin still woukldensitive in the backward direction.
Hence, our decisions still would cause past outsoomy very sensitively.

The sensitivity of external processes in the baclvdrection and the sensitivity of
our internal decision-making processes in the bac#wdirection can each accodot why
we cannot control the past. But it is unlikely titzy are unrelated. Given that processes in

the backward direction are so sensitive, it makedutionary sense that evolved creatures
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like us are more equipped for controlling the fettlran for controlling the past. We would
lack the tools to control the past even if our diexis did cause past outcomes because we
would not know which past outcomes our decisionsed.

The unavailability of this knowledge is obscuredthg fact that in general we know
much more about the past than about the futurettBsiknowledge is of a particular sort and
would not help us control the past. We know thé frasn records. In treating present events
as records of the past, we assume that they hpieatyausal histories. For instance, glass
shards on the floor are typically the remnantswtdat windows, and memories are typically
caused by the episode they repre&&ii¢then we draw inferences about the past, we assume
that present facts have come into existence in aughical way. For instance, memories that
are induced by hypnosis are not records of theodpsthey represent because they have
atypical histories.

Could we know from records that some decision @§oifiwe made it, would cause a
particular past outcome? The problem is that events which in ordinary circumstances
are records of past outcomes no longer count asdean contexts where we make decision
in order to control the past. For instance, glassds under a wall opening are typically a
record of an intact window in the past. But if yiatentionally distribute glass shards under a
wall opening to make it that there was an intactdew earlier, you can no longer assume
that the glass shards have this typical past lyistbis not generally true that glass shards

that have been distributed under a wall openingrbggent are the remnants of an earlier

*9 This point is compatible with the earlier poinbabsensitive dependence. Glass shards need toabeeiry
specific state to entail an earlier intact winddm, as it turns, out most glass shards in ourars& are in such
specific states because they all trace back toparycular earlier conditions. Most of them derfv@m earlier
unbroken windows. Why systems in our universe usuch atypical states with regard to their pastwion is
the central puzzle in the foundation of thermodyitator accessible introductions to this problem Albert
(2000) and Carroll (2009).
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intact window in this very wall opening. Your vesigcision 'screens off' the record from its
typical past history.

Records would only help if you could treat yalércision to do something in order to
bring about a past outconas a record. But such cases would be extremepycaty Suppose
that, typically, whenever | decide to eat chocqlateave been stressed earlier. My decision
to eat chocolate is thus a record of an earliesstul event.

But is it also true that when | decide to eat claieon order to make it that | was
stressed in the past is more likely that | was stressed in the ghanh otherwise? There is
no reason to think so. Even if it is a true geneatibn that my decision to eat chocolate is
typically preceded by a stressful episode, | havesason to think that this generalization
also applies in cases where | eat chocolate inr daod®ake it that a stressful event occurred
in the past. Theeterisparibusgeneralization only holds if my decision is typiaath
respect to its past history. But when | make tleisision in order to control the past, the
belief-desire structure that precedes the decisiorry different from typical cases. Even if
my decision to eat chocolate typically indicatest thwas stressed earlier, there is no such
connection in cases where | decide to eat chocbktause | intend to make it that | was
stressed earlier. This case is atypical with re¢@its past history.

Now, there might be cases where a decision reliaolizates some past outcome
even if the agent makes the decision intentioriallyrder to make it that this very past
outcome has occurred. But we do not know any teatiases, and if they exist, we have

reason to think that they are very rat@he kind of control we would gain from backward

*0|n fact, such cases would be similar to Newcomphisdox. See Horwich (1987) for an introductiorthie
paradox and why realistic cases, if there are &ajl,avould be extremely rare.
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causation is thus at most extremely limited. Solack of the right kind of knowledge

explains why we cannot ordinarily control the past.

7 Conclusion

The main upshot of my paper is that agents likevaisld be unable to control the past
even if our decisions did cause past outcomes. i&die us trying to control the past is like
trying to make the number of grains of sand indbsert even by adding truckloads of sand
to it. Of course, adding a truck load might chaag®eviously uneven number into an even
number. But it might equally keep the number ewgrkeep it odd, or even change a
currently even number into an uneven number; amndngve no reason to think that any
scenario is more likely than any other. Similadygiven decision of yours might cause a
desired past outcome, but you have no reasonrtk that it is more likely to cause than to
prevent the outcome. Our decisions thus are toat laltool for such a delicate task as
controlling the past. Agents with more sophistiddtaowledge, such as God, could control
the past if causation runs backwards—but we cannot.

| have given an explanation of why we cannot cdritre past that does not rest on
contentious assumptions about the metaphysicsusftian. In doing so, | have developed a
richer account of control, where control is morartitausal influence. The kind of control
relevant to agency requires that the agent hasarc&ind of knowledge of the effects of
her decisions. | have shown that even if our densidid cause past outcomes, we would
lack the knowledge required to use this causali@rfte for controlling the past.

My main goal here was a deeper account of coritdlmy argument has also

consequences for the metaphysics of causationmaur apparent evidence that causation is
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time-asymmetric is our inability to bring the pastine with our desires. But | have shown
that this inability is due to us lacking a certkind of knowledge and thus compatible with
causation running backwards. So our inability totoa the past is not evidence that our

decisions do not cause past outcomes.
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CAUSATION, PHYSICS, AND FIT

Chapter Three

1 Introduction

Causation is central to how we make sense of thlelwidot only do we explain
events by discovering causal connections, but asvight (1979) points out, to survive we
need to be able to distinguish effective from iaefive strategies. And whether something is
an effective strategy toward an outcome dependshather it causes the outcome. For
instance, taking a drug is an effective strategydoovery from a disease only if it causes
recovery.

Yet, as Russell (1913) observes, our ordinary dassamptions seem to fit poorly
with how our best physics describes the watl/e think of causation astime-asymmetric
determination relation between relativédgalizedthings. That means we typically assume
that causes precede their effects and also thexttefare caused by a relatively small set of
conditions. But Russell argues that fundamentasiaisydescribes the world in terms of

lawful determination between very global states, amoreover, makes no distinction

51 I got the useful notions of “fit” and “poor fiffom Schaffer (2010).
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between the way in which the past determines thedwand the way in which the future
determines the past (cf. Field 2003).

Russell's own take on this poor fit is that “the laf causality [...], like much that
passes muster among philosophers, is a relic garte age, surviving, like the monarchy,
only because it is erroneously supposed to do no.héRussell 1913, 1) This advice to get
rid of causation, however, is not feasible becaasence would be crippled and our survival
chances diminished without a causal concept. Bveset philosophers who agree with
Russell about the limited role of causation in famental physics admit that causation is
central to understanding and manipulating the maysvorld.

Still, Russell's observation poses a challengé¢hfeories of causation. The challenge
is to explainwhy causation works so well. If there is this mismatetween causation and
how fundamental physics describes the world, they & it a good idea for us to represent
the world causally the way we do? Why does causdtabp us understand and manipulate
the physical world, given that it seems to be dyosssrepresenting its structure? My goal in
this paper is to answer the question of why itgoad idea for us to have the causal concept
we do have given our interests in understandingnaawipulating the world.

In particular, | will address this question withire framework of causal models.
Recent work on causal modeling has been centratderstanding how we can draw causal
inferences from statistical data and thus to housation enables us to understand the
physical world. The causal models that scientists however, display the same locality and

temporal directionality as does our everyday caressgoning. So | will show why our causal

52 Many philosophers, especially in the philosophphysics, take this poor fit between causatioth an
fundamental physics to show that there are no tilsgecausal facts. See Norton (2007), Price (1296,),
and van Fraassen (1993).
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reasoning works so well both in everyday life amdgience by showing why it is a good
idea for us to build these kinds of causal models.

There is a seemingly obvious answer to this queshat appeals to evolutionary
pressure. If our ancestors had used a causal doaoepding to which, for instance, later
events cause earlier events butwvioéversg they simply would not have survived. So we
have an explanation of why we have the causal g@invee do have. But this answer still
leaves open which physical features of our woreht# this survival pressure. In this paper, |
want to identify which physical features of our Vdomake it a good idea for creatures who
want to understand and manipulate this world tceralocal, time-asymmetric causal
concept. Besides its intrinsic interest such aystiauld also give us a better understanding
of how the special sciences relate to fundametmgdips. After all, the special sciences
allegedly use causal models to explain pattermisarvery same world that fundamental
physics describes.

There has been some work on why causal modelseckocal (Eagle 2007; Elga
2007; and Woodward 2007j But causal modelers typically take the directibeausation
for granted. The canonical texts either contaimisoussion of the temporal direction of
causation (Woodward 2003) or merely allude at frthiork to be done (cf. Pearl 2000, 59).
| will show that locality and temporal directiortgliare closely related. The same physical
features of the world that make it possible fotaubuild local causal models also explain

why it is a good idea for us to build time-asymneetausal models.

3| use “locality” there in the way Field (2003) aRthja (2007) use the term to mean that an outcomies(
probability) is determined by what is happeningirelatively small region of space. This sensedidlity is
different, though related, to what philosopherglofsics have in mind when they talk of non-locé¢iactions
and non-local laws.
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My account disagrees, on the one hand, with philbss who argue that our causal
thinking has no objective basis (Healey 1983; P1i@®6, 2007), and, on the other hand, with
philosophers who think that causation is a nonieaple metaphysical primitive (Cartwright
1979; Frisch 2005, 2010; Maudlin 2007; Tooley 198 Here is a long tradition of work on
how causation fits into the physical world, stagtimith Reichenbach (1956). But most of
these theories merely show which aspects of fund&ahphysics our causal concept latches
on to, thus analyzing our concept (e.g., Dowe 20@is 1986a), and leave out the
normative question of why it is a good idea fotasave this concept rather than a different
concept? Other accounts focus on why our causal conceggeful given our interests in
manipulating the world but are not straightforwsrdpplicable to causal models and our
interests in explanation (Albert 2008)My own account not only differs from these thesrie
in detail, but it also explains why it is a goo@adfor us to have the causal concept we do
have and its role in causal explanation by bringmthe framework of causal models.

In section 2, | introduce the framework of causaldeis. In section 3, | explain
Russell's challenge that our causal concept fisgslpavith fundamental physics. In section 4,
| explain why our local causal models are succéskfisections 5 and 6, | argue for why it

makes sense for us to build time-asymmetric causdlels.

** For example, Horwich (1986) and Woodward (2008)oize Lewis (1986a) on the grounds that he dazts n
have a plausible account of why we have the kinchosal concept we do have.

% But see Hausman (1998) for a theory that couldpied to causal models. There are some close
connections between Hausman's proposal and my copogal. See FN 73.
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2 Causal models and the physical world

Causal models take variables (or changes in vasabls the causal relata, where
variables represent the different states someopéine world can assunié These models
represent causal relations between variables imnstef the technical notion of an
intervention. The central idea is that a causaiti@h between two variables is more than just
a correlation, and the difference is thaXifause®, then there is a possible intervention on
X that also change$ but if X andY are merely correlated, then there is no intereendinX
that also changeg For instance, the storm and the barometer reatmgnerely correlated
because there is no possible intervention on thenfigter reading that would change the
storm. In contrast, the earlier air pressure catisefater storm because there is a possible
intervention changing the air pressure that woidd ahange the storm.

Structurally, causal models consist of a set oiades and a set of equations that
specify how variables change given interventionsiber variables. A variablé causes
another variabl® iff there is at least one possible interventionXahat would change the
value ofY. An intervention orX with respect tdr is a change iX that does not caudé(or is
in any other way correlated wilf) except, if at all, via a causal route that gdeeughX.>’
Thus, a process that changeby changing a common cause of bitandY is not an
intervention onX with respect tor. For instance, changing the barometer reading éssing
with its scale counts as an intervention on the&ter reading with respect to the storm;

but changing the barometer reading by changingd#hnker air pressure is not an intervention

%5 | will use “variables” sometimes for things in therld that stand in causal relations and sometiimes
representations of such things. It will be cleaeath case what | mean.

> Interventions are related to Lewis's notion ofrdracle” (cf. Lewis 1986a). However, there are imipot
differences both in detail and in motivation. Seedfward (2003) for discussion of how the two nadioelate.
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because it changes the storm via a causal routedlea not involve the barometer reading as
an intermediary®

Building causal models is of central interest tdarsat least two reasons. First,
causal models can guide our actions because tloeygleimnformation about which variables
are such that their manipulation is, in princigleneans for manipulating other variables.
Interventions allow us to compare a system to & obtself which has the same initial
condition, except that some variable has been @thriepr instance, we can compare the
actual meteorological conditions to a system tlagtthe same initial state, except that the air
pressure in a certain region is different. This panson shows how the air pressure affects
variables at other times, which tells us which otreiables could, in principle, be
manipulated by manipulating the air pressure.

Second, causal models can underwrite explanativiescan fit statistical data into
causal models and thus explain why certain varsabéel to have the values they have given
the values of earlier variables (or why these vahgve the probabilities they had).
Moreover, we can show how their values would haaenldifferent if these earlier values
had been different. These kinds of explanationcanéral to sciences like epidemiology or
biology.

The causal models that we ordinarily use have twkirsg features. First, our causal
models are extremelgcal. The variables that we use in typical causal n®dely represent
a small portion of the world at any time. For imste, if we try to model the breaking of a

glass of water in Chapel Hill, we will typically iame variables such as the hardness of the

*8 Because interventions are defined in terms ofalaaenstraints, the causal modeling framework ts no
reductive. Rather than reduce causation, the frameaims to clarify the relationships between difg kinds
of causal relations and their connection to otktations, such as probabilities and counterfactependence.
For accessible introductions to causal models seh¢dck (2009) and Woodward (2007).
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floor, the distance it falls, or how thick the gdas. But we will typically not include
variables about what is happening in outer spade Bussia at the time.

Second, our models are time-asymmetric. The straicdguations that specify how
variables depend on interventions on other vargabtéscribe how the values of later
variables depend on interventions on earlier végmbut notsiceversa Causal models thus
represent the final conditions of a system as d#gr&on its initial conditions but not the
other way around. For instance, we represent thermstate of glass as dependent on earlier
variables but not as dependent on later varialagsal models thus reflect our ordinary
judgments that causes precede their effects anadhaa small number of the events

preceding an effect are among its causes.

3 Locality, directionality, and fit

But why are causal models that have these feafanesour causal reasoning in
general) so successful? It is extremely naturhittk that causal models are successful
because they latch on to the world's lawful strieettfhe fundamental physical laws tell us
how the state of the world at one time dependdsstates at other times. A natural
suggestion is that our causal models representiiiendence in a piece-wise fashion by
telling us which aspects of some earlier stateen#édt some aspect of a later state (cf. Hall
2004). Most philosophers therefore think that caasaeduces to patterns of lawful

dependences in some way or other. This reductitypisally cashed out in terms of minimal
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sufficiency, probability raising, counterfactualpd@dence, or lawful regularities, where
these relations are in turn understood in termawful entailment?®

But the apparent lesson from Russell (1913) isdhatto their locality and time-
asymmetry our causal models do an exceedingly jobaat latching on to the world's lawful
structure. The mismatch is most striking with regar time-asymmetry. Most candidates for
the fundamental physical laws are deterministisath temporal directions and so lawful
entailment goes equally in both temporal directidkecording to these laws, the state of the
universe any one time uniquely fixes the statdnefuniverse at all later and earlier times. As
a matter of physical law, otherwise identical systehat differ in their final condition also
differ in their initial condition, just as systertisat differ in their initial condition differ in
their final condition (or at least in what probatyildistribution they assign to the final
condition)®

We can compare a system to a copy of itself whaigalicondition differs with
respect to some variable and use the laws to deterdmow the system would differ from the
original system at later times. But we can equatijmpare the system to a copy of itself
whosefinal condition differs with respect to some variabld #imen determine how the
change in this variable affects earlier statehefdystem. This determination is possible
because the fundamental physical laws allow rettmohi just as much as prediction. We can
thus use the laws of nature to retrodict what titeal condition of such a system must be

like given its final condition.

%9 See Hall (2005) for a nice discussion and overview

9| assume that the laws are deterministic, buptibelem does not significantly change if we move to
probabilistic laws, as long as these laws haveséime probabilistic character in either temporadation. This
is the case if the state of the world at any ome tiixes a unique probability distribution over @dirlier and
later states (cf. Field 2003). In this case, systtmat differ only in their final conditions alsdfdr (at least
typically) in what probability distribution the Ianassign over the system's initial conditions.
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For example, take a ball that is moving acrosdliata table. The fundamental
physical laws allow us to predict the final conaiitiof the ball from its initial condition; but
they equally allow us to retrodict the initial catmoh of the ball from its final condition. We
can assume the ball's momentum changed at anré¢amiéeand use the physical laws to
calculate its new momentum at a later time. Buta equally assume the ball's momentum
to be changed at some later time, thus creatirepafimal condition, and then use the
physical laws on this final condition to calcul&secorresponding momentum at earlier
times. This procedure informs us about how theexarlomentum of the ball depends on its
later momentum. Fundamental physics thus allows bsiild backward-looking models that
systematically tell us how earlier variables dependater variables.

One might object that these backward-looking modelsid not becausalmodels.
After all, causal models tell us how variables depeninterventionson other variables, and
interventions are defined as forward-directed cgusesses. An important feature of how
interventions are typically understood is that thergak' the lawful connections between
later variables and earlier variables such thdiegzasariables do not depend on intervention
on later variables.

But this objection misses the real challenge. Ttnatps not that backward-looking
models would beausalmodels. The point is that backward-looking modefgesent the
lawful structure of our universe just as well as causal models. What needs to be
explained, what is called into question, is whig i good idea for us to adopt a time-
asymmetric notion of an intervention in the firtdge.

In particular, we can easily stipulate a time-nautiotion of an intervention. In such

pureinterventiongas | will call them), we simply assume the valisame variable to be
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different without assuming any kind of process &wr not) that brings about this change.
Such interventions are completely time-neutral. &ample, in a pure intervention on a
billiard ball's momentum we assume its momenturscae time to be different, but hold

all other variables dtfixed, and then use the laws of nature to propatied change in this
value forwards and backwards to see how varialtlethar times change in response to this
change at.

Pure intervention can play the same role in thevdod direction as conventional,
time-asymmetric interventions. The causal constsaon interventions are meant to ensure
that, if a change iX is an intervention oX with respect tdr, the process that changes
does not chang€in any other way except by changiXgin a pure intervention oX there is
not any process that changes X; we simply assXimehanged, while holding everything
else at the time of fixed. Any change ifY therefore must be due to the chang¥ lmecause
everything else at the time ¥fhas been held fixed.

Models based on pure interventions thus make time gaedictions in the forward
direction as our ordinary, time-asymmetric causatiats, but they additionally reflect lawful
dependence in the backward direction. On the fade @ur time-asymmetric causal models
therefore seem at least misleading and possibhlyigaccurate. They seem inaccurate
because they represent only part of the physiqami#ence there is, and they seem
misleading because they suggests that this iballi¢pendence there is. The challenge is
thus why, despite the availability of these timeasyetric models, it is a good idea to adopt

time-asymmetric models that only reflect lawful degence in the forward direction.
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Directionality challenge. Why does it make sense for us to prefer time-asgiric causal

models over models that also reflect lawful deperden the backward direction?

The second mismatch that Russell stresses conoealgy. As Field points out,
fundamental physics lacks the extreme localitywof@usal models because “no reasonable
laws of physics, whether deterministic or indetemstic, will make the probability of what
happens at a time depend on only finitely manylined antecedent states.” (Field 2003,
439) So just as there is a mismatch between tleetnality of causation and the bi-
directionality of the laws, there is also a misrhabetween the local character of causation
and the global character of the laws.

The worry is that, by explaining outcomes in tewha finite number of relatively
localized variables, our causal models leave opbmant aspects of the physical
determination of these outcomes. Suppose a glis®fha table and breaks. A typical
causal model depicts the shattering of the glastepsendent on the glass falling from the
table. But whether the glass shatters equally digpen what happens in many other spatial
regions not represented in this model. For exanifpdelarge number of air molecules all hit
the bottom of the glass shortly before it touchesground; if the earth's gravitational force
were drastically smaller; or, if some burst of gysirom outer space pulverized the glass in
midair, there would be no glass pieces on the gi@wen if the glass falls from the table.
But our causal models typically do not include suahables.

So our local causal models seem inaccurate frorpehspective of fundamental
physics because they include only a subset ofdhahles that are relevant to the physical

determination of outcomes; and they seem misleaditigpt they represent variables as only
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dependent on a small number of variables. So wéyar local models successful despite

leaving out numerous variables that also deterrd@atires of the modeled system?

L ocality challenge. Why are causal models that include only a smatiler of relatively

localized variables successful?

The locality and the directionality challenge be#y that our causal models
misrepresent the underlying physical reality beedahsy leave out some of its determination
structure. The directionality worry says that oausal models leave out determination in the
backward direction; the locality worry says that oausal models leave out determination
from happenings in regions not represented by #nalles in the model. For these reasons,
Russell argues that there is a poor fit betweesataan and the physical world and we
should therefore give up our causal concept.

A response to these challenges needs to show wigctual practice, where we build
local andtime-asymmetricausal models, is advantageous for explainingnagaipulating
the physical world in light of its alleged mismatefth fundamental physics. Responses tend
to fall into three groups.

First, Primitivists argue that the poor fit betwemnr causal models and the structure
of the fundamental laws does not show a deficienour causal assumptions but shows that
we have to enrich our understanding of the physicald. Primitivists thus posit primitive
causal facts that underwrite our local, time-asytnimassumptions. Causal models on this

view do track these primitive causal facts rathantlawful dependend@.

¢ Cartwright (1979), Frisch (2005, 2010), Maudlif®(Z), and Tooley (1987) each develop versions o$@a
primitivism. They differ in how exactly this causatucture relates to our physical theories.

116



Second, Pragmatists also accept that there isrfipbetween our causal models and
fundamental physics. But they argue that represgnhie objective world is not the point of
causal discourse. Causation is an anthropocergtiomthat helps agents like us get around
in the world and it can fulfill this purpose evédiritidoes not latch on to objective physical
facts in any direct wa$?

Third, Reductionists argue that the poor fit betweausation and fundamental
physics is only apparent. Our time-asymmetric, lcaasal conceppaceRussell, does latch
on to objective physical structures, and we carns&eby bringing in statistical features
from the boundary conditions rather than just theasnical laws. Our causal models thus
track important physical features of the world.

It is possible to favor different replies to theeditionality and locality challenge. For
example, someone might think that underwritingtthnee-asymmetry of our models requires
metaphysically primitive, time-asymmetric facts agad think that the success of local
models can be explained reductively or has menggmatic reasons.In fact, most
philosophers have mainly focused on the directipnahallenge. | will argue, however, that
there is an important connection between the tvadl@mges. Our local models are successful
because there are privileged patterns of lawfueddpnce between certain local variables.
This response turns out also to resolve the doeatity challenge because such privileged

patterns of lawful dependence obtain in the forwdirdction but not in the backward

%2 Price (1996, 2007) is the main proponent of thesw See also Healey (1983).
% For example, Maudlin (2007) argues that the timgvametry of causation is underwritten by a pringitiv

directionality of time. This posit allows him toplg to the directionality challenge without alsodving the
locality challenge.
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direction. Hence, the availability of these patsevindicates both locality and
directionality®

My view thus contrasts with Primitivism becausedue that we can account for the
success of our causal models in light of fundameatitgsics without positing primitive
causal facts. Though some of the assumptions Imake have a pragmatist flavor, | think
that my view is still reductive. However, | will hdefend this point here, as my goal is to
give a physical underpinning of the success ofoausal reasoning. Moreover, the
distinction between Pragmatism and Reductionisi@sss clear than it seems. After all,
Pragmatists agree that there are objective phyiictd that explain why our causal concept

is useful; it is just that our concept does noeclily represent these objective facts.

4 L ocality and invariance

| will start with the locality challenge, specifibawhy local causal models are
explanatory. Why do our local models explain outespas we think they do, despite leaving
out multiple variables that matter to the prob#&pitif these outcomes?

The answer turns on what makes a model explandtdo/not have the full story, but
at least some good-making features of causal eafptars are widely accepted. Many
philosophers have argued that an essential feafumeccessful explanations is a certain
modal robustness. To be explanatory, a model hapty not only in the actual

circumstances; it also has to tell us what wouleH@appened in a range of other

84 Causal models concern type-level causation. Inhemgaper, | argue that causation between tokentgv
goes in both temporal directions and the time-asgtrigs that account for why only forward-lookingisal
models are explanatory are merely gradual. Seeehamf this dissertation.
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circumstances. | will follow a particular developmef this idea in Woodward (2003,
2007)%°

Woodward uses the example of Hook's law, which riless the behavior of springs:

(H)F= kX

Xis the amount by which the spring is displacednfits relaxed positiorf; is the force by
which the spring resists this displacement; kotaracterizes the “stiffness” of the spring.

Woodward argues that Hook's law explains why angpresists its displacement with
a certain force because it tells us not just tieadwalue of the force but also its value in a
range of counterfactual circumstances. This manalstness is defined in terms of
interventions and Woodward distinguishes two déferaspects of itnvarianceand
stability.®® Invariance concerns interventions on variablesahapart of the model; stability
concerns interventions on variables that are gaheobackground conditions and are not
represented in the model. For example, the displanéof the springX, is part of the model
based on (H), whereas its temperature is parteob#itkground conditions.

Robustness comes in degrees. (H) is not invariastiable under all interventions.
For example, i)X is increased too much, the spring gets overexteadd the restoring force
is significantly less than (H) predicts. FurtheregiH) also breaks down, for example, given

interventions that heat up the spring to an extrdeggee. Therefore, (H) is neither

% Lange (2000, 2009) also emphasizes modal robustsea central virtue of explanations. See Rewtting
Schurz, Hittemann (2011, Section 6) for a comparisgiween Lange's and Woodward's account.

% Woodward thinks of interventions as forward-diegttausal processes in the sense described inrsécti

For present purposes, it does not matter whethahiwk of intervention in this time-asymmetric ormy time-
neutral sense.
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completely invariant nor completely stable, budtéble and invariant to a high degree. It
correctly predicts the resulting force for a widage of interventions on both the extension
of the spring and background conditions such agxlaet temperature or location of the
spring.

Woodward argues that for a generalization to bdéaggbory, it is enough that it is
invariant and stable for a wide range of intervemst’ There are at least three deep
connections between robustness and explanatiast, Firfinding robust generalizations we
isolateexplanatory factors and make an outcome appeactescidental. Suppose the value
of a variableY depends on interventions on another variahleut this dependence holds
only for very few interventions and in very spedakkground conditions. It then seems that
there is no deep connection between the two vasalil seems that the background
conditions contribute just as much to whyas its actual value as doesBut suppose the
dependence is robust such that the valuédépends on the value Xfin a wide range of
interventions. This robustness indicates a deepeaxiion between the two variables that
makes the particular value Wfless coincidental because the valuX aetermines the value
of Y in a wide range of circumstances. So it seemsakasoincidence tha¢ determines
this particular value of in the actual circumstances.

Second, invariance is important fmanipulation If you want to change one variable
by changing another variable, then a generalizat@omonly guide you if it still holds given
your intervention. Moreover, the generalizatiomigre useful if it holds in a wide range of
circumstances because we will often not have fulitiol over the circumstances when we

act or not know what they are. Suppose (H) werg tvak for springs at some exact

" There are further constraints, for example thatréinge of interventions under which a generabrait
stable has no gaps. These additional requiremalhtsoymatter here.
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temperature. It would then be much less actioniggidecause it would only tell us how far
to displace a spring to create a certain resigonzg if the spring has that particular
temperature, and we might not know when that is.

Third, robustness matters to theopeof a generalization. For example, different
springs differ in details, such as their locationiemperature. But because Hooke's law is
stable, it is approximately true in a wide rangeiofumstances. We can apply it to many
different springs regardless of these differencebgain a unifying account of the behavior
of different springs. This connection is importhetause unification is often considered an
important goal of explanations (cf. Friedman 195w Kitcher 1989).

These connections show that robustness is a cgatdlmaking feature of
explanations. Therefore, if | can show that theethelencies between variables encoded in
our local causal models are robust, | have givplaasible reason for why these models are
explanatory. | thus need to show that local casalels have this robustness. This
robustness is surprising because, in accordanbtetatfundamental physical laws, the
probability of an outcome depends on an extrenalyd number of earlier variabl&swhy
then do the fundamental physical laws allow foralanodels that are robust?

Before | can show why local, robust models are Wideailable, | need to make
explicit two additional features of causal explamas. First, as mentioned, to be explanatory,
models do not have to be robust under all intergant but only under interventions within a
certain range. In addition, Woodward emphasizesitiv@rventions that produce

circumstances that are likely or typical are monpartant than interventions that lead to

% For example, even if the speed of light is theargmund on how fast signals can travel, this uimemd
would still allow that events anywhere on earth rdluence how, say, a glass behaves over theést
seconds (cf. Elga 2007).
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more far-fetched circumstances. In his own worttstHe case of macroscopic causal
generalizations we are particularly interestedhirariance and stability under changes that
are not too infrequent or unlikely to occur, arounsde, right now, and less interested in what
would happen under changes that are extremelyelplde which seem ‘farfetched’.”
(Woodward 2007, 79)

Second, causal explanations in the special sciaarod everyday life involve fairly
coarse-grained variables (cf. Field 2003 and Wood&2807). For example, we might
represent a glass of water with a variable whosevalues arérokenandunbroken These
values are coarse-grained in the sense that thegeceealized in multiple ways by precise
microstates. Therefore, typical causal explanatamityess why systems have certain coarse-
grained macroscopic, rather than exact microscgpoperties.

Both features can be justified pragmatically. Woadipoints out that circumstances
that are likely or typical have a special relevattceur interests in manipulation. If you want
to change a variabM by changing another variab¥e you only need to be concerned with
whetherY depends oiX in circumstances that are likely to obtain arobede and now, i.e.,
at the time and place at which you are actingWtdodward 2007, 80). The same holds for
prediction. Similarly, our epistemic capacitiesyoallow us to reliably discern the values of
coarse-grained variables. Fine-grained variable@gating the exact microstate of a system
would be of no use to us because we could not kmbih of their values obtain.

However, we can also defend these assumptions o metaphysical grounds.
Coarse-graining is plausible because the spedei@es study features of systems that are
multiply realizable and are to some degree indepehadf the system's exact physical

realization, such as monetary exchanges. Furtheynioe special sciences describe systems

122



that are situated in particular environments, [aglnmarkets or populations. So, we should
focus on the properties they manifest within thesaronments. For example, the cup on my
desk falls down when dropped. It has this featunlg as long as the earth's gravitational
field does not drastically decrease. Such circuntgtghowever, would be extremely far-
fetched relative to the environment within whicanh trying to understand the cup.
Therefore, it makes sense that explanations cormmarse-grained variables in typical or
likely circumstance§?

The relevance of these two features is that irdmgl explanatory causal models we
can leave out all variables that either (i) docttdnge in typical or likely circumstances, or
that (ii) do not affect the value of coarse-grainadables. We do not have to include
variables in our models that are either almost gbanstant or whose impact on other
variables is so small that they typically do nokma difference to their macroscopic
properties. If | can show that most variables inniverse satisfy either (i) or (ii), | have
shown why local causal models that are explanaeywidely available.

Elga (2007) provides the required argument. Elgagsiment has two parts. First, he
argues that, although systems in our universeudnes to a multitude of forces, most of

these forces are either “negligibly tiny or nearbnstant” (Elga 2007, 109).

Negligibility of distant forces. Distant forces are either extremely small or abumnstant.

9 Which circumstances count as likely or typica idifficult question. There are two ways to go akibtFirst,
some philosophers argue that we get a global pifityatistribution over all macrostates from theufalation
of statistical mechanics (cf. Albert 2000, chaferWWe could then use this probability distributtordetermine
which variables are likely to change. Second, sphilsophers argue that we should invoke pragnfiatiors
to determine which values of a variable count asdifault and therefore as to be expected (cfhiitck
2007). Either route could be adopted for presenpqaes.
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There are four kinds of forces in our universeorsly, weak, electromagnetic, and
gravitational forces. Strong and weak forces agdigiely small at distances greater than the
subatomic level. Electromagnetic and gravitatidoetes, in contrast, can be strong even at
great distance. However, electromagnetic forcestdtaveak around here because there are
no massively charged bodies. Gravity is strong,jtatalmost constant and does not change
drastically at nearby locations or over time.

Second, Elga argues that extremely small forcesyareally irrelevant to the future
behavior of macroscopic objects. For instance gliaas falls from a table, then small
differences in its microstate are very unlikelymake a difference to whether it will break or

not. Call this fact “macroscopic stability.”

M acr oscopic stability. Small microscopic differences are extremely wliiko affect the

future macroscopic behavior of a macroscopic system

Because small forces typically do not affect themscopic behavior of systems,
they also do not affect the values of coarse-gthuaiables that describe macroscopic
properties of a system, such as whether a glassken or unbroken.

Elga's argument shows that models can explainutuee behavior of macroscopic
objects, such as glasses, rocks, and chairs, etleyido not include many of the variables
that physically affect these systems. For examplieen explaining the shattering of a glass
of water, it is enough to show it as dependent®falling from the table earlier. Many other
variables such as the earth's mass, the behavaor wiolecules, or absences of bursts of

energy from outer space, likewise affect the gtdsshavior. But these variables either make
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only a tiny difference that does not show up in¢barse-grained variables we are interested
in; or, they are almost constant, in which casearetake them into account without
explicitly representing them. A model that sayd tha glass breaks if it falls from the table
implicitly takes into account the effects of grasibn. However, we need not introduce an
explicit variable for gravitation because it is ashalways constant and so we do not need
our model to still apply in circumstances wherevgedional forces are drastically different.
Thus, rather than misrepresenting physical reaby,local causal models are
explanatory because they represent robust deperddyetween local variables. Moreover,
robustness also has a straightforward connectiomat@pulation. If the dependenceXobn
interventions orX is invariant, then it will hold in many differenircumstances, and so
agents like us can exploit the dependence ever Hrw ignorant of the exact circumstances.
Our local models are thus successful because #épegsent objective physical dependencies
between variables that have, due to their robustrsgecial relevance for explanation and

manipulation.

5 Explanation and temporal directionality

Robustness in typical circumstance accounts for gy local models are
explanatory® At the same time, lack of robustness accounts/for some models are not
explanatory.

Take a model that describes the later occurrentieectorm as dependent on the

earlier reading of the barometer. This model isexgtianatory because it is not invariant.

% In the following, when | talk about “robust,” hvahys mean invariant and stable under the kind of
circumstances that are typical or likely arouncetemound now.
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Suppose we intervene on the barometer readingdayrasg an initial state just like the
actual state, except that the barometer readiddfesent. If we evolve this new initial state
forwards in accordance with the fundamental lanes have no reason to think that it will
change whether or not the storm occurs. The oaoceref the storm depends on the earlier
atmospheric pressure in a large spatial regionjtaadhus unlikely that a difference in just
the reading of a barometer could create a forgelanough to affect the storm. Therefore,
the barometer reading is a mere record of the &tem, but it does not explain the storm
because the dependence is not invariant undevartgons.

| will now argue that the solution to the directabity challenge is that local
backward-looking models are usually not robugtidts makes sense for us to adopt time-
asymmetric causal models because robust dependdiatigeen local variables are widely
available in the forward direction, but typicallgtrin the backward direction. Although
backward-looking models faithfully represent lawfidpendence, lawful dependence in the
backward direction is not equally explanatory beeaitiis not robust between local
variables’*

Why is there such an asymmetry? Many processegriaraverse are irreversible in
the sense that these types of processes neverindoue-reverse. For instance, glasses
break, but glass pieces never spontaneously assemblglasses; cigarettes burn to ashes,
but ashes do not become cigarettes; rivers run diswm mountains tops, but rivers never

flow up onto mountain tops, etc. These processeasgociated with an increase in entropy.

" We could find robust dependencies between higatyygmandered variables. But a general constraint o
causal models is that the relevant variables neée tnatural'. Moreover, models including gerryaohered
variables would be of no practical use.
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The Second Law of Thermodynamics says that enti@mys to increase, but never decreases
in the forward direction of time.

In irreversible processes, systems typically undergransition by which their energy
gets more dispersed in space and where the syaseagonsequence, becomes in some
sense more disordered or less structured, sucteakibg, being stirred, or cooling down. |
will argue that models that depict earlier stagesuch processes as dependent on later
stages are either not invariant or not stable h®sde models lack a central good-making
feature of explanations, which rationalizes whyythee not explanatory.

To not presuppose any time-asymmetry, | will ratytioe time-neutral notion of a
pure intervention introduced in section 3. Rementhat in a pure intervention we take the
entire state of the world at the relevant time elma@nge only the intervened-on variable. All
other variables at the time (inside or outsidenttzglel) are held fixed. We then use the laws
of nature to evolve this state forwards and back&&p see the effect of this intervention on
variables at other times.

Many backward-looking models are not invariant pusthe barometer-storm model
is not. The famous flagpole case is such an instafiee following equation relates the
length of a flagpole to the length of its shadovgeveh ranges over the length of the

flagpole,s the length of the shadow a bit later, anithe angle of the elevation of the sun.

(F) h/s =tan(a)

However, while the earlier length of the flagpolélaexplains the later length of the

shadow at2, the length of the shadowt2tdoes not explain the length of the pol¢lat
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argue that we can account for this explanatory asgtry because (F) is invariant under
interventions on the length of the flagpole, bus ihot invariant under interventions on the
length of the shadow.

Start with the forward direction, where the lengthhe flagpole atl explains the
length of the shadow #&2. In intervening on the length of the flagpolddatwe change only
the length of the flagpole and hold everything étsed. If we take this new statetdtand
evolve it forwards in accordance with the fundamkphysical laws, the length of the
shadow is also increasedtatin accordance with (F). The reason is that sonthef
sunbeams that in the actual situatiotilgiass the top of the flagpole and reach the area
behind it, now, because of the added length ofligpole, get blocked and do not reach this
area. As a consequence, this area contains norghati@, which makes it shadowy (see

FIG 2).

t1 t2

Figure 2 - Flagpole Intervention
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We intervene on the length of the flagpolé¢laby assuming a state where the
flagpole is longer but everything else is the saffibe hatched area represents the added
length of the flagpole ai.) The shadow has its actual lengthlabecause we change only
the length of the flagpole. However, because tterwention increases the flagpole’s length
attl, some sun beams that actually pass the flagptleaatd reach the area behind itat
(represented by the dotted line) now get blockethbyadded length of the pole. Contrary to
what actually happens, these sunbeams thus deadt a certain area behind the pole,
making the shadow &2 longer than it actually is (represented by thelmad area). So the
intervention increases the length of the shadai®. at

In contrast, an intervention on the length of thadow at2 does not change the
length of the flagpole al. An intervention on the length of the shadowlanhcreases the
length of the shadow #2, but leaves everything elsetatthe same. The increase in the
length of the shadow means that some region thaaldchas photons in it is now shadowy,
and so contains no photons. Hence, the only diffexdetween the actual statéZaand the
intervened-on state concerns whether there ar@psat some region behind the flagpole.
In particular, the intervention does not changefldngpole's length ae.

This intervention on the length of the shadow2atoes not change the length of the
flagpole attl. Here is the argument: The actual state of thédaait2 (without the
intervention) lawfully entails that the flagpoletathas a certain length, say it is three meters
long. The intervened-on statetatdiffers from the actual state only with respectie
presence of some photons in a region behind tgedla. But if the actual state @tlawfully
entails that the flagpole is three meters long athen any state that matches the actual state

att2 in all respects, except the presence of some php#bso entails that the flagpole is
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three meters long. After all, the presence or atEsehsome photons could not generate the
kind of energy or force necessary to shrink or expa flagpole. Hence, an intervention on
the length of the shadow & would not change the length of the flagpolélaisee Diagram

2).

tl t2

vA¢

PTA
vA¢
PYA

Figure 3 - Shadow Intervention

In intervening on the length of the shadow2atve assume a state of the worldzat
where the shadow is longer but everything elseeasame. This change means that some
photons have been subtracted from the area bdmeitaigpole, making the shadow longer
(represented by the hatched area). Consequently,taese photons are also missing. But
there is absolutely no reason to think that thesmgsof these photons could generate a force
large enough to change the length of the flagpbig. a

In certain contexts we might assert backtrackingnterfactuals of the form “If the

length of the shadow were different, then the eatéingth of the flagpole would have had to
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have been different.” But such counterfactuals dioshow that (F) is invariant under
interventions.

In evaluating the backtracking counterfactual, e@&son about the most likely way in
which a difference in the shadow's length couldeha&en produced; and we might well
think that such a scenario is one where the flagp@ls shorter earlier. But such a scenario
does not tell us about the outcome of an intereerdit2 because in such a scenario other
variables at2 are different as well. In particular, in a scenavhere a longer flagpole it
has produced a longer shadow2atthis new state d® differs from the actual state @t not
just with regard to the length of the shadow basbdhe length of the flagpole. Consequently,
this scenario does not tell us about how earlieabées depend on changes in just the length
of the shadow &®.

So we can explain from the fundamental laws whyetl® an explanatory asymmetry
in the flagpole case. The later length of the sihadoes depend on interventions on the
earlier length of the flagpole. A situation whehe elevation of the sun and the current
length of the shadow are the same, but the lerfgtiedlagpole is different would lawfully
entail a difference in the length of the shadowt dalter. However, as shown, the length of
the flagpole does not depend on interventions erdter length of the shadow. The relevant
generalization is thus not explanatory becausenbt invariant.

Many generalizations that allow us to infer theuesl of earlier variables from the
values of later variables are like the flagpoleec&®r instance, in the case of photographs,
memories, etc., the later variable is a mere reobsbme earlier variable. These

generalizations are not invariant because intereesiton the record-bearing state do not
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generate a force large enough to change the retstdte, as the flagpole and barometer
cases illustrate.

This explanation, however, does not work for aktwersible processes. Take a glass
of water that is poised on the edge of a tablés tidwn, and shatters. Consider a model that
represents the initial state of the glass on thietas dependent on the later location of the
glass pieces on the floor. In contrast to the ftdgase, this modé invariant under
interventions. An intervention that changes therl&gcation of the glass pieces also changes
the earlier state of the glass. A new final stategre the glass pieces are located differently,
but everything else is equal, does not lawfullyadrihat a glass was on the table earlier.

This invariance is easiest to see if we visualieegrocess in time-reverse, i.e., as
seen in a movie run backwards. We would see wkerrfg out from the cracks in the floor,
while a glass assembles around it from numerousesed pieces that also lie on the floor.
Once assembled, the glass with the water in it piogwards from the floor and comes to
rest exactly on the edge of the table (cf. Pent@89, 305Y? This visualization shows that if
the glass pieces were located differently on therflthen even if each piece would still
move the same way, the pieces would not assentol@iglass on a table earlier. Because
the pieces would start out at different placesy theuld end up at different places and
probably not form a glass at all.

However, despite this invariance, the model isexpianatory, because it lacks
stability. As several philosophers have observedyeversible processes, the final state
lawfully entails the initial macrostate only duedaio extremely sensitive coordination among

many components (cf. Dummett 1964, Elga 2000, Hdn#987). Consequently, any small

2You can watch a glass-breaking in time-reversaénfollowing video:
http://www.youtube.com/watch?v=NArwmQfUZ1M

132



interventions into the final state would disrugsteensitive coordination and would make it
that it no longer entails the initial macrostate Kiga 2000). The dependence of the earlier
state of a glass on the table on the later staszemine glass pieces lie on the floor thus is not
stable.

Again, this sensitivity is easiest to see if we gina the process in time-reverse and
think about what needs to happen for the glasepiand water on the floor to assemble into
a glass of water on the table. For the water toermu from the floor and for the glass pieces
to start moving, billions of particles in the flobave to move in exactly the right way and
bump into the pieces and the water molecules irthesright way to set them in motion. In
addition, the movements of each glass piece antallvater molecules have to be
coordinated with each other such that the glagsepiassemble around the water and the
glass jumps onto the table. Moreover, the glassegi@ave to be in the right molecular state
to form chemical bonds upon collision.

So the initial macrostate of the glass standinthertable depends on the later state of
the glass pieces lying on the floor. This dependehowever, is extremely unstable such that
any small interference from the environment wouktupt it. The location of the glass
pieces lawfully entails an earlier state of a glasshe table only due to its precise
coordination with many other components, such asrtbvements of the particles in the
floor, the movements of the water molecules, aedtiicrostate of each glass piece.

If any component were slightly different, then thmal state would no longer entail
the actual macrostate even if the glass pieces thaieactual location. Consequently, the
dependence can also be disrupted by any extenta float affects one of these components,

such as small gravitational differences, collidamigmolecules, or vibrations in the floor. So
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there are no stable local models in such casesibe@ay intervention on the background
conditions makes it that the value of the earleiable no longer depends on the value of
the later variable.

This lack of stability makes the relevant modelsalanatory. First, these
generalizations do not isolate explanatory factohe earlier state of the glass on the table
depends on interventions on the later locatiormefglass pieces, but it equally depends on
interventions on any other number of variableshsagthe air pressure in the room, the state
of the floor, and the exact microstate of eachgyfasce. It thus appears that the location of
the glass pieces is not really responsible foretdndier macrostate, or at least no more so than
numerous other variablés.

Second, it seems coincidental that so many independriables have the very
specific values required to lawfully entail thel@armacrostate of a glass standing on the
edge of the table. Hence, by pointing to theseabégs, we do not remove the mystery of
why there was a glass on the edge of the tableeedn the forward direction, in contrast,
we can isolate a small number of variables that teghe later state of glass pieces on the
floor irrespective of the exact values of many otraiables. It might still be a coincidence
that a fragile glass stood on a table just whenesoma pushed it. But at least the glass would
still have shattered if it had been pushed a tihgtbonger, if the table had been a little bit

higher, or if there had been a bit of wind.

3 Hausman (1998) gives a similar account of theangiiory asymmetry in these cases. He focuses ddehe
that earlier variables on which an outcome depanedypically statistically independent, wheredsrla
variables on which it depends are statisticallyelated. This proposal is similar to my robustrasgposal in
that it entails that the relevance of a later \ldgdo an earlier outcome is extremely difficultdetermine. The
reason in his case is that a later variable capaahanged without also changing all the other lseables
with which it is correlated. See Hausman's boolafoinsightful discussion of this proposal and libkelates
to other theories.
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Third, because the values of the variables habe teo specific in the backward-
looking case, we get no interesting unificationw# look at two different cases in which we
find glasses on a table and then glass pieceseoitoibr, we need different models to account
for each case because the explanation is sengitie exact details of the case. These
details, however, will vary among different cadésurth, the model does not help us for
manipulation or prediction. Because the dependense sensitive, we cannot determine
whether a system is in that state, nor could wentndnally prepare it to be in that state.

So in cases of irreversible processes there arelnst generalizations in the
backward direction because either stability or stbess fails. Hence, there are no local,
backward-looking models that can support explanatitvioreover, the majority of
Macroscopic processes in our universe are irrdMersi

But what about processes that are not irreversibilgipose a billiard ball moves from
one end of a billiard table to the other end. frscess is reversible because an identical ball
could traverse the same path in the opposite @redn such cases, we can build backward-
looking models that are both invariant and stabéke the billiard ball's momentumtatand
its momentum at2. There are invariant generalizations about howetirier momentum of
the ball atl depends on its momentumtat Moreover, these generalizations are robust
because they hold for a wide range of backgroumditions, such as different temperatures
or precise locations of the ball. So why can weaxgtain the earlier state of the ball in
terms of its later state? Moreover, the same questiises for other reversible processes.

| think there are several replies here. One repthat the model is explanatory

though the explanation is not very good or inteéngstDemands for causal explanation
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usually arise when systems undergo significant geamr deviate from the state we would

expect them to be in. For example consider thisgges by Hart and Honoré:

The notion that a cause is essentially something which irgerf@th or intervenes in the course of
events which normally take place, is central to the commonsense tohcapse ... Analogies

with the interference by human beings with the natural codirseents in part control, even in
cases where there is literally no human intervention, whagigifebd as the cause of some
occurrence; the cause, though not a literal intervention, feaettice to the normal course which

accounts for the difference in outcome. (Hart and Honoré 1985, 2

Reversible processes are typically such that @sydbes not undergo significant
macroscopic changes. If Hart and Honoré are rigkt) a process where a billiard ball
moves over a table would not need to be explaiaedally because the system does not
deviate from its normal course. After all, a bilieball that keeps moving with constant
velocity is just what we would expect. So one reasby we do not adopt these backward-
looking causal models, even when invariant gerneatiins are available, is that we do not
feel that the relevant phenomena are in need daeapon.

| want to put more weight on a second and thirdyrépugh. The second reply is
that explanations are cumulative. Part of our exgiiary practice is that a given model can
typically be situated within a more extensive moéelr instance, in our ordinary way of
explaining things, | might have a model that sdn & ball moves with a certain momentum
because it already had that momentum a secon@re&tbw, | can go further back in time

and say that the ball had this momentum a secatdrdaecause someone poked it with a
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stick three seconds earlier. If | explain thingsarms of earlier things, | am typically able to
situate explanations within more extensive expianat

But we could not do that if we explain things imte of later things. Say the billiard
ball falls into a pocket in the future. You cannheot give a more extensive explanation of
why the ball had the momentum it had earlier imteof future occurrences because falling
into a pocket is an irreversible process; thesblihg in the pocket does not explain its
earlier momentum due to lack of robustness. Expiamsthat we could give in terms
backward-looking models would be extremely isolatethat we could not relate them to
more extensive explanations. The general scarEtglbust generalizations in the backward
direction is thus a reason not to adopt backwaoltitaqy models even in the few cases where
robust generalizations are available.

The third reply is that, as | will show in the neection, backward-looking models do
not guide us in interacting with the physical wordt even in cases where dependencies are
robust. An important part of causal explanatiorthad they are recipes for how to
manipulate the world. But explanations of earliariables in terms of later variables could
not fulfill that important purpose. The fact thatdkward-looking causal models are typically
not robust accounts for why it makes sense fooumt adopt these models for the purpose

of explanation.

6 Agency and temporal directionality

Another main reason why we are interested in fotwaoking causal models is their
action-guidance. As we have seen, in many casesetritions on later variables lawfully

entail changes in earlier variables just as intetieas on earlier variables lawfully entail
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changes in later variables. Yet, we can often askee variables as means for changing later
variables, but nevericeversa Hence, forward-looking, but not backward-lookingpdels
can guide our interactions with the world. | witbae that we can explain why there is this
asymmetry from the structure of fundamental physics

Suppose an isolated billiard ball moves acrosgadnless table. We can build a
forward-looking model where the later momentumhef ball at2 depends on interventions
on its earlier momentum &t. For instance, if an intervention changes its maona attl to
p, then its momentum &2 also changes to. This model is action-guiding because it tells me
that preparing an otherwise isolated billiard b@alhave momentum attl is a means for
preparing it to also have momentynatt2. For instance, if | give the ball a push shortly
beforetl to change its momentumttto p, | thereby also change its momentunt2ab p.
(Taking into account friction and other interveniagtors will make a difference, but the
model is still approximately true.)

Now, we can also build a backward-looking modeéwthe earlier momentum of
the ball atl depends on interventions on its later momentut®. &ut if | give the ball a
push shortly befor& to change its momentumt&tto p, | thereby do not also change its
earlier momentum dtf to p. So the backward-looking model does not guidemray
interactions with the world in the same way asftmerard-looking model does. This curious
feature needs explanation given that the later nmbune of the ball lawfully determines its

earlier momentum just as muchwaseversa’ In a recent paper, Mathias Frisch argues that

™ The important point here is not so much that tteal fundamental laws are deterministic in bothperal
directions (though there is good reason to belibeg are), but that this asymmetry of agency agsesif the
laws are deterministic in both temporal directions.
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the best explanation of this asymmetry of agendiyesexistence of primitive, time-
asymmetric causal facts over and above lawful enéait (cf. Frisch 2010).

PaceFrisch, | argue that we can explain this asymmttyy forward-looking, but
not backward-looking, models are action-guiding)rirphysical facts about our make-up as
agents. The crucial point is that changes broulgbtibby human actions are different from
the “pure interventions” that | have been consiugso far. In a pure intervention into the
final state of a system at a time, we assume s@mable changed but hold everything else
fixed. So we compare the actual final state ofsiystem to a copy where some variable is
changed but everything else is equal. Our causdelmdboth backward- and forward-
looking ones) tell us about how variables changergsuch pure interventions into either the
initial or the final state of a system.

Agent-interventions (i.e., changes to a systemdfbabout by an agent), however,
are different from pure interventions in that weaahave to take account of the agent. We
have to compare the actual final state to a coptydtifers not only with respect to the
changed variable but also with respect to the sifaiee agent. For instance, in a scenario
where | change the momentum of the billiard batkdiy performing an intentional action
(for instance, by pushing it), not just the stdtéhe ball is different from its actual statetat
but the state of my body is also different fromtaation in which | have not acted (for
instance, some momentum will have left my body).

Importantly, agent-interventions are time-asymnedigcause we exercise agency via
intentional actions and intentional actions arestiasymmetric. In paradigmatic cases,
intentional actions involve deliberation or someestdecision-making procedure. So if |

change some variable by virtue of an intentionéibacthere must be some process
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associated with my action that involves deliberatnd decision-making. Agents like us
deliberate and decideeforethey act. For instance, if | intentionally charige momentum
of the billiard ball at2, then | have deliberated and decided befar&o an asymmetry

about agents like us is that in intentional actaenintervene into a system from the past.

A consequence of this psychological asymmetryas slgstems into which we agent-
intervene behave toward the future approximatelyhag would behave given a pure
intervention, but they do not behave toward thé ppproximately as they would behave
given a pure intervention. My forward-looking moa@élthe billiard ball tells me that an
intervention that changes its momentunilab p, if the system remains isolated, also
changes its momentumt&tto p. In intentional action, | first deliberate and haush the
billiard ball shortly beforél. Because my action does not interfere with théutam of the
ball betweenl andt2, the ball behaves just as it would under a puerwention.

Now consider an agent-intervention on its momenatitd. My backward-looking
model tells me that a pure intervention that chartbe ball's momentum & to p also
changes its momentumtatto p, given that the ball remains isolated betwteandt2.
However, if | change the ball's momentun2aby virtue of an intentional action, then the
system is not isolated betwedmandt2. My very own action interferes with the ball's
isolated evolution toward the past. In a situatidrere | have pushed the ball shortly before
t2, the ball is not isolated betwetihandt2. You can see this by picturing the process of my
pushing the ball in time-reverse. In this scenaghe,momentum of the ball is not preserved
towards the past as it would be if the system wsakated (in which case the ball's
momentum would also eattl), but some of the momentum of the ball, instealdedfg

preserved in the ball, travels from the ball tomayd. So in an agent-intervention the system
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interacts with its environment in a way in whicludes not interact with its environment in a
pure intervention. Because agent-interventions tiaiganterfering effect on the past
evolution of a system, knowing how the history ayatem would change given a pure
intervention cannot guide our actions.

The outstanding puzzle is then why there is thiglpslogical time-asymmetry.
Primitivists about causation might still argue that need a primitive causal asymmetry to
explain why agents like us deliberate in this tiasgimmetric way. Why are we set up such
that we deliberatbeforeour actions? Presumably, the explanation is tiettis
evolutionary pressure for agents to deliberatdimtime-asymmetric way (Pearl 2000, 59).
But which features of the physical structure of warld create this pressure?

A constraint on deliberation and intentional acti®that the agent must be in a
position to assume that her decision will leadh® respective action. Agents who deliberate
about whether to decide goor to note, but whose decision would not be correlated with
themo-ing or, respectively, nag-ing, would be very ineffective. Effective agentsshbe in
a position to assume that their decisions are lade@ with the body movements that they
decide to perform. In fact we can be very certhat bur decisions to perform basic actions
result in the corresponding body movements.

But this certainty requires that there are robestegalizations connecting our
decisions to the requisite actions. Our decisia&ho be correlated with the respective
body movement for a wide range of decisions withimide range of circumstances.
Otherwise, we would not be in a position to asstiméthe appropriate body movement will
happen since circumstances vary widely acrossidacsguations. Now, we have seen from

the discussion of explanation that such robust ections are rare in the backward direction
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but common in the forward direction. Robust conioexst are more likely to be found
between an agent's decisions and future body mavismather than past body movements.
Thus, it makes sense that effective agents havieexVto deliberate for future outcomes but

not past outcomes, and so only forward-looking n®daide our action&

7 Conclusion

In this paper, | give an account of why our ordyneausal assumptions make sense in
light of the world presented to us by fundamentglgics. | argue that our local, time-
asymmetric causal models represent robust depeieddmetween variables. And the scarcity
of robust dependencies between local variablesarmackward direction accounts for why

only forward-looking models support explanation aetion-guidance.

> | give a more detailed account of the time-asymyneft control in chapter 2 of this dissertation.
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