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ABSTRACT

Dong Nie: Blurry Boundary Delineation and Adversarial Confidence Learning for Medical
Image Analysis

(Under the direction of Dinggang Shen)

Low tissue contrast and fuzzy boundaries are major challenges in medical image seg-

mentation which is a key step for various medical image analysis tasks. In particular,

blurry boundary delineation is one of the most challenging problems due to low-contrast

and even vanishing boundaries. Currently, encoder-decoder networks are widely adopted

for medical image segmentation. With the lateral skip connection, the models can obtain

and fuse both semantic and resolution information in deep layers to achieve more accu-

rate segmentation performance. However, in many applications (e.g., images with blurry

boundaries), these models often cannot precisely locate complex boundaries and segment

tiny isolated parts. To solve this challenging problem, we empirically analyze why sim-

ple lateral connections in encoder-decoder architectures are not able to accurately locate

indistinct boundaries. Based on the analysis, we argue learning high-resolution seman-

tic information in the lateral connection can better delineate the blurry boundaries. Two

methods have been proposed to achieve such a goal. a) A high-resolution pathway com-

posed of dilated residual blocks has been adopted to replace the simple lateral connection

for learning the high-resolution semantic features. b) A semantic-guided encoder feature

learning strategy is further proposed to learn high-resolution semantic encoder features so

that we can more accurately and efficiently locate the blurry boundaries. Besides, we also

explore a contour constraint mechanism to model blurry boundary detection. Experimen-

tal results on real clinical datasets (infant brain MRI and pelvic organ datasets) show that

our proposed methods can achieve state-of-the-art segmentation accuracy, especially for

iii



the blurry regions. Further analysis also indicates that our proposed network components

indeed contribute to the performance gain. Experiments on an extra dataset also validate

the generalization ability of our proposed methods.

Generative adversarial networks (GANs) are widely used in medical image analysis

tasks, such as medical image segmentation and synthesis. In these works, adversarial learn-

ing is usually directly applied to the original supervised segmentation (synthesis) networks.

The use of adversarial learning is effective in improving visual perception performance

since adversarial learning works as realistic regularization for supervised generators. How-

ever, the quantitative performance often cannot be improved as much as the qualitative

performance, and it can even become worse in some cases. In this dissertation, I explore

how adversarial learning could be more useful in supervised segmentation (synthesis) mod-

els, i.e., how to synchronously improve visual and quantitative performance. I first analyze

the roles of discriminator in the classic GANs and compare them with those in supervised

adversarial systems. Based on this analysis, an adversarial confidence learning framework

is proposed for taking better advantage of adversarial learning; that is, besides the adver-

sarial learning for emphasizing visual perception, the confidence information provided by

the adversarial network is utilized to enhance the design of the supervised segmentation

(synthesis) network. In particular, I propose using a fully convolutional adversarial net-

work for confidence learning to provide voxel-wise and region-wise confidence information

for the segmentation (synthesis) network. Furthermore, various loss functions of GANs

are investigated and the binary cross entropy loss is finally chosen to train the proposed

adversarial confidence learning system so that the modeling capacity of the discriminator

is retained for confidence learning. With these settings, two machine learning algorithms

are proposed to solve some specific medical image analysis problems. a) A difficulty-aware

attention mechanism is proposed to properly handle hard samples or regions by taking

structural information into consideration so that the irregular distribution of medical

data could be appropriately dealt with. Experimental results on clinical and challenge
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datasets show that the proposed algorithm can achieve state-of-the-art segmentation (syn-

thesis) accuracy. Further analysis also indicates that adversarial confidence learning can

synchronously improve the visual perception and quantitative performance. b) A semi-

supervised segmentation model is proposed to alleviate the everlasting challenge for medi-

cal image segmentation - lack of annotated data. The proposed method can automatically

recognize well-segmented regions (instead of the entire sample) and dynamically include

them to increase the label set during training. Specifically, based on the confidence map,

a region-attention based semi-supervised learning strategy is designed to further train

the segmentation network. Experimental results on real clinical datasets show that the

proposed approach can achieve better segmentation performance with extra unannotated

data.
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CHAPTER 1: INTRODUCTION

1.1 Medical Image Segmentation

1.1.1 Motivation and Challenges

The goal of image segmentation is to divide an image into a set of semantically mean-

ingful non-overlapping regions of similar attributes, such as intensity and texture [45]. The

segmentation result can be represented as an image of labels identifying homogeneous

regions or a set of contours describing region boundaries. Segmentation is one of the funda-

mental problems in medical image analysis and is critical for tasks [191, 185, 134, 50, 194],

such as quantitative analysis of tissue volume, diagnosis, localization of diseased tissue,

study of anatomical structures, treatment planning, partial volume effect correction of

fMRI data, calculation of functional imaging data, computer guided surgery and so on.

However, manual segmentation is tedious because it usually involves voxel-wise annotation.

Moreover, medical image annotation requires expert knowledge, unlike annotation of natu-

ral images. Therefore, efficient and automatic segmentation methods are often desired.

However, it is very difficult to automatically segment the tissues/organs from medical

images due to various challenges, which can be categorized as follows:

1. Low contrast: Low tissue contrast is a major hindrance to effective medical image

segmentation. For instance, the tissue or organ boundaries usually exhibit extremely

low contrast, making it very difficult to reasonably delineate these boundaries (e.g.,

infant brain MRI in Fig. 1.1 and the prostate boundaries in Fig. 1.2);

2. Noise: Noise increases uncertainty and hence the difficulty of image segmentation

(e.g., infant brain MRI in Fig. 1.1);

1



Figure 1.1: Multi-modality MRI data of an infant subject scanned at 6 months old (isoin-
tense phase). From left to right: T1-weighted, T2-weighted, and FA image.

3. Inhomogeneous image contrast: Different regions of tissues/organs can exhibit in-

homogeneous image contrast that may potentially confuse the segmentation model

(e.g., the rectum in Fig. 1.2);

4. Large shape variability: The shapes of some organs (e.g., the bladder and prostate in

Fig. 1.2) can vary significantly across different subjects or even for the same subject

across time, creating problems for methods based on shape priors;

5. Lack of annotated data: Supervised models for segmentation, especially deep net-

works, usually require large annotated datasets, which can be difficult to obtain for

medical images;

6. Sample imbalance: There are two kinds of sample imbalance issues when it comes

to segmentation: a) the number of voxels (pixels) of one class dominates over other

classes; b) the number of samples with regular distribution (e.g., normal voxels)

dominates over that with irregular distribution (e.g., rarely appeared voxels).

Deep segmentation networks have been shown to be able to partially solve these men-

tioned challenges [164, 3, 171]. In this dissertation, I will mainly focus on the following

three specific challenges that have not been sufficiently addressed:

1. Blurry Boundaries: Medical images, such as MRI and CT, sometimes have blurry

and vanishing boundaries, i.e., the pelvic area (see Fig. 1.2) and the white matter
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Show examples
(a) (b)

(c) (d)

Figure 1.2: (a) and (b) are typical pelvic MRI and their corresponding manual segmenta-
tions of bladder (orange), prostate (silver), and rectum (pink), where the two columns in
each panel show an MRI slice and the same slice overlaid with manual segmentations. (c)
and (d) are two typical pelvic CT images and their corresponding manual segmentations.

and gray matter (see Fig. 1.1). This poses severe challenges for image segmentation

algorithms. The regions around organ boundaries of medical images sometimes lack

rich and stable texture information, especially for soft tissues. As a consequence,

different organs can be labeled as one (i.e., shown by (a) and (c) in Fig. 1.2), while a

single organ can be split into multiple parts (i.e., shown by (b) and (d) in Fig. 1.2).

The clues for correct localization of boundaries can be unreliable (see Fig. 1.2).

2. Lack of Labeled Data: Training supervised segmentation (synthesis) models usu-

ally requires a large amount of labeled data, which can be difficult to obtain due to

the following factors: a) Unlike annotation of natural images, annotation of medical

images requires expert knowledge; b) It is time-consuming and tedious to annotate

pixel-wise (voxel-wise) since medical images are usually three-dimensional; c) Anno-
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tations can vary significantly between observers and even for the same observer at

different time points.

3. Easy-Sample Dominance: Learning-based models can be easily dominated by

easy samples and cannot properly handle hard samples.

1.1.2 Previous Work

Medical image segmentation is a longstanding problem in the medical imaging commu-

nity. Segmentation algorithms can be categorized as 1) unsupervised model-based meth-

ods; 2) multi-atlas methods; 3) conventional learning-based methods and 4) deep learning

based methods. These methods are briefly described below.

1.1.2.1 Unsupervised Model-Based Segmentation Methods

Otsu et al . [156] developed a component-specific thresholding algorithm for image seg-

mentation. Chan et al . [26] further enforced spatial regularization for segmentation based

on the Otsu method. Kass et al . [96] proposed an energy based active contour model,

called snakes, for contour delineation. Pizer et al . [159] proposed a shape model named

M-reps for segmenting the prostate, bladder and rectum from pelvic images. Li et al . [113]

proposed a level set evolution method for boundary detection. Unger et al . [184] pro-

posed total-variation based method to interactively segment the region of interest from

the image. Lucchi et al . [126] proposed a superpixel method to segment irregular shape

of cells. Markov random fields (MRFs) are also utilized to segment brain images [75]. Ian

et al . [178] proposed a graph cut algorithm to extract the prostate surface. Rother et al . [165]

further proposed a graph cut to interactively segment objects from images. Conditional

random fields (CRFs) are widely used to segment medical images [17]. The main limita-

tion of these model-based algorithms is that they cannot handle well sophisticated images
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(e.g., low-contrast images). Also, many of these approaches are time consuming, limiting

their use in many scenarios.

1.1.2.2 Multi-Atlas Segmentation Methods

In multi-atlas methods, segmentation labels are transferred and fused from multiple

expert-labeled atlases to a target image [163, 101, 72, 168]. Initially, single-atlas based

methods were developed [36, 44]. They are however quite sensitive to the choice of the

atlas. Multi-atlas based methods were then proposed to solve this issue [163, 101, 72, 168].

Most of the atlas based segmentation algorithms concentrate on the design of sophisticated

atlas selection or the mechanism of label fusion. For instance, Yan et al . [206] proposed an

atlas selection with a label constraining and label fusion method to segment prostate MRs.

During the atlas selection, label images are used to constrain the manifold projection

(i.e., to project a image to a point in the manifold space) of intensity images, which can

alleviate the misleading projection due to other anatomical structures. Ou et al . [157]

proposed to gradually (i.e., in a cascade manner) improve the registration based on the

prostate vicinity between the target and atlas images for iteratively carrying out the multi-

atlas label fusion. Shan et al . [168] proposed a multi-atlas based segmentation method

with non-local patch-based label fusion to segment MR knee images. The main issue of

these algorithms is the high computation cost and sensitivity to registration accuracy.

1.1.2.3 Conventional Learning-based Segmentation Methods

Segmentation can be formulated as an optimization problem to find the best shape

model for fitting the target image. This requires the definition of image-to-image similar-

ity measures, which often requires careful feature engineering. Ayachi et al . [7] adopted

a support vector machine (SVM) [28] for brain tumor segmentation with intensity and

texture features. Toth et al . [180] proposed to incorporate different features in the context

of active appearance models (AAMs) to improve the prostate segmentation performance.
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Wang et al . [192] proposed a general framework that adopts a sparse representation to

fuse multi-modality image information with the anatomical constraints for brain tissue

segmentation. Gao et al . [57] proposed sparse representation based classification method

to segment prostate from CT images. Wang et al . [190] proposed to integrate information

from multi-source images together for an accurate tissue segmentation by combining ran-

dom forest and auto-context model [181] with Haar features. Dictionary learning is also

a widely adopted method to segment the medical images [179] with intensity features or

other well-designed features. However, all these methods require well-designed features. In

addition, the feature learning procedure is not directly optimized towards the classification

process, which could largely suppress the power of the whole system.

1.1.2.4 Deep Learning-Based Segmentation Methods

Fully convolutional networks (FCN) [124], a variant of convolutional neural networks

(CNN), is a recently common choice for semantic image segmentation in computer vision.

FCN trains a neural network in an end-to-end fashion without using fully connected layers

as in CNN by directly optimizing intermediate feature layers for segmentation, making

it outperform traditional methods that often regard the feature learning and segmenta-

tion as two separate tasks. Apart from computer vision, FCN-based methods have also

shown great success in medical image segmentation [139, 153, 29, 214]. However, FCNs

(Note, FCNs in this dissertation means the original FCN-based networks, not including

the UNet or dilated FCNs) cannot perform well for localization precision due to the de-

signed pooling layers in this architecture. To extend FCNs and address the drawbacks of

FCNs, lots of works have been proposed. Generally, these works can be categorized into

two mainstreams: 1) encoder-decoder architectures and 2) dilated FCNs.

1. Encoder-decoder architectures: The typical FCN based encoder-decoder archi-

tecture is UNet [164], which is an evolutionary variant of FCN and has also achieved

excellent performance in many tasks by effectively combining high-level and low-level
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features in the network architecture. Compared to FCN, UNet can improve the lo-

calization accuracy near organ boundaries. Nie et al . [151] designed a transformation

module and fusion module to alleviate the bias effect (i.e., the information from the

encoder (shallow) layers is quite different from the decoder (deep) layers) during

information fusion. Similarly, Milletari et al . [139] proposed VNet using residual

module and a Dice loss to improve the segmentation performance. Lin et al . [121]

introduced a well-designed encoder-decoder architecture to fuse the high-resolution

feature maps from the encoder pathway and the highly semantic feature maps from

the decoder pathway in the ‘RefineNet’. Generally, while effective, all these methods

depend on the information from the lower layers to provide localization precision.

2. Dilated FCNs: The typical work for this category is the ‘Deeplab’ series [32, 33,

34], in which, atrous convolution is proposed to replace the pooling layers to increase

the theoretical receptive field fast (in this way, the practical receptive field can be-

come large enough fast), so that the localization precision (because we do not need

to use pooling operations in this system) can be improved without losing classifi-

cation accuracy. Chen et al . [33] further implemented an atrous spatial pyramid

pooling module to increase the context information in a multi-scale manner and

applied Dense Conditional Random Fields (Dense-CRF) [104] to refine the segmen-

tation results. In the recent ‘PSPNet’, Zhao et al . [227] proposed a pyramid pooling

module to aggregate the background (context) information and auxiliary losses to

intermediately supervise the segmentation task.

1.1.2.5 Semi-Supervised Learning for Deep Segmentation Networks

Semi-supervised learning is a promising solution to address the aforementioned lack

of labeled data issue [13, 14, 221, 200]. To relieve the demand for large-scale labeled data,

Bai et al . [13] proposed a semi-supervised deep learning framework for cardiac MR im-

age segmentation, in which the automatically segmented label maps from unlabeled data
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are incrementally included into the training set to refine the network. Baur et al . [14]

introduced auxiliary manifold embedding (to minimize the discrepancy between similar

inputs for both labeled and unlabeled data) in the latent space to FCN for semi-supervised

learning for MS lesion segmentation. Zhang et al . [221] proposed a new deep adversar-

ial network model to attain consistently good segmentation results on both annotated

and unannotated images for biomedical image segmentation. Xiao et al . [200] proposed

a semi-supervised segmentation method combined with transfer learning which transfers

the learned knowledge from a few strong categories with pixel-level annotations to un-

seen weak categories with only image-level annotations. Ganaye [55] proposed to take

advantage of the invariant nature (i.e., structural invariance of the segmentation map)

of anatomical structures to form a semantic constraint for semi-supervised segmentation.

In all these cases, the unlabeled data information is entirely involved in the model learn-

ing. Meanwhile, certain parts of the segmented maps are not segmented well enough to be

used to incrementally refine the segmentation network. Thus, the current semi-supervised

neural network models need more investigation.

1.1.2.6 Focal Loss for Deep Segmentation Networks

The above-mentioned deep segmentation networks cannot properly handle hard-to-

segment samples (or regions). One reason is that the training of the network is dom-

inated by easy-to-segment samples [1]. This easy-to-segment sample dominance phe-

nomenon often occurs in medical image segmentation tasks due to the irregular distri-

bution of some medical images which may be caused by the different lesion abnormalities

or imaging factors, such as devices from different vendors or different imaging protocols.

Several works have been proposed in the literature to address the aforementioned chal-

lenges [172, 122, 1]. To achieve better performance on hard-to-segment (or detect) samples,

Shrivastava et al . [172] proposed a simple strategy by automatically selecting hard sam-

ples for further training to tune the networks. To prevent the vast number of easy samples
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from overwhelming the network during training, Lin et al . [122] proposed focal loss for

dense object detection and achieved promising results. In another work, Zhou et al . [1]

introduced focal loss for biomedical image segmentation. However, focal loss has some

shortcomings when applied to medical image segmentation due to its use of predicted

probability on the samples as the hard-or-easy evaluator which could neglect the structural

information and also suffers from multi-category competition issues in some cases.

1.1.3 Low-Contrast Isointense Infant Brain MRI Segmentation

The increasing availability of non-invasive infant brain MR images affords unprece-

dented opportunities for precise charting of dynamic early brain developmental trajectories

in understanding normative and aberrant brain growth [116]. For example, the recently-

awarded Baby Connectome Project (BCP)1, will acquire and release cross-sectional and

longitudinal multimodal MRI data from 500 typically-developing children from birth to

5 years of age. This will greatly increase our limited knowledge on normal early brain de-

velopment, and will also provide important insights into the origins and aberrant growth

trajectories of neuro-developmental disorders, such as autism and schizophrenia. For in-

stance, autistic children are reported to experience brain overgrowth associated with an

increase in cortical surface area before 2 years of age [67]. As current treatments for many

neuro-developmental disorders are ameliorative rather than curative, identifying early neu-

romarkers of risk for these disorders will allow designing targeted preemptive intervention

strategies to improve prognosis or even prevent the disorders. To measure early brain de-

velopment and identify biomarkers, accurate segmentation of MRI into different regions

of interest (ROIs), e.g., white matter (WM), gray matter (GM), and cerebrospinal fluid

(CSF), is the most critical step. It will allow for volumetric quantification and also more

sophisticated quantification of the structures of gray and white matters, such as cortical

1 http://babyconnectomeproject.org/
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thickness, surface area, and gyrification, which may provide important indications of very

early neuro-anatomical developmental events [129, 56].

The first year of life is the most dynamic phase of postnatal human brain development.

This is mainly because brain tissues grow rapidly, while cognitive and motor functions

undergo a wide range of development [102]. Accurate tissue segmentation of infant brain

MR images in this phase is of great importance in studying normal and abnormal early

brain development [58, 114, 115]. It is recognized that the segmentation of infant brain

MRI is considerably more difficult than the segmentation of adult brain MRI, due to re-

duced tissue contrast [195], increased noise, severe partial volume effect [204], and ongoing

WM myelination [195, 62]. Fig. 1.1 shows examples of T1-weighted MRI, T2-weighted

MRI, and fractional anisotropy (FA) images acquired at around 6 months of age. It can be

observed that WM and GM exhibit almost the same intensity levels (especially in cortical

regions), resulting in the lowest tissue contrast and hence significant difficulty for tissue

segmentation.

Recently, deep learning based methods have achieved great success in image segmenta-

tion, including infant brain tissue segmentation. Zhang et al . [219] first proposed using a

deep CNN to segment isointense-phase brain images, in which a hierarchy of increasingly

complex features from MR images were learned. They used patch-level learning by sliding

windows in the 2D space of the images. Their methods took the center voxel tissue label

as the label for the whole patch during learning. Consequently, their method was somehow

sensitive to the patch size, especially for the voxels on the boundaries of WM or GM. In

fact, such methods (based on the sliding windows) have to tradeoff between localization

and classification accuracy, as utilizing large patches will lead to a loss in localization accu-

racy due to more pooling layers (we have to use more pooling layers to cover the context

of the input patch), while using small patches will yield perception of much less context

information and thus will become sensitive to noise. Moreover, these methods contain a

large number of parameters due to the existence of fully connected layers, which overbur-
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dens the convergence of the network. Moeskops et al . [141] further proposed a multi-scale

CNN for infantile brain tissue segmentation. Nie et al . [153] proposed a multi-pathway

FCN to segment 2D slices of infant brain tissue. This model is very memory-costly due

to the use of a multi-pathway architecture, and thus not suitable for 3D MRI brain tissue

segmentation. Chen et al . [30] introduced a residual learning technique to help the FCN

training for adult brain tissue segmentation. However, all the above-mentioned methods

have overlooked the fact that CNN or FCN will lose information due to adoption of pool-

ing operations, which will affect localization accuracy.

To overcome the above-mentioned challenges, I propose to employ and further extend

the UNet [164] for the segmentation of infant brain images. Although UNet is able to rem-

edy the loss of spatial details of an FCN, it cannot solve the problem of low-contrast infant

brain MR images since the features provided by the shallower layers are fuzzy and thus

cannot help precise localization. As a result, I propose a multi-modal UNet to overcome

such a challenge by exploiting the complementary information from multiple modalities in

Chapter 3.1. Also, I have designed a transformation block composed of convolutional lay-

ers to learn semantic high-resolution features and a fusion block to better combine encoder

and decoder features to evolve the multi-modal UNet.

1.1.4 Blurry Boundary Delineation for Pelvic Images

One of the major challenges for medical image segmentation is the blurry nature of

medical images (e.g., CT, MR, PET and microscopic images) in some cases, which can of-

ten result in low-contrast and even vanishing boundaries, for example, pelvic organ bound-

aries as shown in Fig. 1.2.

Many encoder-decoder networks have been proposed for semantic segmentation [124,

164, 214] and achieved very promising performance on various tasks. UNet [164], a typical

encoder-decoder architecture which combines shallow and deep features with a skip connec-

tion, is widely used in many image segmentation tasks. Some works have been proposed
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to enhance the UNet [166, 155]. However, Heller et al . [76] found that deep segmentation

models are robust on the non-boundary regions, but not very robust to boundaries. Actu-

ally, these models usually fail to properly segment the low-contrast boundaries, especially

for the case with extremely low tissue contrast. For example, prostate boundaries in MR

or CT pelvic images are often low-contrast and even blurry. To solve this challenge, I ar-

gue high resolution with rich semantic based feature learning is desired.

Besides the variants of UNet, to better delineate the boundaries, Ravishankar et al . [162]

proposed a multi-task network to segment the organs by jointly regressing the boundaries

and foreground. Zhu et al . [229] proposed a boundary-weighted domain adaptive neu-

ral network to accurately extract the boundaries of the prostate MRI. However, all these

methods do not consider the fact that voxels around low-contrast boundaries are highly

similar. Thus, it is better not to classify the voxels to be on the boundary or not.

In Chapter 3 of this dissertation, I propose a concept that learning high-resolution

semantic features can potentially solve this blurry boundary delineation problem. Ac-

cordingly, I propose two methods to learn such semantic meaningful and detail-reserving

features. In particular, I propose to use a series of dilated residual blocks to form a high

resolution pathway to enhance the raw skip connection (i.e., the skip connection without

any additional operations) in the first method. I further propose a novel semantic-guided

encoder feature learning mechanism to improve the skip connection in previous encoder-

decoder architectures, so that it can work better for low-contrast medical image segmen-

tation at a low cost. The design of the proposed network is mainly based on the idea of

explicitly utilizing high-resolution semantic information to compensate for the deficiency

on inaccurate boundary delineation of the existing encoder-decoder networks. Specifically,

I propose to concatenate the low-layer (encoder) feature maps and the high-layer (decoder)

feature maps, and then design a channel-wise attention and spatial-wise attention to help

learn (which can also be viewed as a kind of feature selection) the high-resolution semantic

encoder feature maps. With these better learned encoder feature maps, I further concate-
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nate (or element-wisely add) it to the corresponding decoder layers in the encoder-decoder

framework. Moreover, I propose using soft label (i.e., probabilities) to indicate the proba-

bility of a voxel being on the boundary. Accordingly, a soft cross-entropy loss is proposed

as a metric for the low-contrast boundary delineation problem.

1.2 Medical Image Synthesis

1.2.1 Motivation and Challenges

Medical imaging is crucial for the diagnosis and treatment of different diseases. Usually

more than one imaging modality is required for imaging based clinical decision making

because different modalities often provide different and complementary insights. Com-

puter tomography (CT), for example, has the advantage of providing electron density and

physical density of the tissues, which is indispensable for dosage planning in radiotherapy

treatment of cancer patients. However, CT suffers from the disadvantage of lacking good

contrast in soft tissues. The radiation exposure during acquisition may also increase the

risk of secondary cancer especially for young patients [174]. Magnetic resonance imaging

(MRI), on the other hand, gives very good contrast of soft tissues. Compared to CT, MRI

is also much safer and does not involve any radiation; but it is much more costly than CT

and does not have the electron density information that is needed for radiation therapy

planning or PET image reconstruction [99].

In a second example, the acquired images cannot well depict rich details of anatomical

structures and abnormality. For instance, it is difficult to delineate small brain structures

such as the hippocampus in 3T MR images because of the limited signal-to-noise ratio [15,

11, 10]. 7T MRI, on the contrary, provides much better image quality than 3T MRI by

revealing certain texture information within the hippocampus. This allows better imaging

of the anatomy and thus contributes to better utilization of the imaging data. Yet 7T

MRI is much more expensive and not widely accessible.
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In a third example, a combination of sequences can provide complimentary informa-

tion to support the radiologists to better understand the soft tissue and perform certain

diagnoses. For example, the uniform signal on T2-weighted (T2) MRI for tumor patients

can be a reliable indicator for a benign lesion, while it is not a good indicator for malig-

nant tumors due to the inhomogeneous signals [27]. On the other hand, T1-with-contrast-

enhanced (T1c) MRI can be used as an indicator for a malignant tumor and to assess

growth/shrinkage because T1c provides clear demarcation of enhancing region around the

tumor. However, in clinical, sequences which are routinely acquired may be unusable or

missing due to various factors, such as limited available scan time, scan corruption, arti-

facts, wrong machine settings, allergies to certain contrast agents and so on [169].

The above observations reflect a general dilemma, where a certain modality is desired

but infeasible to acquire in practice. To this end, a system being able to synthesize images-

of-interest from different sources, e.g., image modalities and acquisition protocols, can

be of great benefit. It may provide the highly demanded imaging data for certain clinical

usage, without incurring in additional cost/risk of performing a real acquisition.

However, medical image synthesis is very challenging to solve directly since the map-

ping from the source image to the target image (or its inverse) is usually of high dimen-

sionality and ill-posed [52, 61, 73]. As shown in Fig. 1.3(a) and 1.3(b), CT and MRI data

of the same subject have quite different appearances. And thus the mapping from MRI

to CT has to be highly nonlinear in order to bridge the significant appearance gap be-

tween the two modalities, which requires a lot of effort to model. Shown in Fig. 1.3(c), the

7T MRI has much higher resolution and much clearer contrast compared to the 3T MRI,

which makes the mapping from 3T MRI to 7T MRI very challenging. In addition, certain

regions in the images (such as tumor in Fig. 1.3(d)) may have completely different image

contrast and appearance.
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Figure 1.3: Four pairs of corresponding source (left) and target (right) images from the
same subjects. (a) shows a pair of MRI/CT brain images; (b) shows a pair of MRI/CT
pelvic images; (c) shows a pair of 3T/7T brain MRI; (d) shows a pair of T1c/T2 brain
tumor MRI. For all of them, the source and target modalities have quite different appear-
ances.

1.2.2 Previous Work

Recently, many researches have focused on estimating one modality image from an-

other and proposed many methods to address this challenge [16, 216, 25, 78, 223]. Berker

et al . [16], for example, proposed to treat the MRI-to-CT problem as a segmentation task

by segmenting MRI images into different tissue classes and then assigning each class with

a known attenuation property. This method highly depends on the segmentation accu-

racy and always needs manual work for the accuracy of the results. On the other hand,

atlas-based methods have also been used in the literature. In [25], the authors proposed to

register an atlas of MRI to the new subject’s source image and then warp the correspond-

ing target image of the atlas as the estimated target image.
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In [210], the authors proposed an extension of the well known Label Propagation (LP)

segmentation algorithm. They called it Modality Propagation which propagates intensity

value from one modality to another modality and provided a generalization of LP allowing

to work with continuous data instead of only categorical segmentation labels. Similarly,

in [21], the authors proposed an information propagation scheme, here for a given source

patch, the system looks for similar patches in the source dataset, and constructs the target

image based on their corresponding target (which is known in the training set). However,

these methods are quite time-consuming.

Besides, learning-based methods have also been explored to model a nonlinear mapping

from source image to target image, to alleviate some of the previous drawbacks [131, 93,

41, 86, 2, 224, 198, 217, 53, 170]. For instance, Jog et al . [93] learned a nonlinear regres-

sion with random forest to carry out cross-modality synthesis of high resolution images

from low resolution scans. Huynh et al . [86] presented an approach to synthesize CT from

MRI using random forest as well. Unsupervised methods have also been used. In [188] for

example, the authors proposed a framework where for each voxel in the source image, a set

of target candidate values was generated by a nearest neighbor search in the training set

of target images. Note that since there is no paired data, they need a similarity measure

that is somewhat robust to changes in modality. In this case they use mutual informa-

tion. Then, they select the best candidates by maximizing a global energy function that

takes into account the mutual information between the source and target, and also the

spatial consistency in the generated target. These methods often have to first represent

the source image by features and then map them to generate the target image. Thus, the

performances of these methods are bounded to the manually engineered features as well as

the quality of the representation of the source image based on the extracted features.

Nowadays, deep learning has become very popular in computer vision and medical

image analysis, achieving state-of-the-art results in both fields without the need of hand-

crafted features [105, 109, 71, 120]. In the particular case of image synthesis, Dong et al . [47]

16



proposed to use Convolutional Neural Networks (CNNs) for single image super-resolution.

Kim et al . [98] further improved the super-resolution algorithm by proposing a recur-

sive CNN which can boost performance without increasing parametric complexity. Li

et al . [117] applied a similar deep learning model to estimate the missing PET image from

the MRI data of the same subject. Huang et al . [83] proposed to simultaneously conduct

super-resolution and cross-modality medical image synthesis by the weakly-supervised

joint convolutional sparse coding.

One potential problem of CNN is that it tends to neglect neighborhood information

in the predicted target image, especially when the input size is small. To overcome this,

FCNs, which can preserve structural information, have been utilized for image synthe-

sis [48, 83]. Typically, the L2 distance between the predicted target image and the ground

truth is used as the loss function to train the CNNs and FCNs, which tends to yield blurry

target images especially in multi-modal distributions [133]. Minimizing the L2 loss is equiv-

alent to maximizing the peak signal-to-noise rate (PSNR); however, as it has been pointed

out in [111], a higher PSNR does not necessarily provide a perceptually better result.

1.3 Adversarial Learning for Medical Image analysis

Generative Adversarial Network (GAN) [60] is currently a very popular and success-

ful unsupervised model that can generate samples following an implicit distribution. The

GAN framework consists of two competing networks: a generator and a discriminator,

both of which are involved in an adversarial two-player game, in which the generator aims

to learn the data distribution while the discriminator estimates the probability of a sam-

ple coming from the training data or the generator. Adversarial learning, derived from

GAN [60], has been widely applied to the supervised models (such as segmentation and

generation models) with purpose of enhancing models’ capacity and achieved great suc-

cess in image generation and segmentation [60, 133, 103, 148, 205, 221, 230]. Many works

have demonstrated that adversarial learning can contribute to generate much more per-
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ceptually realistic images or videos [60, 133, 148, 88], in which the generation can even

fool human. It is also shown that adversarial learning can help improve the segmentation

performance, for instance, fixing the obvious segmentation errors [142, 103, 152]. However,

the performance gain brought by adversarial learning is usually inconsistent (or limited)

across different metrics, for instance, the generated images are becoming much more realis-

tic, while the performance in terms of quantitative metric cannot have an obvious improve-

ment and may even become worse [88, 94, 152]. Moreover, it is quite challenging to train

such a GAN framework due to the difficulty of balancing the generator and discriminator

(i.e., since discriminator has an easier job compared to the generator, it may face problem

of vanishing gradient for the generator) [60, 5, 63, 132]. Though various methods have

been proposed to solve this problem [5, 63, 132], this issue has been alleviated but still not

solved [137, 127]. Besides, mode collapse phenomenon occurs quite often in practice when

training GAN systems [138].

To address such issues, in Chapter 5, I conduct an analysis for the roles of discrimi-

nators in the classic GANs and make a comparison with those in supervised adversarial

systems. Based on the analysis, I propose adversarial confidence learning to upgrade the

adversarial learning in the supervised adversarial systems, i.e., besides the adversarial gra-

dient as in the classic GANs, I also rely on the confidence information which depicts how

well the images are segmented or synthesized provided by the discriminator to improve

the supervised generator. In particular, I propose a difficulty-aware attention mechanism

based on confidence learning for medical image segmentation (synthesis). Specifically,

apart from the segmentation network, I propose a fully convolutional adversarial network

to work as confidence network to learn how well the local regions are segmented or syn-

thesized (i.e., the confidence map generated by the confidence network can provide us the

trustworthy and untrustworthy regions in the segmented (synthesized) label map from

the segmentation (synthesis) network). Based on the confidence map, two machine learn-

ing algorithms are proposed for medical image analysis aiming at solving two challenges:
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a) I propose a difficulty-aware attention mechanism to adaptively assign region-level and

voxel-level importance to improve the design of the supervised segmentation (synthesis)

network. Since a difficulty-aware mechanism is adopted to further enhance the segmenta-

tion network, the easy-sample dominance issue can be alleviated accordingly. In the

proposed framework, the visual perception performance gain is mainly coming from the

adversarial learning, and the quantitative performance improvement is mainly from the

improved design of the supervised generator. As a consequence, the proposed system is

less sensitive to training imbalance between generator and discriminator. b) I also pro-

pose a confidence-aware semi-supervised segmentation algorithm which could adaptively

select the well-segmented regions to expand the label set. Since my method includes the

well segmented regions instead of entire segmented map in a dynamic way, my proposed

method is a better solution to alleviate the lack of labeled data problem. Besides, I also

investigate the loss functions for the confidence network, i.e., to guarantee a powerful dis-

criminator, I do a survey on various objective functions for the adversarial learning and

further propose using binary cross entropy loss as in the original classic GAN, instead of

using the widely adopted Wasserstein distance [5]. To this end, the proposed adversarial

confidence learning framework can take better advantage of adversarial learning but avoid

or alleviate the drawbacks of the adversarial learning. My proposed algorithm has been

applied to several medical image segmentation and synthesis tasks, such as pelvic organ

segmentation, which is critical for guiding both biopsy and cancer radiation therapy, and

brain tumor image cross-modality synthesis, which can help diagnose the brain lesions.

Experimental results indicate that my proposed algorithm can improve not only the vi-

sual perception performance but also the quantitative segmentation (synthesis) accuracy,

compared to other state-of-the-art methods. In addition, the semi-supervised approach is

validated to be effective in taking advantage of unlabeled data for better medical image

modeling.
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1.4 Thesis

Thesis: 1. Current encoder-decoder networks cannot accurately delineate boundaries

with low contrast due to the fuzzy information in the encoder layers. Learning high-resolution

semantic features is a potential solution. Semantic-guided encoder feature learning can en-

dow these architectures with high-resolution semantic features and thus can well handle

the blurry boundary delineation problems. 2. Adversarial learning for supervised models

work as realistic regularization. In this learning schema, the quantitative performance gain

does not well align with the visual perception improvement. Adversarial confidence learning

could achieve a synchronous performance gain by utilizing the confidence information to

enhance the design of the supervised model while retaining the realistic effect. More impor-

tantly, adversarial confidence learning can provide a platform for building difficulty-aware

attention mechanism and confidence-aware semi-supervised algorithm to address easy sam-

ple dominance issue and lack of labeled data, respectively, for deep learning based medical

image segmentation and synthesis.

The first research topic of this dissertation is about low-contrast boundary delineation.

It analyzes the limitation of the widely used encoder-decoder architecture based networks

for blurry boundary delineation problems, and then proposes the idea that high-resolution

semantic features could address this problem. Accordingly, this dissertation proposes three

algorithms to efficiently learn detail-aware semantic features so that blurry boundary delin-

eation could be well addressed.

The second research topic of this dissertation is about how to align the quantitative

performance gain with visual perception improvement with adversarial learning for medical

image analysis, how to solve easy-sample dominance issue and how to alleviate lack of

annotated label problem. By investigating the roles of discriminators in classic GANs and

comparing them with those in supervised adversarial learning systems, this dissertation

figures out that adversarial learning works as realistic regularization for supervised models.

It further proposes adversarial confidence learning framework to simultaneously achieve
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performance improvement for quantitative and qualitative metrics. This framework utilizes

the dense confidence information to improve the supervised generator with balancing the

adversarial learning for the generator. It can be suited to difficulty-aware mechanism for

alleviating the easy sample dominance issue for medical image analysis. It can also be

adjusted to solve the lack of labeled data problem by adapting a semi-supervised learning

algorithm.

1. Specific Aim (Blurry boundary delineation). The currently widely used encoder-

decoder architectures (UNet is a typical example) can improve the segmentation

accuracy by a large margin compared to conventional methods. While the encoder-

decoder architecture cannot well handle the blurry boundary delineation problem be-

cause the information provided by the encoder layers is fuzzy itself and thus cannot

accurately localize the boundaries. For multi-modal data, designing a multi-modal

network by taking the complementary information from multiple modalities into con-

sideration is a good choice to address the low-contrast issue. For single-modal data,

learning high resolution and rich semantic encoder features is a reasonable solution

to address this problem. Accordingly, high-resolution pathway and semantic-guided

encoder feature learning could both lead to learn high-resolution semantic features in

the lateral connection and thus well fight against the blurry boundary delineation.

2. Specific Aim (Adversarial confidence learning). Adversarial learning can be

utilized to enhance the training of the neural networks for medical image analysis.

Direct application of adversarial learning could lead to visual perception improve-

ment, while the quantitative performance cannot have a synchronous growth and

even become worse with adversarial learning. The adversarial learning works a re-

alistic regularization for networks by enforcing the generated image to follow the

distribution of real data in a entire image manner. However, it breaks the sample-

to-sample correspondence which is the basis of the conventional loss for objective

functions, which could thus limit the quantitative performance. This problem could
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be alleviated by exploiting the confidence information from the discriminator to de-

sign a more powerful supervised generator.

(a) Specific Aim (Difficulty-aware attention mechanism for medical im-

age analysis). In medical image analysis, easy-to-segment (easy-to-synthesize)

sample dominance phenomenon often occurs due to the irregular distribution

of some medical images which may be caused by the different abnormal degree

of the lesion or the imaging factors, such as different vendor devices or imaging

protocols. To address this problem, conventional methods usually apply more

weights to the difficult regions. However, it is hard to dynamically recognize the

difficult-regions and determine the weights. By adopting the discriminator to

encode the concatenation of probability map of segmentation and original input,

the designed fully convolutional confidence network can obtain structured diffi-

cult regions and learn reasonable confidence information in a dynamic manner.

(b) Specific Aim (Confidence-aware semi-supervised learning for medical

image segmentation). Deep learning based medical image segmentation re-

quires large scale of annotated data. However, labeled data in medical image

segmentation is usually challenging to obtain. Semi-supervised learning is a

common choice to take advantage of unlabeled medical data. However, it is

hard to determine which is a good segmented sample for unlabeled data and

conventional semi-supervised segmentation models usually include the entire

samples which have been certified to be well segmented. It largely limits the

power of semi-supervised models due to the poorly segmented regions in the

entire samples could provide wrong training signals. The adversarial confidence

learning could provide a real-time well-or-poorly-segmented determination mech-

anism for unlabeled data. More importantly, since this mechanism can select

the high-confidence segmented regions, the problem by using the entire images

as training signals could be elegantly solved.
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In order to support the thesis and the above two main specific aims, the detailed contri-

butions of this dissertation include:

1. A multi-modal evolutionary UNet is proposed to address the problems of low-contrast

multi-modal medical image segmentation. Multi-modal information is utilized to ad-

dress the low-constrast issue for medical image segmentation and fusion strategy

is further explored in the environment of multi-modal neural networks. Besides, a

transformation module composed of convolutional operations is proposed to alleviate

the channel information bias between encoder and decoder features; a fusion module

is proposed to better fuse information from encoder and decoder layers; (Aim 1)

2. High-resolution encoder-decoder networks are proposed to better delineate the blurry

boundaries for medical images, in which, dilated residual module is specifically de-

signed to replace the skip connection in encoder-decoder networks; (Aim 1)

3. Semantic-guided encoder feature learning is proposed to efficiently learn high-resolution

semantic features to endow encoder-decoder networks the capacity of blurry bound-

ary delineation; (Aim 1)

4. Contour-sensitive loss functions, including regression and soft classification, are ex-

plored for better modeling the boundaries to more clearly recognize the boundaries;

(Aim 1)

5. Extensive experiments on several large medical segmentation datasets (infant brain

segmentation in MRI, public challenge and self-owned pelvic datasets in both MRI

and CT) indicate that the proposed method can accurately delineate the blurry

boundaries with outperforming many existing methods in these tasks; (Aim 1)

6. Deep learning based method is proposed for cross-modality medical image synthesis.

Adversarial learning is utilized in the synthesis model, targeting at generating more
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realistic images. Auto-context model is also explored for alleviating the long-range

information dependency problem. (Aim 2)

7. Analysis is conducted to explore the roles of the discriminator in classic GANs and

comparison is done with those roles in supervised adversarial learning systems. To-

gether with further experiments, adversarial learning is certified to work as realistic

regularization in supervised adversarial learning systems; (Aim 2)

8. Adversarial learning can be utilized as realistic regularization for supervised models.

The problem of adversarial learning is proposed: visual perception improvement does

not well align with quantitative performance gain with standard adversarial learning;

(Aim 2)

9. Adversarial confidence learning framework is proposed to address the inconsistency

of performance gain in different metrics. By adopting a fully convolutional adversar-

ial network, dense confidence information can be utilized to better design the super-

vised generator networks to improve the quantitative performance, in the meantime,

the realistic regularization with adversarial learning is retained; (Aim 2)

10. Following adversarial confidence learning, difficulty-aware attention mechanism is

proposed for medical image segmentation and synthesis, especially hard-to-segment

samples and lesion medical image synthesis; (Aim 2)

11. Confidence-aware semi-supervised segmentation networks are proposed to adaptively

recognize the well segmented samples and regions. It targets at including the well-

segmented regions instead of the entire sample to dynamically increase the labeled

set; (Aim 2)

12. Extensive experiments that are conducted on several datasets indicate the effec-

tiveness of my proposed approaches, especially the adversarial confidence learning

framework. (Aim 2)
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1.5 Overview of Chapters

The remaining chapters of this dissertation are organized as follows.

1. Chapter 2 presents the background of related techniques and evaluation metrics used

in the dissertation. The techniques include convolutional neural networks (CNN),

generative adversarial networks (GAN) and attention models. Under CNN, the basic

knowledge and mathematical notations are presented, followed by the application

of CNN to classification, regression, image segmentatino and image synthesis prob-

lems. Under GAN, the basic theory about classic GANs and adversarial learning in

supervised models is introduced. The application of adversarial learning to image

segmentation and synthesis is also presented. Under attention models, I introduce

the basic theory about these models, and then elaborate the details about spatial

attention mechanism, channel-wise attention mechanism and mixed attention mech-

anism. Finally, several evaluation metrics are introduced. They are used to evaluate

the proposed segmentation and synthesis methods and compare them with other

existing methods.

2. Chapter 3 presents three proposed deep networks based methods to address the chal-

lenging low-contrast medical image segmentation and blurry boundary delineation

problems. For multi-modal data, I propose to take advantage of multi-modal infor-

mation with a multi-modal enhanced UNet for low-contrast medical image segmen-

tation due to the complementary information provided by the multi-modal images.

For single-modal data, I argue conventional encoder-decoder networks (e.g., UNet)

cannot well delineate the blurry boundaries from medical images. After analysis of

the encoder-decoder architectures, I propose learning high-resolution rich-semantic

encoder features could well solve this problem. The first proposed method is to mit-

igate the information gap between the encoder and decoder layers by learning high-

resolution semantic features in the lateral connection. The main idea is to use several
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dilated residual modules to form a high-resolution pathway so that I can quickly

enlarge the receptive field without pooling and make the training easier. The sec-

ond proposed algorithm is to develop a semantic-guided encoder feature learning for

blurry boundary delineation which elegantly learns the precise boundary information

with attention mechanism. Extensive experimental results are presented to evaluate

each design of the proposed methods and to show the superior performance of my

proposed methods over several existing methods.

3. Chapter 4 introduces deep residual adversarial networks for medical image synthesis.

This chapter describes the deep learning methods for medical image synthesis, and

elaborates the usage of adversarial learning in deep synthesis networks. In addition,

auto-context model is adopted to alleviate the long-range information dependency

issue. A large number of experiments are conducted to investigate the advantages

and disadvantages of adversarial learning for medical image synthesis and to validate

the effectiveness of auto-context refinement.

4. Chapter 5 presents the adversarial confidence learning framework and two follow-

ing applications to solve easy-sample-dominance issue and lack of labeled medical

data problem. This chapter first analyzes the roles discriminator in classic GANs

and compares with those in supervised adversarial learning systems. Then I intro-

duce the adversarial confidence learning framework with an example of segmen-

tation task and also have a discussion of selection of loss functions for adversarial

learning. Moreover, I elaborate the difficulty-aware attention mechanism based on

adversarial confidence learning for medical image segmentation and synthesis, es-

pecially for those hard-to-segment or hard-to-synthesis regions. Confidence-aware

semi-supervised deep segmentation models are followed up to solve the lack of la-

beled medical data challenge. Extensive experiments are conducted to validate the

effectiveness of my proposed framework and the superiority of my proposed methods.
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5. Chapter 6 concludes the dissertation and discusses the limitations of the proposed

methods and frameworks as well as future work. In the conclusion, the methods pro-

posed in this dissertation for blurry boundary delineation and adversarial confidence

learning for medical image analysis are briefly summarized. Their limitations are

also discussed. Furthermore, interesting future directions and potential strategies to

improve the proposed methods are discussed.
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CHAPTER 2: BACKGROUND

2.1 Convolutional Neural Networks

Deep learning models can learn a hierarchy of features, i.e., high-level features building

on low-level ones. The CNNs [110, 105, 18] are a type of deep models, in which train-

able filters and local neighborhood pooling operations are applied in an alternating se-

quence starting with the raw input images. This results in a hierarchy of increasingly com-

plex features. One property of CNNs is that they can capture highly nonlinear mappings

between inputs and outputs [110]. When trained with appropriate regularization [175],

CNNs can achieve superior performance on visual object recognition and image clas-

sification tasks [110, 105, 71, 82]. CNNs have also been used in other applications. In

[89, 90, 182, 77], CNNs were applied to restore and segment the volumetric electron mi-

croscopy images; Ciresan et al . [38] applied deep CNNs to detect mitosis in breast histol-

ogy images by using pixel classifiers based on patches. CNNs [47, 117, 48] were also em-

ployed to reconstruct images of desired modality. Yang et al . [208] utilized CNN to predict

the parameters in a registration model to achieve more efficient medical image registration.

2.1.1 The Basics of Convolutional Neural Networks

CNN is a class of deep, feed-forward (not recurrent) artificial neural networks. A mod-

ern CNN is composed of several essential building blocks. We will elaborate them one by

one.

To ease the description, we first give the notations used throughout the chapter. Let x

be an image and let k be the kernel function. (i, j) indexes the location in the image. f is

an activation function which will specified in the following subsection.
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Convolution

(a) (b)

Figure 2.1: Illustration of convolution. (a) shows convolution operation in neural networks.
(b) presents an example of how convolution works.

2.1.1.1 Convolution

Convolution is the core building block in CNN which could well capture the spatial

relations across pixels in images. Then the discrete 2D convolution is:

(x ∗ k) (i, j) =
∞∑
−∞

∞∑
−∞

xi−u,j−vku,v, (2.1)

At a convolution layer, the previous layer’s feature maps are convolved with learnable

kernels and put through the activation function to form the output feature maps, as shown

in Fig. 2.1 (figures are from this website1). Each output map may combine convolutions

with multiple input maps, which can be formally expressed as Eq. 2.2.

xlj = f

∑
i∈Mj

xl−1i ∗ klij + blj

 , (2.2)

where Mj represents a selection of input maps. Each output feature map is given an ad-

ditive bias b, however for a particular output map, the input maps will be convolved with

distinct kernels. In other words, if output feature map j and h both sum over input map i,

then the kernels applied to feature map i are different for output feature maps j and h.

Many works have been done to improve the convolution operation. Locally connected

convolution, which is different from plain convolution in the fact that every location in the

1 http://intellabs.github.io/RiverTrail/tutorial/
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feature map learns a different set of filters, is proposed for considering the location infor-

mation and used to process images where the key points are relatively fixed across images,

such as face recognition and prostate segmentation [196, 152]. Deformable convolution [42]

is a generic operation which can model geometric transformations without additional su-

pervision and can thus contribute to forming networks of more capacity. Depth-wise convo-

lution, a kind of separable convolution, takes full advantage of group convolution [105] to

save computation consumption. Combined with point-wise convolution which is actually

convolution operation with 1× 1 kernel, efficient lightweight networks [79] can be built to

work on mobile devices.

2.1.1.2 Pooling

Pooling operation is designed to downsample the feature maps, that is, if there are

N input feature maps, then there will be exactly N corresponding output feature maps

with downsampled size. Pooling layers are periodically inserted in-between successive

convolution layers in CNNs, with the purpose of progressively reducing the spatial size of

the representation so that we can reduce the amount of parameters and computation cost

in the network, and hence to also control overfitting to some extent. Formally,

xlj = f
(
βljdown

(
xl−1i

)
+ blj

)
, (2.3)

where down (·) represents a sub-sampling function. The widely used ones are max pooling

and average pooling.

2.1.1.3 Activation function

Activation function is one of the most important building blocks in neural networks,

which is put at the end of or in between neural networks to help decide if the neuron

would fire or not as shown in Fig. 2.2(a). The activation function is non-linear transforma-
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Activation function

(a) (b)

activation

f(x)

net input

x

Activation
function

o

Sigmoid
Rectified Linear

Figure 2.2: (a) shows activation function in neural networks and (b) displays typical
activation functions.

tion that we do over the input signal. There are several widely used activation functions,

such as sigmoid (Eq. 2.4), Rectified Linear Unit (denoted as ReLU) [144] (Eq. 2.5), tanh

(Eq. 2.6) and so on.

sigmoid(x) = 1/
(
1 + e−x

)
, (2.4)

ReLU(x) = max (0, x) , (2.5)

tanh (x) =
2

1 + e−2x
− 1. (2.6)

Compared to sigmoid which is the previously frequently used activation function,

ReLU is recently more frequently adopted as activation function in CNNs (shown in

Fig. 2.2(b)), because ReLU can alleviate the gradient vanishing or gradient explosion

problems which often occur using sigmoid [202] (Vanishing (exploding) gradients is a well

known problem in deep neural networks. As the gradient information is back-propagated,

repeated multiplication or convolution with small (big) weights lead to ineffectively small

(big) gradients in shallow layers). Some activation functions are also proposed to further

improve the ReLU, such as LeakyReLU [130] (Eq. 2.7), Parametric Rectified Linear Unit

(denoted as PReLU) [70] (Eq. 2.8, note θ is a learned vector which has the same size with
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x), exponential linear unit(denoted as elu) [39] (Eq. 2.9) and so on.

LeakyReLU (x) =

 αx

x

, x < 0

, x ≥ 0
, (2.7)

PReLU (x) =

 θx

x

, x < 0

, x ≥ 0
, (2.8)

elu (x) =

 α (ex − 1)

x

, x < 0

, x ≥ 0
. (2.9)

2.1.1.4 Normalization

To further address the gradient vanishing or exploding issues, many normalization

techniques are proposed to help better optimize the training of networks. Ioffe et al . [87]

proposed batch normalization to reduce internal covariate shift which refers to change in

the input distribution to internal layers of a deep network and thus accelerate the training

of neural networks. Followed batch normalization, instance normalization [183] and layer

normalization [19] are proposed for better training networks in certain conditions. Later,

group normalization [199] is proposed for cases when batch size is small. Currently, it is a

standard way to include one normalization technique to make the networks easier to train.

2.1.1.5 Architectures

With years of development, numerous network architectures have been proposed for

different applications, in which, AlexNet [105], VGGNet [173], Inception [177], ResNet [71]

and DenseNet [82] are the milestone architectures which inspire the computer vision field

to move forward. I briefly cover two of them: Alexnet and ResNet.
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Figure 2.3: Illustration of a typical residual block.

AlexNet is the most representative CNN architecture in the early stage, which consists

of 5 convolution layers, 3 fully connected layers, 3 pooling layers. Dropout [175] is adopted

to enhance model’s generalization ability. To save GPU memory, the convolutions are

partitioned into two groups. AlexNet achieve the state-of-the-art performance on image

recognition challenges at that time.

ResNet [71] is another milestone for deep learning. With residual learning, the per-

formances of many computer vision and medical image analysis tasks have been largely

improved [71, 68, 152]. In ResNet, the authors design a residual block and use series of

residual blocks to form the residual networks. Fig. 2.3 shows a typical residual block with

two intermedia layers. The essence of residual block is identity mapping, which can be

mathematically formulated as follows:

Z = F (A, {θi}) +A, (2.10)

where {θi} is the set of convolutional filters in the bottleneck residual unit, F is the con-

volutional layers in a residual block, and A and Z are the input and output feature maps,

respectively.
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2.1.1.6 Regularization

There are several techniques developed to regularize the networks to prevent overfitting.

L2 regularization, also called weight decay is widely adopted regularization term for neural

networks. Besides, Dropout [175], a very sophisticated design by randomly dropping part

of neurons at each training iteration, is a strong regularization for training neural networks

which can efficiently solve the overfitting problem if well used. Early stopping is another

choice for improving generalization ability of network models.

2.1.1.7 Loss function

Cross entropy loss is widely adopted to optimize the proposed CNN model for classifi-

cation problems. The mathematical formulation is given by Eq. 2.11.

H (y, p) = −
k∑
i=1

yilog (pi) , (2.11)

where yi and pi are the ground truth and the CNN score for category i in {1, 2, ..., k}, with

k denoting the number of distinct classes.

2.1.2 Deep Networks for Image Segmentation

Recent developments in deep learning have largely boosted the state of the art of seg-

mentation methods [124, 164]. Fully convolutional network (FCN) [124], a variant of CNN

by replacing fully connected layers with convolutional or deconvolutional layers, is a re-

cent popular choice for semantic image segmentation in both computer vision and medical

image fields [124, 164, 214, 158, 209, 200]. FCN trains neural networks in an end-to-end

fashion by directly optimizing intermediate feature layers, allowing it to outperform tradi-

tional methods that often regard feature learning and segmentation as two separate tasks.

UNet [164], an evolutionary variant of FCN, has achieved excellent performance for med-

ical image segmentation, by effectively combining high-level and low-level features in the
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Figure 2.4: A typical example for medical image segmentation.

network architecture. Compared to FCN, UNet can improve the localization accuracy,

especially near organ boundaries. Lin et al . [121] introduced a generic multi-path refine-

ment network with carefully designed encoder/decoder modules to increase the capacity

of U-shape network. Chen et al . [35] proposed using atrous separable convolution to en-

hance the encoder-decoder networks for semantic segmentation. Chen et al . [31] proposed

to use contour-aware knowledge to help accurately segment gland images. Zhu et al . [229]

introduced a boundary-weighted domain adaptive network to accurately delineate the

boundaries of MRI prostate. Apart from the architecture exploration, some works are also

proposed to enhance the UNet [166, 155] with the idea of applying attention mechanism

for better feature learning. A typical medical image segmentation neural network is shown

in Fig. 2.4.

2.1.3 Deep Networks for Image Synthesis

It is often quite challenging to directly synthesize high-quality demanded medical

modality images. Convolutional neural network (CNN) provides a new way for learning

highly non-linear relationships because of employing multiple-layer mapping [65, 83, 149,

226, 197, 40]. Dong et al . [47] proposed to use Convolutional Neural Networks (CNNs)

for single image super-resolution. Kim et al . [98] further improved the super-resolution

algorithm by proposing a recursive CNN which can boost performance without increasing

parametric complexity. Li et al . [117] applied a similar deep learning model to estimate

the missing PET image from the MRI data of the same subject. Nie et al . [145] proposed
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Deep Convolutional Adversarial Networks for Medical Image Synthesis

Figure 2.5: A typical example of deep networks for medical image synthesis.

using CNN for cross-modality medical image synthesis. Huang et al . [83] proposed to si-

multaneously conduct super-resolution and cross-modality medical image synthesis by

the weakly-supervised joint convolutional sparse coding. Han et al . [65] proposed to em-

ploy UNet to synthesize CT from MRI for the brain tumor. A typical deep learning based

medical image synthesis framework is shown in Fig. 2.5.

2.2 Generative Adversarial Networks

2.2.1 Classic GAN

GANs [60] are efficient unsupervised models that can generate samples following an

implicit distribution given a set of data. GANs work by training two different networks:

a generator network G, and a discriminator network D. G is typically a FCN which gen-

erates images G(z) from a random noise vector z, and D is a CNN which estimates the

probability that an input image x is drawn from the distribution of real images; that is, it

can classify an input image as real or synthetic. Both networks are trained simultaneously

with D trying to correctly discriminate between real and synthetic data, while G is trying

to produce realistic images that will confuse D. More formally, for D, we would like to

find its parameters:

max
D

log(D(x)) + log(1−D(G(z))), (2.12)
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For G, we would like to optimize

max
G

log(D(G(z))). (2.13)

To improve the training of GANs, Radford et al . [161] explored unsupervised learn-

ing with CNN and introduced a class of CNNs called as deep convolutional GANs (DC-

GANs) with certain architectural constraints to be strong candidates for unsupervised

learning. To solve the gradient vanishing issues in GANs, Arjovsky et al . [5] proposed

Wasserstein distance as a metric to measure how close the generated distribution and the

real distribution are. Many other works are also proposed to solve or alleviate this prob-

lem [127, 132, 160]. Metz [138] proposed the unrolled GAN to stabilize the training of

GAN and mitigate the mode collapse phenomenon.

2.2.2 Adversarial Learning in Supervised Systems

Adversarial learning has been also widely extended to supervised models, such as im-

age segmentation and synthesis. Isola et al . [88] used conditional GAN on image-to-image

translation problems, in which, a L1 or L2 loss is also applied to train the generator and

this supervised loss can guarantee the correspondence between input modality and out-

put modality, while the adversarial loss contributes to generate realistic style images.

Nie et al . [148] proposed to use adversarial learning together with a L1 or L2 loss and

gradient different loss to generate realistic-like CT images from MRI. However, the perfor-

mance in terms of quantitative metrics become even worse when using adversarial learning.

Luc et al . [125] proposed to use adversarial learning to help segmentation tasks, and the

authors argue that adversarial learning works as a regularization to enforce higher-order

spatial consistency among different classes because adversarial learning can assess the joint

configuration of many label variables, which is beyond the capacity of a typical segmenta-

tion objective function - cross-entropy loss. Adversarial learning is also used to improve
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Figure 2.6: A typical example of GAN for medical image synthesis.

the medical image segmentation [205, 152]; however, the performance gain by adversarial

learning is actually limited to fix the obvious segmentation errors. A typical medical image

synthesis task with adversarial learning is shown in Fig. 2.6.

2.3 Attention Models

“Attention” is defined as the “active direction of the mind to an object”2. The essence

of the attention mechanism is to draw inspiration from the human visual attention mech-

anism. Generally, when we visually perceive objects, we do not usually see a scene from

the beginning to the end, but often focus on a specific part of the demand. When we find

that a scene often appears in a certain part of what we want to observe, we will learn to

put attention on that part when similar scenes appear in the future. This is thought to be

the essence of the attention mechanism.

In machine learning field, attention mechanism is first introduced in [140] for image

classification with visual attention on recurrent models. Current attention mechanisms

are actually originated from natural language processing models which develops machine

translation models with 1D data [9, 186].

2 https://skymind.ai/wiki/attention-mechanism-memory-network
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Given a set of queries, i.e., n query vectors, which are usually features in different po-

sitions (spatial domain) or different channels (channel domain) (Taking spatial domain

query vectors as an example: suppose there are d feature maps in a certain convolutional

layer, then the features to represent a certain query position can be a d-dim vector. If

there are n query positions, then there are n query vectors), q1, q2, . . . , qn ∈ Rd, a set of

keys, i.e., m key vectors, which are usually features in the current positions (spatial do-

main) or channels (channel domain) (The definition is similar with query vectors and the

difference is we only consider certain key positions or channels), k1, k2, . . . , km ∈ Rp (p = d

if it is attention within the same layer which is usually the case for computer vision but

not for natural language processing), and m value vectors v1, v2, . . . , vm ∈ Rp, the attention

mechanism is to compute a bank of output vectors o1, o2, . . . , on ∈ Rq by combining the

transformed value vectors g (vi) ∈ Rq in a linear manner. It is worth noting that the coef-

ficients of the linear combination are usually approximated by the relations between the

corresponding query vector and each key vector. This process can be formally expressed as

Eq. 2.14,

oj =
1

C

m∑
i=1

f (qj, ki) g (vi), (2.14)

where f (qj, ki) characterizes the relation (e.g., similarity) between qj and ki, g (·) is usu-

ally a linear transformation g (vi) = Wvvi ∈ Rq, where Wv ∈ Rq×p, and C =
∑m

i=1 f (qj, ki)

is a normalization factor. A commonly suggested similarity function is the embedded

Gaussian [193], usually defined as Eq. 2.15.

f (qj, ki) = exp
(
ϕ(qj)

Tφ (ki)
)
, (2.15)

where ϕ (·) and φ (·) are linear transformations, which are defined as ϕ (qj) = Wqqj and

φ (ki) = Wkki, respectively.

Attention mechanism has been extended to deal with 2D images and 3D video process

models [231, 193]. When dealing with 2D data, the inputs to the attention operator can be
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represented as 3D tensors Q ∈ Rh×w×c, K ∈ Rh×w×c and V ∈ Rh×w×c, where h, w, and c

represent the height, width, and number of channels, respectively (Note, we have assumed

the three tensors having the same shape for simplicity). The output vectors are also a 3D

tensor O ∈ Rh×w×q. We further elaborate them as below in the perspective of different

domains.

2.3.1 Spatial Domain Attention Mechanism

Wang et al . [193] proposed non-local block to capture long-range dependencies; in

other words, it is designed to aggregate information from other locations to enhance the

features at the current location. The non-local operation computes the response at a posi-

tion as a weighted sum of the features at all positions, as shown in Fig. 2.7(a). If the input

feature maps are x = {xi}Np

i=1, Np is the number of pixels in this feature map, and z is the

output feature map. Then we can formally define the non-local operation as Eq. 2.16.

zi = xi +Wz

Np∑
j=1

f (xi, xj)

C (x)
(Wv · xj), (2.16)

where f (xi, xj) computes the relation between pixels at position i and j, which is usually

instantiated by embedded Gaussian as defined in Eq. 2.15 and C (x) is the normalization

factor. Wz and Wv denote linear transform matrices (e.g., 1× 1 convolution).

The similar idea has been applied to image segmentation tasks. For example, Yuan et al . [215]

proposed to address the scene parsing problem by first aggregating context and then con-

ducting the segmentation step which could be more robust compared to the original pixel-

wise segmentation. Inspired by the self-attention mechanism, this study proposed com-

puting a similarity map for each pixel p, where each similarity score indicates the degree

that each corresponding pixel and the pixel p belongs to the same category. Such simi-

larity map is called as object context map, which serves as a surrogate of the true object

context.
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Figure 2.7: Illustration of two attention blocks. (a) shows a non-local block. (b) shows a
global context block.
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Figure 2.8: A Squeeze-and-Excitation block.

2.3.2 Channel Domain Attention Mechanism

In each convolutional layer of CNN, we have a number of channels. The characteristics

of each channel actually represent the components of the image on different convolution

kernels. If we compute a weight to each channel’s signal to represent the channel’s rele-

vance to the key information, the greater the weight, the higher relevance to the key infor-

mation will be. As a result, this weight can represent the attention we should pay to the

corresponding channel.

Squeeze-and-Excitation Network (SENet) [81] is typical well designed channel domain

attention model, including squeeze and excitation parts. A flowchart to depicts the SE
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block is shown in Fig. 2.8. The squeeze part is actually formulated as a global average

pooling operation shown in Eq. 2.17, which squeezes each channel to a single numeric

value.

zc = Fsq (uc) =
1

W ×H
∑W

i=1

∑H

j=1
uc (i, j), (2.17)

where uc is feature map for channel c.

The excitation is implemented by two fully connected (FC) layers. The first FC layer

compresses C channels into C/r channels to reduce the amount of computation (followed

by ReLU), the second FC layer is restoring back to C channels (followed by Sigmoid), and

r is compression proportion. Formally,

s = Fex (z,W ) = σ (g (z,W )) = σ (W2δ (W1z)) , (2.18)

where z is the vector of squeezed single numeric values for all the channels, W1 and W2 are

the weights for the first and second FC layers, respectively.

To this end, the weighting coefficient for each feature map of the convolutional block is

learned and we can finally weight these feature maps so that we can emphasize or suppress

certain channels.

Another typical work about channel attention mechanism is originated from DANet [54].

In DANet, the channel attention mechanism mainly targets at modeling interdependencies

between channels since the mechanism wants to improve the feature representation of

specific semantics (Each feature map of a high layer can be regarded as a class-specific

response, and different semantic responses are associated with each other). Fig. 2.9 shows

the structure of the channel attention module. The attention map w ∈ RC×C is calculated

from the original feature maps x ∈ RC×H×W . In particular, x is shaped to RC×N , and

then a matrix multiplication is performed between x and xT . Finally, we apply a softmax
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Figure 2.9: A channel attention block from DANet.

operation to obtain the channel attention map on w. Formally,

wji =
e(xi·xj)∑C
k=1 e

(xi·xk)
, (2.19)

where xj and xi represent the jth and ith feature maps, respectively, and wji measures

the jth channel’s impact on the ith channel.

In addition, a matrix multiplication is performed between the transpose of w and x,

and the result is then reshaped to RC×H×W . Then a scale parameter (β) is further applied

on the result. Together with an element-wise sum operation with x, the final output is

obtained by Eq. 2.20.

Ei = β
∑C

i=1
(xjwji) + xj. (2.20)

The channel-wise attention mechanisms are widely used in computer vision and medi-

cal image analysis algorithms [232, 220, 225].

2.3.3 Mixed Domain Attention Mechanism

The spatial domain attention mechanism does well in global context modeling but has

a huge computation cost, while the channel domain attention mechanism just needs small

computation cost but it cannot take full advantage of global context information. To take

advantage of both mechanisms and alleviate the shortcomings, Cao et al . [24] analyzed
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both non-local networks and squeeze-excitation networks, and proposed global context

networks (GCNet) to go beyond the drawbacks of both networks. In GCNet, global con-

text block is proposed for effective modeling on long-range dependency with lightweight

computation. As shown in Fig. 2.7(b), global attention pooling is used for global context

modeling, bottleneck transform is used to capture channel-wise dependency and broadcast

element-wise addition is used for feature fusion.

Similar ideas have been used for natural image segmentation and achieved great suc-

cess [54].

Different from the idea of context modeling, Roy et al . [166] successfully extended

the SE module to spatial domain. Their proposed concurrent spatial and channel SENet

has achieved better performance for medical image segmentation, in which the squeeze

excitation idea is adjusted to spatial domain to capture the spatial details so that we can

use the learned important local regions in the feature maps to enhance the training of

networks. At the same time, the channel domain attention mechanism is retained and thus

could model the channel-wise dependency information.

2.4 Easy-Sample Dominance Issue

The easy-to-segment (or easy-to-synthesize) sample dominance phenomenon often

occurs in deep learning based medical image analysis tasks due to the irregular distribu-

tion of medical images, which is usually attributed to the different abnormal degree of

the lesion or the imaging factors, such as different imaging protocols or vendor devices.

Several works have been proposed in the literature to address this problem [172, 122, 1].

To achieve better performance on hard-to-segment (or hard-to-detect) samples, Shrivas-

tava et al . [172] proposed a simple strategy to automatically select hard samples for fur-

ther tuning the networks. Kumar et al . [106] made use of hard example mining technique

to develop an incremental learning framework that can adapt to new medical data while

retaining existing knowledge.
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To prevent the vast number of easy samples from overwhelming the networks during

training, Lin et al . [122] designed focal loss for detection and achieved promising results.

In particular, the authors proposed to add a modulating factor to the cross entropy loss,

with tunable focusing parameter. More formally,

FL (pt) = −(1− pt)γ log (pt) , (2.21)

where t indexes the category, and γ is the scaling factor.

The scaling factor of (1− pt)γ largely suppresses the contribution of easy-to-classify

samples to the training loss (e.g., when pt = 0.9, the scaling factor is 0.01 supposing

γ is 2). It can also lightly suppress the contribution of hard-to-segment samples (e.g.,

when pt = 0.1, the scaling factor is 0.81). Therefore, the sample attention mechanism

can adaptively shift the training focus to hard-to-classify samples and address the issue of

dominance by easy samples.

In another work [1], the authors introduced to directly apply focal loss for the biomed-

ical image segmentation. However, the focal loss has some shortcomings when applied to

medical image segmentation due to its usage of predicted probability on the samples as the

hard-or-easy evaluator which could neglect the structural information and may also suffer

from multi-category competition issues.

2.5 Evaluation Metrics

2.5.1 Evaluation for Medical Image Segmentation

In medical image segmentation experiments, Dice similarity score (DSC), modified

Hausdorff distance (MHD) [49] and Average Surface Distance (ASD) [211] are three widely

used performance metrics to quantitative evaluate the performance.
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Formally, DSC is defined by,

DSC = 2
|A ∩B|
|A|+ |B| , (2.22)

where A and B denote the binary segmentation labels generated manually and computa-

tionally in terms of image segmentation, respectively, |A| denotes the number of positive

elements in the binary segmentation A, and |A ∩B| is the number of shared positive ele-

ments by A and B.

Supposing that C and D are the two sets of positive pixels identified manually and

computationally, respectively, for one tissue class of a subject, the MHD can then be de-

fined as Eq. 2.23.

MHD (C,D) = max (d (C,D) , d (D,C)) , (2.23)

where d (C,D) = 1
Nc

∑
c∈C d (c,D), and the distance between a point c and a set of points

D is defined as d (c,D) = min
∑

d∈D ‖c− d‖.

Mathematically, ASD is defined by Eq. 2.24.

ASD =
1

2

(∑
Vi∈SA

minVj∈SB
d (Vi, Vj)

|SA|
+

∑
Vj∈SB

minVi∈SA
d (Vj, Vi)

|SB|

)
, (2.24)

where SA is the surface of the manual segmentation map, SB is the surface of the auto-

matic segmentation map, and d (Vj,Vi) indicates the Euclidean distance from vertex Vj

to the vertex Vi.

2.5.2 Evaluation for Medical Image Synthesis

For medical image synthesis tasks, mean absolute error (MAE), peak signal to noise ra-

tio (PSNR) and structural similarity (SSIM) index are the widely used evaluation metrics

to quantitatively measure the performance. Suppose I is the ground-truth image with size

46



of m× n, and U is the synthesized image.

MAE =
1

mn

∑m−1

i=0

∑n−1

j=0
|I (i, j)− U (i, j)|, (2.25)

PSNR = 10 · log10
(
MAX2

I

MSE

)
, (2.26)

where MAXI is the maximum possible pixel value of the image, and MSE is mean squared

error:

MSE =
1

mn

∑m−1

i=0

∑n−1

j=0
[I (i, j)− U (i, j)]

2

. (2.27)

SSIM (x, y) =
(2µxuy + C1) (2σxy + C2)(

µ2
x + µ2

y + C1

) (
σ2
x + σ2

y + C2

) , (2.28)

where µx and µy are the mean of image x and y, respectively. σx and σy are the variance

of x and y, respectively. σxy is covariance between x and y. C1 and C2 are two variables to

stabilize the division with weak denominator with C1 = (k1L)
2 and C2 = (k2L)

2 where L

the dynamic range of the pixel-values typically this is 2n − 1 where n is the number of bits

per pixel), k1 = 0.01 and k2 = 0.03. Note, it will return a local SSIM map by Eq. 2.28 and

a further average step should be applied to obtain a global SSIM (scalar).
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CHAPTER 3: DEEP NEURAL NETWORKS FOR BLURRY BOUNDARY
DELINEATION

As introduced in Sec. 1.1.1, low contrast is a major challenge for medical image seg-

mentation. To overcome this challenge, this chapter first describes a deep learning based

method for multi-modal low-contrast medical image segmentation:

1. 3D-TFmUNet1: I propose a multi-modal UNet to overcome the low tissue contrast

challenge in isointense infant brain MRI segmentation by fully exploiting complemen-

tary information in the multiple modalities, which is introduced in Sec. 1.1.3. Since,

the UNet exist a huge information gap between the shallow and deep layers which

may have a negative impact for the information fusion, I propose using a transforma-

tion block and a fusion layer to remedy the information gap. Also, I have explored

how patch size could impact the segmentation performance. Moreover, initializa-

tion, pooling and upsampling strategies (i.e., the basic network components) are also

empirically discussed in this study.

As described in Sec. 1.1.4, blurry boundary delineation is also very challenging. In this

chapter, I further propose two novel algorithms to improve the encoder-decoder networks

so that I can better deal with single-modal low-contrast medical images, especially those

with blurry boundaries.

1. High-resolution encoder-decoder networks2: To overcome the challenges of low con-

trast medical image segmentation (for instance, pelvic organ segmentation as in-

troduced in Sec. 1.1.1), a high-resolution multi-scale encoder-decoder network was

1This work was published in IEEE Transactions on Cybernetics [151]. This chapter uses parts of text
descriptions and figures from the published paper.

2This work was published in IEEE Transactions on Imaging Processing [228]. This chapter uses parts of
text descriptions and figures from the published paper.
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proposed. In particular, a high-resolution branch, a specially-designed pathway with

several dilate residual blocks, was put in the lateral connection for high-resolution

semantic information exploitation. In addition, contour regression was formulated as

an additional task to help accurately localize the boundaries.

2. Semantic-guided encoder feature learning for encoder-decoder networks3: To effi-

ciently delineate blurry boundaries from low-contrast medical images (for example,

prostate boundary delineation introduced in Sec. 1.1.4), I proposed semantic-guided

encoder feature learning strategy to endow the encoder-decoder networks with ca-

pacity for blurry boundary delineation. Specifically, empirical study was carried out

to analyze why the encoder-decoder networks cannot well model blurry boundary

delineation problems. Then I argue learning high-resolution semantic information

could be a potential solution. Hence, I proposed using the semantic information from

decoder layers as guidance to boost the feature learning of the encoder features. In

particular, I designed a channel-wise and spatial-wise attention mechanism for the

concatenated features (from both encoder and decoder layers) to efficiently learn

high-resolution semantic features. Finally, these meaningful features were provided to

the decoder layers to help more precisely delineate the fuzzy boundaries.

Sec. 3.1 introduces the proposed 3D-TFmUNet together with ablation study and

experimental results for multi-modal isointense infant brain MRI segmentation which

mainly fight against the low tissue contrast of gray matter and white matter in the images.

Sec. 3.2 presents the high-resolution encoder-decoder networks for pelvic organ segmen-

tation. I have also vastly discussed when and how I should use the proposed approach.

Sec. 3.3 introduces a carefully designed semantic-guided encoder feature learning strat-

egy, which is actually a lightweight pathway in the lateral connection, for blurry boundary

delineation. Experimental results and ablation study are also reported in this section.

3This work was under review in a conference [147]. This chapter uses parts of text descriptions and figures
from the manuscript.
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3.1 Multi-Modal Neural Networks for Low-Contrast Medical Image Segmenta-
tion

As mentioned in Sec. 1.1.3, multi-modal images could provide complementary infor-

mation to overcome the low tissue contrast in single modal images. Since UNet cannot

well address the segmentation for low-contrast medical images, I propose to exploit multi-

modal information to address the low-contrast issue in medical image segmentation by

developing a multi-modal UNet. In addition, I propose a transformation module as well

as a fusion module to alleviate the potential information bias between shallow layers and

deep layers.

In the following, I first introduce 3D-mUNet architecture (as shown in Fig. 3.1) by

extending the conventional UNet [124] architecture to 3D case with multi-modal input

in Sec. 3.1.1, and then present the further extended 3D-mTFUNet model for considering

information balance between lower and deeper layers in Sec. 3.1.2. Later, I give details of

training in Sec. 3.1.3 and Sec. 3.1.4. Experimental results and ablation study are reported

in Sec. 3.1.5.

3.1.1 The Designed Basic 3D-mUNet Architecture

One of the most challenging steps in adopting deep learning framework is the design

of network architecture. The conventional UNet [164] utilizes pooling operations 4 times

which aims to highly abstracting the input information. However, the localization informa-

tion could be seriously lost. I try to alleviate this problem by designing a basic framework

to make a tradeoff between the resolution and abstraction of input information. Inspired

by Simonyan et al .’s work [173] and Vijay et al .’s work [8], I design the 3D-architecture for

MR images with groups of convolutional layers and de-convolutional layers, as shown in

Fig. 3.1. Note, I only employ pooling operation 3 times, and use the smallest convolution

filters 3 × 3 × 3 which are believed to be able to capture the details better [173]. Reduc-

ing pooling operations will definitely mitigate the loss of resolution and I can have more
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Figure 3.1: Illustration of 3D-mUNet architecture.

layers with the small convolution filters which will retain the abstraction of information.

This network applies softmax loss to the top layer of the networks. As demonstrated by

Wang et al . [192], the complementary information from multiple imaging modalities is

beneficial to dealing with insufficient tissue contrast. I thus feed three modality images as

inputs to the neural network to learn complementary information from each other.

In my 3D-mUNet, the 1st group of layers consists of three convolutional layers (each

containing 96 filters), followed by a pooling layer. These feature maps are fed into the 2nd

group of layers consisting of two convolution layers (each with 128 filters), followed by a

pooling layer. In the 3rd group of layers, one convolutional layer with 128 filters is applied,

followed by a pooling layer. Note that all convolution filters are with a size of 3 × 3 × 3,

and rectified linear unit (ReLU) [144] is employed as an activation function after each

convolution layer. I use one voxel as stride and add one voxel as pad for all convolution

layers.

Then, the output feature maps from the 3rd group of layers are up-sampled through a

deconvolution layer to the 4th layer group with 32 filters. The 5th and 6th layer groups are

both deconvolution layers with 32 filters, following the 4th layer group. The deconvolution

filters are all of size of 4×4×4. In addition, the last deconvolution layer owns 4 filters, which

correspond to 4 categories such as CSF, GM, WM, and background. It is worth noting

that, similar to many previous works [124, 173, 8], convolution layers are added after each
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deconvolution operation. Finally, a layer consisting of the softmax units is applied at the

end of the network, aiming at predicting one label (out of 4 possible labels) for each voxel.

The network minimizes the cross entropy loss between the predicted labels and ground-

truth labels. Suppose k is the number of categories, m is the samples in a batch, x and

y corresponds to predicted probability and ground truth label respectively. Formally, the

objective function can be described by Eq. 3.1.

J (θ) = − 1

m


m∑
i=1

k∑
j=1

I
{
y(i), j

}
log

eθ
T
j x

(i)

k∑
l=1

eθ
T
l x

(i)

 , (3.1)

where

I
{
y(i), j

}
=

 1, y(i) = j

0, y(i) 6= j
. (3.2)

3.1.2 3D-TFmUNet

The combination (concatenation) operation in UNet cannot deal with the feature maps

with different numbers well (i.e., the original deeper layers usually have much less feature

maps than the shallower layers), and thus the signals from the deeper layers can be ig-

nored during the fusion operation. To address it, I propose a transformation module, for

example, using additional convolutional layers with 1× 1× 1 kernels, to adjust the number

of feature maps from lower layers to be comparable to the number of the corresponding

higher layers. Moreover, these additional convolutional layers can also work as transfor-

mation modules to boost the low-level features to be complementary for the high-level

features. Note that this transformation block will not change the size of the feature maps,

except adjusting just their numbers. In addition, I provide fusion modules (extra 1× 1× 1

or 3× 3× 3 convolutional layers are utilized to work as the fusion modules in this study and

we can also apply attention blocks to work as the fusion modules in future work.) after
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Figure 3.2: Illustration of proposed architecture for multi-modal infant brain MRI segmen-
tation. Here, CP denotes a copy and concatenate subprocedure.

the concatenation layers to enhance the fusion of the low-level and high-level features. In

this way, the resolution information from shallow-layer feature maps is smoothly passed

through the network and used in the up-sampling phases to help achieve more accurate

localization. As a consequence, the convolution layers during the up-sampling phase can

generate more precise outputs based on the assembled feature maps. The respective archi-

tecture is shown in Fig. 3.2. I denote this model as 3D-TFmUNet for short. Furthermore,

a batch normalization [87] operation is adopted after each convolution operation to make

the network easier to converge.

3.1.3 Weighting the Loss

In many real applications, like the infant brain segmentation, the numbers of data

samples from different categories are often quite different, and thus the distributions of

the data among different classes are not balanced. This may cause over-fitting to a specific

category (usually the dominant category), which is the so-called imbalanced data problem.

To avoid this phenomenon, a class balance strategy is proposed. Specifically, a weighting

scheme is adopted for the loss to address the class imbalance problem during training.

The weighted cross entropy loss can also be formed as Eq. (3.1) but with Eq. (3.3) as the

weight parameter (Cj is the loss weight for a specific category j, and it can be given by
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inversely proportional to the fraction of samples in each corresponding category.).

I
{
y(i), j

}
=

 Cj, y
(i) = j

0, y(i) 6= j
. (3.3)

3.1.4 Training the Proposed Networks

As it is the case with almost every medical imaging application, the dataset used to

train a model is often limited, while almost all deep models require a huge number of

samples for training [59, 105]. On the other hand, it is better for 3D-TFmUNet to operate

on full images in order to have large receptive field and cover broad context information.

To remedy these challenges and also to train a reliable deep model, a tradeoff between

receptive field and the dataset size is made. Specifically, the overlapping patches of size 32×

32× 32 are extracted for both original images and manually-segmented images. To augment

the number of training patches, the patches are slid throughout the entire image with a

certain step size. In this way, a sufficient number of training patches could be generated.

With the deep architecture shown in Fig. 3.2, the total number of parameters is 2, 534, 276.

To train the designed network, the convolution kernels are initialized with Xavier algo-

rithm [59], which can automatically determine the scale of initialization based on the num-

bers of input and output neurons. The network biases are initialized to 0. Then, a coarse

linear search is conducted to determine the initial learning rate and also the weight decay

parameters. The learning rate is initially set to 5× 10−3, and then decreased by 10 times for

a fixed step size during training. The proposed model is trained by back propagation [108].

Specially, Caffe [92], a commonly-used deep learning framework, is adopted to implement

the proposed method with minor modification.
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3.1.5 Experimental Results

In this study, I use data containing multi-modality infant brain MR images to run

the experiments and compare my proposed method with the baseline and state-of-the-art

methods. I first introduce the dataset and the respective preprocessing steps, followed by

description of evaluation metrics.

3.1.5.1 Multi-modality Infant Brain Dataset

For this dataset, T1, T2, and diffusion-weighted MR images of 11 healthy infants were

acquired using a Siemens 3T head-only MR scanner. Both T2 image and the fractional

anisotropy (FA) image (derived from distortion-corrected DWI) were first rigidly aligned

with T1 image of the same infant and further up-sampled into an isotropic resolution of

1× 1× 1 mm3. T1 images were acquired with 144 sagittal slices using parameters: TR/TE

= 1900/4.38 ms, flip angle = 7◦, resolution = 1× 1× 1 mm3. T2 images were acquired with

64 axial slices using parameters: TR/TE = 7380/119 ms, flip angle = 150◦ and resolution

= 1.25× 1.25× 1.95 mm3. Diffusion-weighted MR images were acquired with 60 axial slices

using parameters: TR/TE = 7680/82 ms, resolution = 2 × 2 × 2 mm3, 42 noncollinear

diffusion gradients, and b = 1000 s/mm2; and seven non-diffusion-weighted reference scans

were also acquired. The skull, cerebellum and brain stem finally removed from the aligned

T2 and FA images with in-house tools. One example is shown in Fig. 1.1.

To generate manual segmentation for training, initial segmentation was first obtained

with a publicly available infant brain segmentation software, iBEAT4 [43]. Then, man-

ual editing was carefully performed by an experienced rater according to T1, T2 and FA

images for correcting possible segmentation errors.

4 http://www.nitrc.org/projects/ibeat
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3.1.5.2 Evaluation Metrics and Comparison Methods

In the experiments, I adopt DSC (Eq. 2.22) and MHD (Eq. 2.23) as the quantitative

performance metrics.

To show the superiority of my proposed method, the following methods are adopted as

comparison methods in the experiments:

1. FMRIB’s Automated Segmentation Tool (FAST) [222].

2. Majority Voting (MV): For the 11-subject dataset, I employed a leave-one-strategy

(for any testing image, the remaining 10 subjects are used as atlases) and I used

ANTs [6] for registration based on T1 MRI.

3. Random Forest (RF): In my implementation, for each tissue type, I randomly se-

lected 10,000 training voxels for each class label from each training subject. Then,

from the 7 × 7 × 7 patch of each training voxel, 10,000 random Haar-like features

were extracted from all source images: T1, T2, FA images, and then I trained 20

classification trees. I stopped the tree growth at a certain depth (i.e., D = 50), with

a minimum number of 8 samples for each leaf node (smin = 8). Note that these set-

tings have been optimized in LINKS [190].

4. Random Forest with auto-context model (LINKS) [190]: Based on the above-mentioned

RF, I then apply the auto-context model to iteratively refine the results. Specifically,

I not only extracted Haar-like features from all source images: T1, T2, FA images,

but also three probability maps of WM, GM and CSF. All the features were used

to train the RF (Note, it is now auto-context refined, and called LINKS). In each

iteration, the training of model followed the RF settings introduced above.

5. Training TFmUNet for 2D patches along each dimension, after which I perform ma-

jority voting for the results from different TFmUNet models (2D-TFmUNet).
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6. 3D-CNN: The network shares the same three layer groups in Fig. 3.1, and followed

by three fully connected layers, and the output corresponds to the center voxel of the

input patch.

In the following sections, I first discuss and evaluate the parameter selections as well as

training strategies, and then present comparison experiments with state-of-the-art meth-

ods.

3.1.5.3 Impact of Patch Size

Patch size plays an important role in CNN-based methods, since it regulates the trade-

off between localization accuracy and the use of context [38]. Fortunately, UNet-based

architectures can slightly mitigate the impact of patch size on the segmentation tasks [153,

164]. To investigate the impact of patch size in this project, I conduct several experiments

using 4 different input patch sizes: 16× 16× 16, 32× 32× 32, 48× 48× 48 and 64× 64× 64,

for training the same UNet architecture shown in Fig. 3.2. Fig. 3.3 shows the respective

results (i.e., Dice ratio of segmentation as a function of patch size).

As shown in Fig. 3.3, the segmentation performance is the worst with the patch size of

16× 16× 16 due to the smallest context information. With the patch size of 32× 32× 32,

the segmentation task obtains the best performance. It is interesting to note that the Dice

ratio becomes slightly worse when the patch size grows. This may be due to the fact that,

when I use larger patch size, I will have smaller available number of patches to train the

model, thus resulting in a little lower performance. The result also shows that the UNet-

based architecture is somewhat robust to patch size when the patch size is larger than a

certain value. This advantage roots from the fact that the localization accuracy is stable

when using UNet-based architectures. On the other hand, when the patch size is larger,

the improvement may be limited by the number of extracted patches. With the insight

gained through this experiment, I set the patch size to be 32 × 32 × 32 throughout all

experiments below.
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Figure 3.3: Changes of Dice ratios of WM, GM and CSF on 11 isointense subjects, with
respect to different patch sizes. Here, leave-one-subject-out cross validation is used.

3.1.5.4 Importance of Multi-modality Information

To demonstrate the effectiveness of using multi-modality data (i.e., T1, T2 and FA in

the experiments), I run the same model for each imaging modality separately, or together.

Fig. 3.4 illustrates the Dice ratios of my proposed method with respect to different com-

binations of three imaging modalities. It can be seen that using more imaging modalities

generally results in more accurate segmentations than using any single imaging modality.

Moreover, using all three imaging modalities provides the best performance, compared

to the cases of using any two imaging modalities. This indicates that the multi-modality

information is useful for guiding tissue segmentation. The same conclusion can also be

drawn by looking into the experimental results on the second dataset as described below.

It is worth noting that I adopt early fusion strategy for multi-modal data fusion in this

study. Actually, late fusion is another common choice for multi-modal data fusion, which

employs multi-pathway encoder to model multi-modal data and adopts a concatenation
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Figure 3.4: Average Dice ratios of the proposed method with respect to different combina-
tions of 3 imaging modalities.

layer at a certain decoder layer to fuse the information from different branches. In our

experimental settings, the two architectures actually present very similar performance

which is consistent with [46]. Since the multi-pathway encoder based network occupies

much more memory and include more parameters, we select the early fusion strategy in

this study, as shown in Fig. 3.2.

3.1.5.5 Importance of Using the Transformation and Fusion Modules

As described in Sec. 3.1.2, I design a transformation block composed of convolution

layers to operate on the shallow-layer feature maps before concatenating them with deep-

layer feature maps. This block is used to reduce the potential bias effect when directly

copying the signals to the higher layer. The fusion module is also utilized to better fuse

the combined features. Experiments are carried out to compare the networks with (3D-

TFmUNet) and without (3D-mUNet) the transformation and fusion modules on the 11-

subject dataset. All experimental settings are the same except using the transformation

and fusion modules. The experimental results in terms of Dice ratio are shown in Fig. 3.5.
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As can be seen, 3D-TFmUNet outperforms 3D-mUNet on all three brain tissues, suggest-

ing that the application of the designed transformation and fusion modules contributes to

enhancing the discrimination capability. It is worth noting that the model complexity (i.e.,

the number of parameters) only increases by 1.39% with using the designed transformation

and fusion modules.
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Figure 3.5: Comparison of 3D-TFmUNet and 3D-mUNet.

3.1.5.6 Impact of Network Initialization Strategies

The impact of initialization strategies is explored towards the network training and

the segmentation performance. Specifically, the following strategies are used to initialize

the network, respectively, i.e., Constant (0), Gaussian (0,0.01), and Xavier [59]. All other

settings are kept the same, and the convergence with respective to different initialization

strategies is presented in Fig. 3.6(a). Obviously, the “Constant” initialization cannot guar-

antee a converged training, while “Gaussian” and “Xavier” initializations can both result

in good convergence. As it is obvious in Fig. 3.6(b), using “Xavier” to initialize the net-
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work leads to the best performance. Hence, Xavier initialization algorithm is adopted to

initialize the networks in this study.
fafds

(a) (b)

Figure 3.6: Comparison of different initialization strategies in the proposed model. The di-
agram (a) depicts the convergence situation, and (b) shows the segmentation performance.

3.1.5.7 Impact of Pooling Layers: Pooling-Included vs. Pooling-Excluded Networks

In the FCN-based network architectures (Pooling-Included network, e.g., the proposed

designed network), pooling is an important component to increase the receptive field dra-

matically and produce invariant feature representation. However, it will also result in the

loss of spatial information. In the proposed designed network (Fig. 3.2), skip connections

are utilized to aggregate the shallower (high-resolution) layers and the deeper (highly-

semantic) layers, aiming at making up the lost information. Another possible way to avoid

the loss of spatial information is to exclude the pooling layers and only include the con-

volutional layers (Pooling-Excluded network). To see the importance of pooling layers,

I conducted comparison experiments between the proposed designed network with pool-

ing layers and two Pooling-Excluded networks: 1) Self-Designed: the network is with 11

convolutional layers, with each layer having 3 × 3 × 3 convolution filter (to satisfy the

requirement of receptive field, as the input patch size is 32 × 32 × 32), but no pooling
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layer; 2) DeepMedic: the popular 3D multi-scale CNN (DeepMedic) [95], which was well-

designed and showed excellent performance in lesion labeling tasks. The experimental

results are given in Fig. 3.7. The Pooling-Included network (i.e., the proposed model)

works better than the other two Pooling-Excluded networks, indicating that the use of

Pooling-Included networks with skip-connection is a better choice for the semantic segmen-

tation tasks. DeepMedic works better than the Self-Designed network, because multi-scale

designed network partially alleviates the insufficient receptive field problem and learns

invariant features.
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Figure 3.7: Comparison between Pooling-Included network and Pooling-Excluded networks
(Self-Designed and DeepMedic).

3.1.5.8 Impact of Upsampling Strategies

Upsampling layers (e.g., deconvolution layer in the proposed model) play an impor-

tant role in the deep learning based segmentation models. There are several upsampling

strategies: 1) “Multi-Linear” (using multi-linear interpolation to upsample the input fea-

ture maps), 2) “Deconvolution” (upsampling by learning to deconvolve the input feature
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map) [124], and 3) “Index-Upsampling” (using the max pooling indices to upsample (with-

out learning) the feature map(s) and convolve with a bank of trainable filters) [8]. Ex-

periments are conducted to investigate which up-sampling strategy works best for the

segmentation task. Note, all the other settings are the same, except that I use different up-

sampling strategies for the comparison experiments. The comparison experimental results

are shown in Fig. 3.8, indicating that Deconvolution works best, and Index-Upsampling

provides close performance to Deconvolution, while Multi-linear interpolation leads to

the worst results. Thus, I select Deconvolution to work as the upsampling strategy in this

study.
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Figure 3.8: Segmentation performance with respect to the use of different upsampling
strategies for the proposed model.

3.1.5.9 Patch Merging Strategy

The 3D-TFmUNet is trained in a patch level. In the testing stage, I have to first parti-

tion a whole image (T1,T2 and FA) into overlapping or non-overlapping patches, and then

feed these patches into trained networks. The corresponding output patches are further
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merged to form a fully-predicted label map. It is worth noting that the extent of patch

overlapping can largely affect the final performance, in terms of both segmentation accu-

racy and computational complexity. Thus, the patch overlapping extent is explored in the

testing stage. Specifically, the patches are extracted from MR images with different over-

lapping extents, i.e., a step size of 32 (non-overlapping), 16, 8 and 4, respectively. After

these patches are fed into the trained model, all the predicted label patches from the same

subject are combined into a single label image by averaging (or majority voting) the label

values of the overlapping image regions. The performance, in terms of Dice ratio and time

cost, are given in Fig. 3.9 and Fig. 3.10, respectively.
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Figure 3.9: Changes of Dice ratios of WM, GM and CSF on 11 isointense subjects, with
respect to different step size at the testing stage. Leave-one-subject-out cross validation is
used.

As shown by both figures (Fig. 3.9 and Fig. 3.10), the smaller the step size, the better

the segmentation accuracy. This is benefiting from the ensemble effect since more pre-

dicted labels can be averaged when the step size is smaller. However, small step size brings

heavy work load and makes the computational cost increase dramatically. To this end, I
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Figure 3.10: Changes of average time cost of tissue segmentation for one subject, with
respect to different step size at the testing stage.

conduct a tradeoff between computational cost and prediction accuracy, and finally select

the step size as 8 for the testing stage.

3.1.5.10 Experimental Results on the 1st Dataset

Experiments are first carried out on the 1st dataset containing 3 imaging modalities

(T1, T2 and FA). The proposed 3D-TFmUNet is used to perform voxel-wise tissue segmen-

tation with a leave-one-subject-out strategy. It takes approximately 130 hours to train the

designed neural networks on a Titan X GPU.

To qualitatively demonstrate the advantage of the proposed 3D-TFmUNet on this

dataset, I first show the segmentation results of different tissues for a typical subject in

Fig. 3.11. The proposed method could achieve better visual results, especially for the tiny

tissues.

To quantitatively evaluate segmentation performance, I use Dice ratio to measure the

overlap ratio between automated and manual segmentation results. I report the segmenta-

tion performance in Table 3.1. I can observe that 3D-TFmUNet outperforms other meth-

ods (p=0.0371, performed by a paired t-test). Specifically, 3D-TFmUNet could achieve the
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RF LINKSMVFAST

.4641, .4045, .5636 .5729, .7099, .7160 .8236, .8420, .8607 .8424, .8652, .8896

.7583, .8146, .8586 .8262, .8413, .8999 .8586, .8817, .9269

Figure 3.11: Comparison of segmentation results by different methods, along with manual
ground truth on a typical infant subject as shown in Fig. 1.1. The Dice ratios for WM,
GM and CSF are listed below each method, respectively.

average Dice ratios of 0.9269 for CSF, 0.8817 for GM, and 0.8586 for WM, from these 11

subjects. In contrast, one of the state-of-the-art methods, i.e., Random Forest with auto-

context model (LINKS) [190], achieved the overall Dice ratios of 0.8896, 0.8652, and 0.8424

for CSF, GM and WM, respectively.

Table 3.1: Segmentation performance in terms of Dice ratio and standard deviation,
achieved by the baseline comparison methods and my 3D-TFmUNet on 11 subjects. The
highest performance in each tissue class is highlighted in bold.

WM GM CSF
FAST .4641(.0791) .4045(.0979) .5636(.2334)
MV .5729(.0327) .7099(.0412) .7160(.0386)
RF .8236(.0164) .8420(.0126) .8607(.0170)

LINKS .8424(.0183) .8652(.0154) .8896(.0251)
DeepMedic [95] .8458(.0150) .8608(.0158) .9196(.0210)
3D-UNet [37] .8418(.0161) .8680(.0172) .9012(.0225)
2D-TFmUNet .7583(.0215) .8146(.0115) .8586(.0101)

3D-CNN .8262(.0242) .8413(0.0329) .8999(.0269)
3D-TFmUNet .8586(.0139) .8817(.0158) .9269(.0201)

I also provide WM surfaces obtained by different methods in Fig. 3.12. These WM

surfaces qualitatively demonstrate the advantage of the proposed method, as it achieves

the best visual results.
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Figure 3.12: Comparison of WM surfaces obtained by different methods on a typical
subject shown in Fig. 1.1.

Table 3.2: Segmentation performance in terms of MHD and standard deviation, achieved
by the baseline comparison methods and my 3D-TFmUNet on 11 subjects. The highest
performance in each tissue class is highlighted in bold.

WM GM CSF
FAST 1.7052(.0092) 1.0083(.0269) 1.8276(.0882)
MV 1.7204(.4780) 1.1840(.1639) 1.9323(.2075)
RF .6837(.0893) .5625(.0502) .4624(.0669)

LINKS .5659(.0794) .4827(.0460) .3321(.0426)
DeepMedic [95] .5154(.0540) .4878(.0414) .3621(.0495)
3D-UNet [37] .5951(.0488) .4420(.0415) .3630(.0488)
2D-TFmUNet .7773(.1907) .6011(.1082) .5379(.1210)

3D-CNN .5802(.1386) .4967(.0839) .3561(.0817)
3D-TFmUNet .3423(.0358) .3108(.0256) .3230(.0788)
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The MHD comparison is also shown in Table 3.2. It can be seen again that the pro-

posed method produces more competitive performance compared to all the state-of-the-art

methods.

3.1.5.11 Comparison of 3D-based Model and 2D-based Model

As medical image data is often acquired in 3D, 3D operations are assumed to offer

better performance than 2D operations. So, it is important to highlight how the 3D archi-

tecture improves the performance, compared to the conventional 2D architectures. Specif-

ically, I run the proposed network with exactly same architecture, but with all 2D filters,

and then provide results in Table 3.1. As can be seen, the 3D model performs approxi-

mately 11% better than the 2D approach. This advantage comes from the fact that 3D

convolution filters can consider the 3-dimensional structures, as input images are in 3D.

Thus, 3D operations can model internal structures much better. Furthermore, adopting 3D

operations can avoid inconsistency in the 3rd dimension of the images, which is usually a

problem when simply applying 2D filters to the 3D images.

3.1.5.12 Time and Computational Complexity

As the model training can be completed offline, the testing time cost is often more im-

portant for a segmentation task. Thus, in Table 3.3, the average time cost of segmenting

one test subject by each segmentation approach is provided. Note that this experiment

is performed on the same PC with the following settings – Memory: 16GB Quad Chan-

nel DDR4; Video Card: Nvidia Titan X; Processor: Intel i7-5820K; Operation System:

Ubuntu 14.04. The running time in minutes are listed in Table 3.3 for different segmenta-

tion methods. As can be seen, the proposed 3D-TFmUNet method is significantly faster

than any of the other methods.
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Table 3.3: Average Time cost (in minutes) of each test subject and standard deviation, by
the baseline comparison methods and my proposed 3D-TFmUNet on 11 subjects in the 1st

dataset.

FAST MV RF LINKS DeepMedic [95] 3D-UNet [37] 2D-TFmUNet 3D-CNN 3D-TFmUNet
10.02(0.14) 367.82(10.20) 8.31(0.07) 17.20(0.10) 15.70(0.16) 7.30(0.18) 240.76(5.14) 1660.85(1.13) 6.71(0.12)

3.1.5.13 Results on the 2nd Dataset

To show the generalization ability of the proposed 3D-TFmUNet architecture, I fur-

ther conduct experiments on the 2nd large dataset with 50 other isointense-phase subjects,

where each subject has both T1 and T2 images, but no FA images. 5-fold cross-validation

is performed. Note that, in each fold, it takes approximately 25 hours to train the pro-

posed designed neural networks on a Titan X GPU.

In Fig. 3.13, I visualize the segmentation results of a typical subject by different meth-

ods in the 2nd dataset. Obviously, the proposed method has provided much better qualita-

tive performance, especially in the tiny regions.

To quantitatively evaluate segmentation performance, Dice ratios are reported in Ta-

ble 3.4. The proposed 3D-TFmUNet again achieves the best performance in segmenting

WM (0.9190±0.0085), GM (0.9401±0.0052) and CSF (0.9610±0.0090), compared to the

state-of-the-art method [190] which uses multi-scale RF and auto-context model to take

advantage of multi-source information and refine the results. The proposed 3D-TFmUNet

also outperforms the conventional CNN, indicating that the proposed 3D-TFmUNet is

more capable in this segmentation task. Furthermore, the proposed 3D-TFmUNet works

better than 2D-TFmUNet in all three tissues, indicating that 3D deep learning architec-

tures are better for 3D segmentation tasks than the 2D deep learning architectures. I

also provide WM surfaces obtained by different segmentation methods in Fig. 3.14, which

further demonstrates the advantage of the proposed 3D-TFmUNet. Moreover, the MHD

comparison is further provided in Table 3.5, where the proposed 3D-TFmUNet produces

less errors compared to all the state-of-the-art methods.
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3D-TFmUNet Ground Truth

RF

LINKS

FAST MV

3D-CNN2D-TFmUNet

T1 T2

.4358, .4523, .4213 .6104, .7300, .5194 .8290, .8774, .9231

.8971, .9241, .9420 .7861, .8615, .8846 .8336, .8702, .9051 .9190, .9401, .9610

Figure 3.13: Comparison of segmentation results by baseline comparison methods and the
proposed 3D-TFmUNet, along with manual ground truth, on a typical subject in the 2nd

dataset. The Dice ratios for WM, GM and CSF are listed below each method, respectively.

Table 3.4: Segmentation performance in terms of Dice ratio and standard deviation, ob-
tained by the baseline comparison methods and the proposed 3D-TFmUNet on 50 subjects.
The highest performance in each tissue class is highlighted in bold.

WM GM CSF
FAST .4358(.0903) .4523(.1397) .4213(.3282)
MV .6104(.0163) .7300(.0196) .5194(.0316)
RF .8290(.0150) .8774(.0059) .9231(.0127)

LINKS .8971(.0074) .9241(.0043) .9420(.0074)
DeepMedic [95] .8943(.0088) .9265(.0051) .9484(.0086)
3D-UNet [37] .8907(.0087) .9228(.0049) .9465(.0095)
2D-TFmUNet .7861(.0240) .8615(.0080) .8846(.0177)

3D-CNN .8336(.0177) .8702(.0070) .9051(.0168)
3D-TFmUNet .9190(.0085) .9401(.0052) .9610(.0090)
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Table 3.5: Segmentation performance in terms of MHD and standard deviation, obtained
by the baseline comparison methods and the proposed 3D-TFmUNet on 50 subjects. The
highest performance in each tissue class is highlighted in bold.

WM GM CSF
FAST 1.7161(.2884) 1.0184(.3712) 1.1053(.5241)
MV 1.4101(.0841) 1.0962(.2187) 1.3438(.6356)
RF .7757(.0571) .6513(.0321) .3090(.0250)

LINKS .4515(.0217) .3961(.0108) .2565(.0282)
DeepMedic [95] .4601(.0303) .3990(.0210) .2736(.02922)
3D-UNet [37] .4948(.0230) .4003(.0119) .2285(.0187)
2D-TFmUNet .8424(.0373) .8766(.0424) .9300(.0138)

3D-CNN .6867(.0443) .6912(.0576) .7401(.0756)
3D-TFmUNet .3676(.0223) .3530(.0110) .1890(.0122)

Figure 3.14: Comparison of WM surfaces obtained with different methods on a typical
subject (of the 2nd dataset) shown in Fig. 3.13.
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3.1.5.14 Limitation of the Proposed Method

The main problem of the proposed method is that the segmented infant brain images

are a little bit smooth, especially for the tissues near the boundaries, as shown in Fig. 3.11

and Fig. 3.13. This is mainly due to the use of convolution and pooling in the convolu-

tional networks. On the other hand, although high localization accuracy can be obtained

because of using local image patch, global context information is missed to guide the spa-

tial consistency of tissue segmentation. This is because patch size is much smaller com-

pared to the whole image size, and thus I can not use the whole image information to train

the proposed model; on the other hand, if using the whole image for training, the number

of training images is too small to train the neural network. I will investigate these two

issues in the future work.

3.2 High-Resolution Encoder-Decoder Networks for Low-Contrast Medical Im-
age Segmentation

In this section, the proposed High-Resolution Multi-Scale Encoder-Decoder Network

(HMEDN) is introduced for segmentation of single-modal low-contrast medical images

which have been mentioned in Sec. 1.1.4. Specifically, four strategies are proposed to solve

the low-contrast issue for segmentation, especially the low-contrast regions around the

boundaries. First, the distilling network is introduced, in which semantic information

is carefully distilled and preserved. Then, the high-resolution pathway, constructed by

densely connected dilated convolution operations for high-resolution semantic information

exploitation, is elaborated. Next, the task of contour regression with the task of organ

segmentation is integrated for accurate boundary localization. Finally, the network is

forced to concentrate more on the ambiguous boundary area by designing a difficulty-

guided cross-entropy loss function. Fig. 3.15 illustrates the proposed network. Comparison

experiments and ablation study are carried out in Sec. 3.2.5.
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3.2.1 Distilling Network

The first proposed strategy to segment low-contrast medical image is to provide a more

comprehensive multi-scale information collection and fusion mechanism. In general, two

structures are usually adopted for multi-scale information preservation in the literature,

i.e., UNet [164] and Holistically-nested Edge Detection (HED) [201]. In the UNet, multi-

scale information is gradually merged by fusing the upsampled large receptive field layers

with those passed through small receptive field layers via skip connection (i.e., merging

feature maps of the same scale at a time). In contrast, by fusing the feature maps from

multiple scales into the final output at a time, the HED methods acquire multi-scale infor-

mation in a more direct manner.

Without the complicated convolution operations in the decoding procedure, these net-

works bring the multi-scale information together in the original form. To preserve multi-

scale information, UNet gradually integrates and delicately processes the information, thus

making the fusion of the information sufficient. Moreover, UNet implicitly utilizes the in-

termediate results to guide the subsequent fusion. Whereas in the case of HED methods,

since all information is processed at the same time, the fusion of multi-scale information

can be done more comprehensively. To take advantage of both types of networks, the

U-Net structure and the side outputs of HED networks are inherited to construct the net-

work. Moreover, to further encourage smooth information flow between different layers and

make the training of the network more manageable, dense connections [82] are proposed to

replace the original plain connections.

Based on the above-mentioned intuitions, a densely connected multi-scale encoder-

decoder network is proposed to comprehensively reveal the multi-level structural informa-

tion. This network is denoted as distilling network, due to the use of downsampling layer,

which can efficiently enlarge the receptive field and effectively filter the redundant insignif-

icant components. As shown in Fig. 3.15, the outline of the distilling network (the black

pathway, together with the orange skip connections) is a U-Net with four downsampling
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and four upsampling layers. However, besides the regular skip connections, three extra side

channels from intermediate layers with different sizes of receptive fields are also upsampled

and merged with the main channel of the network to encourage more comprehensive multi-

scale information fusion. Moreover, by linking all the preceding layers to the final layer, I

construct dense blocks (i.e., those solid green rectangles in Fig. 3.15 and use them as the

building block to encourage smooth information flow within the network.

Figure 3.15: Illustration of the structure of the proposed high-resolution multi-scale
encoder-decoder network (HMEDN). The input is a set of intensity image patches and the
outputs are segmentation and contour probability maps. Rectangles and triangles repre-
sent operations in the network. Three kinds of pathways, i.e., skip connection (pathway 1),
distilling pathway (pathway 2) and high-resolution pathway (pathway 3) connect all kinds
of operations and form the network.

3.2.2 High-Resolution Pathway

Our second (and main) strategy is to endow the network with a better capacity to ex-

tract discriminative high-resolution semantic information. In the task of segmentation, the
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intuitive tension between what and where has long been realized in [124]. The solution

to the problem in the current literature is to combine the coarse layers with fine layers in

the encoder-decoder networks by skip connections and allow the networks to make local

decisions concerning the global structures. This strategy works well in the high-contrast

images with clear and consistent boundaries. However, when it is applied to the images

with low contrast, local appearance features extracted by lower layers may fail to refrain

from the surrounding hypothetical boundaries and recognize the vanishing boundaries,

causing negative effects on the accuracy of these algorithms. Consequently, to achieve

accurate boundary localization in blurry images, a mechanism which can provide discrimi-

native high-resolution contextual information is needed. To meet this special demand, the

dilated convolution-based pathways are introduced. Given a 2D image X with C chan-

nels, the definition of a dilated convolution (dilation ratio as d) with kernel W of size K is

defined as Eq. 3.4:

Zi,j =
K∑
p=0

K∑
q=0

C∑
c=1

Wp,q,cX(i+pd),(j+qd),c, (3.4)

where Z is the output feature map, and (i, j) indexes the location in image X. Since

this convolution can arbitrarily enlarge the receptive field by tuning the dilation ratio

d, it can be used to replace the encoder-decoder structure to extract contextual informa-

tion [118, 212]. This semantic information extraction procedure can deliver two merits to

the corresponding network: a) Because no resolution is lost in the information processing

procedure, small and thin objects that can be important for correctly understanding the

image are finely preserved. b) Since no downsampling operation is included, the location

information of the generated feature maps can be better conserved.

The building block in these pathways is a residual dilated convolutional block [118]. As

shown in Fig. 3.15 (i.e., the orange squares), it is constructed by two convolution blocks

and a shortcut connection. The benefit of this block is two-fold: a) It improves the train-

ing speed and encourages smooth information flow [69]; b) Combining with the dilated

convolutions, skip connections implicitly exploit and fuse information from different scales.
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Moreover, to further improve the longterm information flow which is weak in the classic

dilated residual network [187], I combine dense connection to allow the information from

the early stage of the high-resolution pathway to be directly passed to the final layer of the

module. This setting also leads to an even finer grain multi-scale information collection

of the whole network. After that, to reduce the training difficulties and also to make the

pathway discriminative to the true organ (or tissue) boundaries, a deep supervision mecha-

nism is introduced. In the experiments, nine residual dilated convolutional blocks compose

the pathway. The first three blocks are with the dilation of 1, the second three with 3, and

the last three with 5.

3.2.3 Contour Information Integration

In recent studies, neuroscientists have investigated that, in mammal visual system, con-

tour delineation correlates with object segmentation closely [107]. To incorporate these

insights to improve the segmentation accuracy, researchers integrate the task of contour

detection with the task of segmentation. The advantage of this design is three-fold. a) It

provides extra robust guidance to the task of segmentation. b) It improves the generaliza-

tion capacity of the corresponding network. c) Introducing a task of contour regression can

help guide the network to concentrate more on the boundary of organ regions, thus help-

ing overcome the adverse effect of low tissue contrast. In this study, as shown in Fig. 3.15,

a regression task is added to the end of the network as auxiliary guidance. In the existing

studies [31, 203], thanks to the high image contrast, the boundaries are usually clear and

stable. As a result, authors in these studies [31, 203] modeled the contour detection as

a binary classification problem. However, in the proposed application, due to the blurry

nature of images, the voxels near the boundaries are usually highly similar. As a result, it

will be more reasonable to model the boundary delineation task as a regression problem,

which estimates the probability of each voxel being on the organ boundary.
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To extract the contour for training, the boundaries of different organs were first delin-

eated by performing Canny detector [23] on the ground-truth segmentation. Then, on this

boundary map, a Gaussian filter was further exerted with a bandwidth of δ, which was

empirically set as 2 in the experiments. For other datasets, the setting in landmark heat

map generation [218] could be followed (i.e., set δ from 2 to 3 for good performance). An

approximated probability map (denoted as p̂ which corresponds to the contour map shown

in Fig. 3.15) was generated to describe the certainty of each voxel being on the boundary

of an organ. Hence, the regression target was to minimize an Euclidean loss function as

defined below:

LrBoundary =
∑

h

∑
w
|ph,w − p̂h,w|2, (3.5)

where p̂h,w indicates the probability of being boundary at location (h,w).

3.2.4 Difficulty-Guided Cross-Entropy Loss

To balance the frequency of the voxels from different classes, categorical cross-entropy

loss is a common choice for multi-class segmentation [153, 31]. Different from the original

cross-entropy loss, the categorical version adds a loss weight wk for the voxels in the kth

category as shown in Eq. 3.1. This weight is inversely related to the portion of voxels

belonging to the kth category as shown in Eq. 3.3.

In a recent work, Li et al . [119] argued that not all voxels are equal and more atten-

tion should be paid to the difficult voxels. Inspired by this argument, a difficulty-guided

weight map was proposed to guide the network and focus more on the ambiguous areas.

It is evident that the error of existing networks mainly lies around the borders of both

foregrounds and backgrounds. It becomes even larger at the touching boundary of soft

tissues. With these observations, the weight map was constructed in three steps. a) the

Canny operator was used to calculate the binary boundary image Bc of the category (i.e.,

organ) c, according to the ground-truth segmentation. b) a Gaussian filter with bandwidth
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δ2 was used to scan each Bc and get the smoothed boundary image SBc. c) Finally, all

SBc were summed up and then normalized to construct the final weight map. As a result,

the proposed difficulty-guided weight on voxel v was defined as Eq. 3.6.

uv = u0 +
C∑
c

uc · SBv
c , (3.6)

where u0 is the base weight for all the voxels and uc is the importance balancing weight

of category c, similar to what is used in Eq. 3.1. In the experiments, these hyper-parameters

were set as u0 = 1, and u1 = u2 = u3 = 25 which worked as the ratio of the volume of

background to the volume of foreground for prostate, bladder and rectum, respectively.

The same strategy is effective for other datasets. The bandwidth δ2 of the Gaussian filter

was set as 8 to achieve a good coverage of the ambiguous boundary regions in all the ex-

periments. In the designed map, the regions of the foreground that were far away from

the boundary were treated equally with those from the background. Also, since the area

emphasized by different maps could overlap around the touching border, these areas were

automatically endowed with the most concentration. Replacing the categorical weight map

in Eq. 3.1 with the proposed difficulty-guided weight map, the loss function was accord-

ingly proposed in Eq. 3.7 for segmentation, which is an improved version compared to the

category-based importance-aware loss (Eq. 3.1).

LdiffCE (X, Y ; θS) =
H∑
h=1

W∑
w=1

C∑
c=1

I {Yh,w, c}Vh,w log P̂h,w,c. (3.7)

Combining the loss for segmentation and contour regression, the final loss function for

network optimization is presented in 3.8.

LhrTotalLoss = LdiffCE + αLrBoundary, (3.8)
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where α is hyper-parameter used to balance the importance between the terms. In the

experiments, setting α = 1 and making the normalized loss functions of segmentation and

regression to be in a comparable magnitude provides preferable results.

3.2.5 Experimental Results

In this section, the effectiveness of the proposed algorithm was showcased on a pelvic

CT image dataset, i.e., pelvic organ segmentation introduced in Sec. 1.1.4. Specially, for

the pelvic CT image dataset, considering the large size of pelvic organs, large receptive

field on the axial direction was beneficial for accurate segmentation. For computational

efficiency, the problem was modeled as a 2D semantic segmentation problem. In the first

part of the experiment, careful ablation studies were conducted to verify the effectiveness

of each component of the designed network, especially the high-resolution pathway. Then,

the proposed method was compared with state-of-the-art methods.

The evaluation of the proposed method on pelvic CT image dataset starts by com-

paring the performance of dilated convolutional networks with their encoder-decoder

counterparts. Then, the high-resolution pathway is introduced to the encoder-decoder

network and the effectiveness on detecting blurry and vanishing boundaries was tested.

Next, the effectiveness of the difficulty-guided cross-entropy loss function and the multi-

task learning mechanism are further investigated. After that, the sensitivity of the main

hyper-parameter is analyzed in the proposed algorithm. Finally, the proposed algorithm is

compared with several state-of-the-art medical image segmentation methods.

3.2.5.1 Data Description and Implementation Details

The dataset used in this experiment is acquired by the North Carolina Cancer Hospital,

which includes 339 CT scans from prostate cancer patients. In this task, three important

pelvic organs, i.e., prostate, bladder, and rectum are being segmented. All the images are

normalized using their z-scores. As a result of this normalization, the normalized data will

79



follow a normal distribution (mean 0 and standard deviation of 1). Before experiments, a

simple UNet [164] is first run to extract ROIs for all the compared algorithms, as a rough

initial localization. In the experiment, the network patch size is set to 144 × 208 × 5. In

each of the extracted patches, five consecutive slices across the axial plane are included as

five different channels to introduce space information across slices and to preserve across-

slice consistency in the axial direction. In the sampling procedure, the axial slices are

permuted upside-down to double the number of samples for data augmentation. The data

is randomly divided into the training, validation and testing sets with 180, 59 and 100

samples, respectively.

The implementations of all the compared algorithms in this part are based on the

Caffe platform [92]. To train the network, Xavier method [59] is used to initialize all the

parameters of convolutional layers in the compared networks. To make a fair comparison,

the Adam optimization method [100] is employed for all the methods with fixed hyper-

parameters. The learning rate (lr) is set to 0.001, and the step size hyper-parameter β1 is

0.9 and β2 equal to 0.999 in all cases. The batch size of all compared methods is 10. The

models were trained for at least 200, 000 iterations until a plateau or overfitting tendency

is observed according to the loss on the validation set. To evaluate the effectiveness of the

proposed method extensively, the DSC (Eq. 2.22) and ASD (Eq. 2.24) are reported.

3.2.5.2 Evaluation of Dilated Convolutional Networks

First, the performance of the high-resolution dilated convolutional networks on CT

pelvic organ segmentation is evaluated. To conduct such an evaluation, five baseline net-

works is designed as comparison methods with the proposed method. Among the com-

pared networks, the first three are dilated convolutional networks (see Fig. 3.16 for an

overview of their architecture). Their differences mainly lie in the number of residual di-

lated convolutional blocks (refer to Fig. 3.15 for the definition) and the dilation factors

(d1 and d2). The first three networks are named as DilNet1, DilNet2, and DilNet3 for sim-
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plicity, respectively. Specifically, DilNet1 and DilNet2 both consist of 9 residual dilated

convolutional blocks. Their dilation factors d1 and d2 are 3 and 5 for DilNet1, and 2, 4 for

DilNet2. DilNet3 has six blocks (without three blocks within the black dotted rectangular

in Fig. 3.16). Its dilation ratios d1 and d2 are 3 and 5, respectively. The receptive fields of

these three networks are 133× 133, 97× 97 and 85× 85, respectively, which are nearly in

the receptive filed range of UNets [164] with 3 to 4 pooling layers. The fourth and the fifth

networks are the distilling networks with four and three pooling layers, respectively. They

are designed as representers for encoder-decoder networks, named as Dst-Net1 (Distilling

Network 1) and Dst-Net2 (Distilling Network 2), respectively.

Figure 3.16: Illustration of the dilated convolutional network.

All the networks are trained in the same manner as mentioned in Sec. 3.2, with the

corresponding DSC and memory cost listed in Table 3.6. Observing the experimental re-

sults, two conclusions could be made. a) Larger receptive fields and deeper network struc-

tures are essential for the performance of both dilated convolutional networks and encoder-

decoder networks. b) The encoder-decoder networks in the experiments tend to provide

better performance with smaller memory consumption than the compared dilated networks

in CT pelvic organ segmentation. The reasons for its better result are two-fold. First, the

relative plain connection and the smaller number of kernels limit the performance of the

dilated convolutional network. Moreover, without the help of the downsampling operation,

dilated convolutional networks are more likely to be adversely affected by the noise in CT

images.
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3.2.5.3 Evaluating the Effectiveness of Integrating High-Resolution Pathway

Although in the last experiment, dilated networks have shown relatively inferior perfor-

mance than their encoder-decoder competitors, the capacity of providing high-resolution

semantic information makes them potentially more suitable than the coarse-grained encoder-

decoder networks on accurately localizing the blurry target boundaries, thus improving

the segmentation performance. Here, to reveal the limitation of current encoder-decoder

networks and show the effectiveness of introducing high-resolution pathways for solving

the corresponding problems, two networks are constructed and compared. The baseline

algorithm is the distilling network (i.e., Dst-Net1) introduced in the last section. In the

compared network, a high-resolution pathway is added to connect the encoder and decoder

at the highest resolution in Dst-Net1, named as high-resolution distilling network (HRDN).

The results are listed in Table 3.8. From the results, an approximate 1% improvement

in terms of DSC can be observed on the two smaller and also more difficult organs, i.e.,

prostate and rectum. The improvement of ASD on the high-resolution pathway enhanced

network is also promising, with 0.143 on the prostate and 0.145 on the rectum. The results

numerically verify the effectiveness of the high-resolution pathway.

Table 3.6: Dice ratio (%) and memory cost (Mb) comparison between dilated convolu-
tional networks and encoder-decoder networks.

Networks Bladder Prostate Rectum Memory Cost
DilNet3 88.4 82.2 81.0 7259
DilNet2 88.5 83.4 81.9 9269
DilNet1 89.6 83.5 83.7 9269
DstNet2 92.2 85.4 85.0 5443
DstNet1 86.2 93.1 84.9 5933

Table 3.7: Result comparison between distilling network (DstNet1) and high-resolution
distilling network (HRDN).

Networks DSC(%) ASD(mm)
Bladder Prostate Rectum Bladder Prostate Rectum

DstNet1 93.1(4.5) 86.2(4.0) 84.9(5.2) 1.334(0.858) 1.585(0.437) 1.543(0.493)
HRDN 93.2(5.5) 87.5(3.8) 85.9(5.3) 1.542(2.278) 1.434(0.425) 1.395(0.617)
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To further exploit the characteristics of the three kinds of basis pathways, i.e., skip

connection, distilling pathway and high-resolution pathway, and to intuitively reveal what

limitations of the encoder-decoder network have been resolved by the high-resolution path-

way, some of the salient feature maps generated by the two networks are visualized on a

representative sample.

First, the information conserved by the skip connection and the distilling pathway

is illustrated in Dst-Net1 and that by the high-resolution pathway in HRDN. The exact

locations of where the information is collected in the corresponding networks are also

marked as pathway 1 and 2, and 3 consecutively in Fig. 3.15. Three representative fea-

ture maps with high activation values on the target organs, i.e., bladder, prostate, and

rectum, are illustrated and compared in Fig. 3.17. In this selected sample, as pointed out

by the white arrow in the intensity map, some wavy streaks appear on the three target

organs and affect the boundary on the top of the prostate due to the effects of artifacts

in the CT image which results in generating a small visually isolated tissue. Under such

circumstance, as can be seen in the activation maps passed by the skip connection (see

the first row of Fig. 3.17), although the skeletons of the organs look more evident since

the surrounding small fractions of tissues are filtered, the less obvious but essential texture

information is either weakened (e.g., shown in the first and third sub-figures) or strength-

ened (e.g., shown in the second sub-figure) indistinguishably. As a consequence, with the

falsely included tiny texture, the isolated part looks more like a portion of bladder than

prostate. Moreover, as little semantic information is contained in this pathway, no organ-

specific information is incorporated, leaving the coarse-grained encoder-decoder pathway to

select the correct boundary within all these closely located boundary candidates. Consid-

ering the feature maps generated by the distilling pathway (the second row of Fig. 3.17),

although the maps are more semantically meaningful, the boundaries of these maps, espe-

cially those on the border between bladder and prostate, are inaccurate, since the down-

sampling operations can undermine the accuracy of location information.
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Figure 3.17: Comparison of representative feature maps.

In contrast, since high-resolution semantic information is preserved, the feature maps

generated by the high-resolution pathway is more like a combination of the above-mentioned

two kinds of feature maps. They contain detailed textural information and yet more se-

mantics. Besides, thanks to the integrated deep supervision mechanism, the hypothetical

boundaries are finely weakened or neglected (see the first and second sub-figures of the

third row in Fig. 3.17), making the boundaries in the ambiguous area clear and correct.

Similar with the intermediate activation maps, as can be seen in the final output fea-

ture maps and the corresponding prediction maps of the two networks (Fig. 3.18), due

to the falsely located boundary, a large portion at the bottom of the bladder and the

top of the prostate is mixed in the distilling network. Comparatively, thanks to the high-

resolution pathway, the damaged boundaries are handled more appropriately in HRDN,

resulting in a more feasible segmentation.
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Figure 3.18: Comparison of representative feature maps.

The numerical and qualitative results in this section support the following arguments:

a) Simple skip connections can be insufficient to detect the blurry or vanishing boundaries

in pelvic CT image segmentation; b) The downsampling and upsampling operations of

the encoder-decoder networks pose potential risks of inaccurate boundary localization and

mis-detecting isolated portions of the target; c) By carefully combining the advantage of

the dense connection, residual connection, dilated convolution and deep supervision, the

high-resolution pathway can well remedy the limitation of the encoder-decoder network.

3.2.5.4 Balance Between Resolution and Network Complexity

Although the effectiveness of introducing high-resolution pathway has been validated

above, the memory cost of injecting such a branch is huge due to the dilated convolution

operations in the large-size feature maps. Adding such a pathway in the intermediate

stages of the network is also a possible way to improve the performance of the network

with smaller memory cost because it also allows us to use more complex network struc-

ture. To explore the balance between the network complexity and the resolution of the

semantic feature maps, four networks were further designed. In these four networks, the

high-resolution pathway is placed on the first to the fourth stage of the network, respec-
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tively. Here, the first stage indicates the feature extracting stage with no downsampling,

the second stage indicates the stage with one downsampling, and so on. The feature num-

ber L of the high-resolution pathways are 32, 40, 56, 72, respectively.

Table 3.8: Testing the balance between the network complexity and the resolution of the
high-resolution pathway. The boldface results indicate significant difference from the best
result (p-value < 0.05 of Students t-test).

Networks DSC(%) ASD(mm)
Bladder Prostate Rectum Bladder Prostate Rectum

HRDN-L1 93.2(5.5) 87.5(3.8) 85.9(5.3) 1.542(2.278) 1.434(0.425) 1.395(0.617)
HRDN-L2 93.6(4.7) 87.5(3.9) 86.1(5.4) 1.399(1.600) 1.438(0.404) 1.422(0.587)
HRDN-L3 94.0(4.3) 87.9(3.9) 86.8(5.1) 1.282(1.275) 1.427(0.483) 1.397(0.673)
HRDN-L4 93.6(4.7) 87.4(4.2) 86.0(6.0) 1.362(1.810) 1.532(0.408) 1.488(0.745)

In Table 3.8, HRDN-L1 to HRDN-L4 denote the HRDNs with high-resolution pathway

on the first to the fourth stage, respectively. One can see that tuning the location of the

high-resolution pathway does improve the performance of the network, especially on im-

proving the overall segmentation accuracy in terms of Dice score. However, for the pelvic

CT image dataset, placing the high-resolution to the third stage provides the best balance

between feature resolution and network complexity.

3.2.5.5 Evaluation of Difficulty-Guided Loss Function and Multi-task Learning
Mechanism

To evaluate the effectiveness of the difficulty-guided loss function and the multitask

learning mechanism, two networks, including a baseline High-Resolution Distilling Network

(HRDN), and a multi-task HRDN with difficulty-guided cross-entropy loss ( HMEDN),

are designed and tested. The numerical results of these two networks are reported in Ta-

ble 3.9. Since the introduced mechanism is mainly proposed to improve the performance

on boundary localization, an extra metric, i.e., the Hausdorff Distance [85] (Eq. 2.23),

which measures the largest distance between two segmentation contours are introduced.

As shown in the table, all three metrics, i.e., DSC, ASD, and Hausdorff distance witnessed

a stable improvement on all the three organs. Especially on ASD and the Hausdorff dis-
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tance, which can be easily influenced by the inaccurately located boundaries, the average

surface distance of the three organs has been improved by approximately 4%, and 15% on

average, respectively.

Table 3.9: Comparison between the high-resolution distilling network (HRDN) and the
multi-task HRDN with difficulty-guided cross entropy loss (HMEDN). The boldface results
indicate significant difference from the best result (p-value < 0.05 in Student’s t-test).

Networks DSC(%) ASD(mm) HD(mm)
Bladder Prostate Rectum Bladder Prostate Rectum Bladder Prostate Rectum

HRDN-L1 87.9(3.9) 94.0(4.3) 86.8(5.1) 1.427(0.483) 1.282(1.275) 1.397(0.673) 17.2(21.6) 21.6(21.0) 20.5(17.0)
HRDN-L2 88.3(4.3) 94.4(4.2) 87.2(5.5) 1.357(0.532) 1.175(1.197) 1.357(0.796) 15.3(20.9) 17.5(16.8) 17.2(11.1)

The sensitivity of the hyper-parameter α is also investigated, which balances the impor-

tance between the tasks of segmentation and boundary regression. In this experiment, α is

tuned in the range of {0.001, 0.01, 0.1, 1, 10, 100, 1000} to train the corresponding networks

(Note, they are trained in the same manner except the α). In Fig. 3.19, it can be observed

that the performance of the proposed algorithm is quite stable in a broad range of the

hyper-parameter α. This reflects the tight correlation between the integrated tasks as well

as the stability of the proposed algorithm. The best result is achieved when α = 1 and the

same magnitudes are adopted for the normalized segmentation and boundary regression

losses.
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TABLE III: Testing the balance between the network com-
plexity and the resolution of the high-resolution pathway. The
boldface results indicate no significant difference from the best
result (p-value < 0.05 of Students t-test).

Compared Networks Prostate Bladder Rectum
DSC(%)

HRDN-L1 0.875±0.038 0.932±0.055 0.859±0.053
HRDN-L2 0.875±0.039 0.936±0.047 0.861±0.054
HRDN-L3 0.879±0.039 0.940±0.043 0.868±0.051
HRDN-L4 0.874±0.042 0.936±0.047 0.860±0.060

Compared Networks Prostate Bladder Rectum
ASD(mm)

HRDN-L1 1.434±0.425 1.542±2.278 1.395±0.617
HRDN-L2 1.438±0.404 1.399±1.600 1.422±0.587
HRDN-L3 1.427±0.483 1.282±1.275 1.397±0.673
HRDN-L4 1.532±0.408 1.362±1.810 1.488±0.745

TABLE IV: Comparison between the high-resolution distilling
network (HRDN) and the multi-task HRDN with difficulty-
guided cross entropy loss (HMEDN). The boldface results
indicate no significant difference from the best result (p-value
< 0.05 in Student’s t-test).

Compared Networks Prostate Bladder Rectum
DSC(%)

HRDN-L3 87.9±3.9 94.0±4.3 86.8±5.1
HMEDN 88.3±4.3 94.4±4.2 87.2±5.5

Compared Networks Prostate Bladder Rectum
ASD(mm)

HRDN-L3 1.427±0.483 1.282±1.275 1.397±0.673
HMEDN 1.357±0.532 1.175±1.197 1.357±0.796

Compared Networks Prostate Bladder Rectum
Hausdorff Distance(mm)

HRDN-L3 17.2±21.6 21.6±21.0 20.5±17.0
HMEDN 15.3±20.9 17.5±16.8 17.2±11.1

adding the pathway in later stages of the network allows us to
use more complex network structure and is also a possible way
to improve the network performance. To explore the balance
between the network complexity and the resolution of the
semantic feature maps, four networks were further designed.
In these four networks, the high-resolution pathway is placed
on the first to the fourth stage of the network, respectively.
Here, the first stage indicates the feature extracting stage with
no downsampling, the second stage indicates the stage with
one downsampling, and so on. The feature number L of the
high-resolution pathways are 32, 40, 56, 72, respectively.

In Table III, HRDN-L1 to HRDN-L4 denote the HRDNs
with high-resolution pathway on the first to the fourth stage,
respectively. One can see that tuning the location of the
high-resolution pathway does improve the performance of the
network, especially on improving the overall segmentation
accuracy (reflected by Dice ratio). However, for the pelvic
CT image dataset, placing the high-resolution to the third
stage provides the best balance between feature resolution and
network complexity.

5) Evaluation of Difficulty-Guided Loss Function and
Multi-task Learning Mechanism: To evaluate the effective-
ness of the difficulty-guided loss function and the multi-
task learning mechanism, two networks, including a baseline
High-Resolution Distilling Network (HRDN), and a multi-task

(a) Dice variation against α. (b) ASD variation against α

Fig. 6: Sensitivity analysis of the proposed network on the
multi-task importance balance hyper-parameter α.

HRDN with difficulty-guided cross-entropy loss (HMEDN),
are designed and tested. The numerical results of these two
networks are reported in Table IV. Since the introduced
mechanism is mainly proposed to improve the performance
on boundary localization, an extra metric, i.e., the Hausdorff
Distance [48], which measures the largest distance between
two segmentation contours are introduced. As shown in the
table, all three metrics, i.e., DSC, ASD, and Hausdorff distance
witnessed a stable improvement on all the three organs.
Especially on ASD and the Hausdorff distance, which can be
easily influenced by the inaccurately located boundaries, the
average surface distance of the three organs has been improved
by approximately 4%, and 15% on average, respectively.

We also tested the sensitivity of the hyper-parameter α,
which balances the importance between the tasks of segmenta-
tion and boundary regression. In this experiment, we tune α in
the range of {10−3, 10−2, 10−1, 100, 101, 102, 103} and train
the corresponding networks in the same manner. In Fig. 6, we
can see that the performance of the proposed algorithm is quite
stable in a broad range of the hyper-parameter α. This reflects
the tight correlation between the integrated tasks as well as the
stability of the proposed algorithm. The best result is achieved
when α = 1 and the same magnitudes are adopted for the
normalized segmentation and boundary regression losses.

6) Comparing with the State-of-the-art Methods: To further
evaluate the proposed network, we compared it with sev-
eral state-of-the-art methods for medical image segmentation.
These methods include:
(1) U-Net: U-Net [21] is the pioneering work that introduces
fully convolutional neural network [20] for medical image
analysis. This network achieved the best performance on ISBI
2012 EM challenge dataset [49].
(2) FCN: Fully convolutional neural network [20] is the first
trial that allows the network directly output a segmentation
mask having the same dimension of the input image. The
method achieved the state-of-the-art performance on multiple
popular benchmark datasets, like PASCAL VOC [50] in 20153.
(3) DCAN: Deep contour-aware neural network [3] has won
the 1st prize in 2015 MICCAI Grand Segmentation Challenge4

and 2015 MICCAI Nuclei Segmentation Challenge5.
(4) Dense-Seg: Densely convolutional segmentation neural
network [34] introduces dense connections into the HED

3 https://github.com/shelhamer/fcn.berkeleyvision.org
4 https://www2.warwick.ac.uk/fac/sci/dcs/research/tia/glascontest
5 http://miccai.cloudapp.net:8000/competitions/37

Figure 3.19: Sensitivity analysis of the proposed network on the multi-task importance
balance hyper-parameter α.
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3.2.5.6 Comparing with the State-of-the-art Methods

For further evaluation, the proposed network is compared with several state-of-the-art

methods for medical image segmentation. These methods include:

1. UNet: UNet [164] is the pioneering work that introduces fully convolutional neural

network [124] for medical image analysis. This network achieved the best perfor-

mance on ISBI 2012 EM challenge dataset [4].

2. FCN: Fully convolutional neural network [124] is the first trial that allows the net-

work directly output a segmentation mask having the same dimension of the input

image. The method achieved the state-of-the-art performance on multiple popular

benchmark datasets, like PASCAL VOC [51] in 20155.

3. DCAN: Deep contour-aware neural network [31] has won the 1st prize in 2015 MIC-

CAI Grand Segmentation Challenge6 and 2015 MICCAI Nuclei Segmentation Chal-

lenge7.

4. DenseSeg: Densely convolutional segmentation neural network [20] introduces dense

connections into the HED network to ensure maximum information flow. This method

has won the first prize in the 2017 MICCAI grand challenge on 6-month infant brain

MRI segmentation8.

5. Proposed: the proposed high-resolution multi-scale encoder-decoder network (HMEDN)

is a novel encoder-decoder network enhanced by multi-scale dense connections, high-

resolution pathways, difficulty-guided cross-entropy loss function and multi-task

learning mechanism.

5 https://github.com/shelhamer/fcn.berkeleyvision.org
6 https://www2.warwick.ac.uk/fac/sci/dcs/research/tia/glascontest
7 http://miccai.cloudapp.net:8000/competitions/37
8 http://iseg2017.web.unc.edu
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Table 3.10 shows the segmentation results of the compared state-of-the-art methods.

As can be seen, all the results of the compared algorithms are reasonably well. However,

the proposed algorithm still outperforms the second best performance of the state-of-the-

art methods by about 1.5% in terms of DSC and more than 10% in the average surface

distance. From Fig. 3.20, it can be seen that the proposed algorithm tends to not only

achieve more accurate segmentation on those easy subjects but also provide more robust

results on difficult subjects. More specifically, through the visualization of the segmen-

tation results on two representative samples in Fig. 3.20, it can be observed that the ad-

vantage of the proposed method mainly lies in two perspectives: a) It can localize the

boundary better, especially on those blurry areas; b) It can better handle the CT arti-

facts. It is worth noting that hence no deep supervision was involved in DenseSeg [20] and

FCN [124] (while DCAN [31] has the deep supervision module, as the proposed algorithm).

Therefore, the performance of these two algorithms can be further improved with the deep

supervision mechanism.

Table 3.10: DSC and ASD comparison with the state-of-the-art methods on pelvic CT
image dataset. Note all results from comparison methods exist significant difference from
the best result from the proposed method (p-value < 0.05 in Student’s t-test).

Networks DSC(%) ASD(mm)
Bladder Prostate Rectum Bladder Prostate Rectum

UNet 91.7(5.9) 86.1(5.2) 85.5(5.1) 1.773(1.851) 1.532(0.487) 1.470(0.535)
FCN 92.9(5.4) 86.2(4.6) 85.5(5.6) 1.588(2.267) 1.591(0.546) 1.479(0.587)
DCAN 92.5(7.0) 86.5(3.8) 85.2(5.5) 1.367(1.302) 1.580(0.534) 1.530(0.760)

DenseSeg 92.7(7.1) 86.8(4.3) 84.8(5.8) 1.554(0.555) 1.724(2.591) 1.851(1.132)
Proposed 94.4(4.2) 88.3(4.3) 87.2(5.5) 1.175(1.197) 1.357(0.532) 1.357(0.796)

3.3 Semantic-guided Feature Learning for Blurry Boundary Delineation

To efficiently delineate the blurry boundaries as introduced in Sec. 1.1.4, I describe

a novel semantic-guided encoder feature learning strategy for encoder-decoder networks

in this section. The architecture of the proposed framework is presented in Fig. 3.21, in
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Fig. 8: Segmentation results of the proposed algorithm and the compared state-of-the-art algorithms of two representative
samples on the pelvic CT image dataset. In the first and the third rows, the segmentation masks and intensity images in the
axial direction are provided. The yellow curves in the segmentation masks indicate the ground-truth contour of the target
organs. The second and the fourth rows are the difference map and the segmentation ground-truth in 3D space. The green,
red, and blue fragments are false predictions on prostate, bladder, and rectum, respectively.

� � � �

Fig. 9: Label and intensity image patches of the brain tumor
dataset. The visualized image patches (from left to right) are:
(A) the whole tumor in FLAIR, (B) the tumor core in T2, (C)
the enhancing tumor structures in T1c, (D) the final labels of
the tumor structures (the combination of all segmentations) in
T1: edema (green), non-enhancing solid core (red), enhancing
core (yellow).

irregular sub-structure of tumors, a finer resolution of semantic
information shows to be more preferable. As a consequence,
the proposed network with the high-resolution pathway on
the second stage outperforms its counterpart, in which the
high-resolution is placed in the three stage. (2) The large
performance improvement of the other compared algorithms
over the baseline 3D U-Net indicates the effectiveness of finer

TABLE VI: Comparison with the state-of-the-art methods on
the brain tumor dataset. The Dice ratio and ASD of the whole
tumor (WT), tumor core (TC) and enhancing tumor (ET)
are reported. The high-resolution pathway was placed on the
second (Proposed-L2) and the third stage (Proposed-L3) to
find a good balance between semantic resolution and network
complexity. The boldface results indicate no significant differ-
ence from the best result (p-value < 0.05 in Student’s t-test).

Compared Networks WT TC ET
DSC(%)

3D U-Net [30] 84.6±10.4 74.0±20.5 67.7±18.6
Deepmedic [7] 87.4±6.4 78.8±15.4 75.4±12.1

3D DenseSeg [34] 88.0±6.7 80.1±16.6 74.7±15.1
E-UNet [52] 88.5±5.6 80.1±18.8 77.5±11.3
Proposed-L2 89.7±5.2 83.9±14.4 79.8±10.7
Proposed-L3 89.0±5.5 82.2±15.0 77.7±13.8

Compared Networks WT TC ET
ASD(mm)

3D U-Net [30] 4.261±4.408 7.030±6.775 5.920±6.691
Deepmedic [7] 1.643±0.624 1.999±1.387 1.069±0.597

3D DenseSeg [34] 1.826±1.290 1.799±1.431 1.258±1.168
E-UNet [52] 1.467±0.604 1.737±1.621 1.004±0.712
Proposed-L2 1.288±0.565 1.481±1.244 0.895±0.582
Proposed-L3 1.455±0.577 1.676±1.324 0.923±0.563

Figure 3.20: Segmentation results of the proposed algorithm and the compared state-of-
the-art algorithms of two representative samples on the pelvic CT image dataset. In the
first and the third rows, the segmentation masks and intensity images in the axial direc-
tion are provided. The yellow curves in the segmentation masks indicate the ground-truth
contour of the target organs. The second and the fourth rows are the difference map and
the segmentation ground-truth in 3D space. The green, red, and blue fragments are false
predictions on prostate, bladder, and rectum, respectively.

which an encoder-decoder architecture is introduced with three tasks (segmentation, clear

boundary detection, and blurry boundary detection). The proposed semantic-guided en-

coder feature learning module (SGM) is further highlighted in Fig. 3.23.

In the following subsections, I analyze the deficiency of the skip connection in the cur-

rent encoder-decoder framework. Then, I introduce the proposed semantic-guided en-

coder feature learning strategy. Moreover, I describe the soft contour constraint for blurry

boundary delineation. The implementation details are followed up. Finally, The compari-

son experiments and ablation study are introduced.
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Arch

SGM

(a) (b) (c)

(a) Segmentation
(b) Clear boundary detection
(c) Blurry boundary detection

Figure 3.21: Illustration of the architecture of the proposed method, which consists of
a semantic-guided module (SGM). (a) means a segmentation branch, and (b) and (c)
indicate boundary detection branches.

3.3.1 Analysis of Skip Connection in Encoder-Decoder Architecture

In the classical encoder-decoder architecture [164], shallow and deep features are usu-

ally complementary to each other. For example, shallow features are rich in resolution but

insufficient in semantic information, while deep features are semantically meaningful but

lack of spatial details. The skip connection proposed in UNet [164] is supposed to provide

high-resolution information from the shallow (encoder) layers to the deep (decoder) layers,

so that the localization precision can be improved without losing classification accuracy.

However, the raw (simple) skip connection has several drawbacks. a) It would bring ‘noise’

(unnecessary information) to the deep layers which will definitely affect the concatenation

of feature maps, as shown in the visualized encoder feature maps in Fig. 3.22. b) The huge

gap between shallow and deep features will decrease the power of this combination. c)

Moreover, for the clear boundaries (e.g., bladder and rectum), the encoder feature maps

can provide sufficiently precise localization information as shown in Fig. 3.22, which can

thus work well with the raw skip connection. However, the blurry boundary (e.g., prostate)

cannot be well described in the encoder feature maps as shown in Fig. 3.22, which thus

cannot provide accurate localization information with simple skip connection. Therefore,

it is highly desired to select discriminative features, not simply inhibiting indiscrimina-

tive features from shallow layers; in other words, learning discriminative high-resolution
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semantic features from the encoder could potentially solve this blurry boundary delin-

eation problem. To achieve such an effect, Roy et al . [166] proposed concurrent spatial-

and-channel squeeze and excitation module to boost meaningful features and suppress

weak ones. Oktay et al . [155] proposed gated attention mechanism to select the salient

part of the feature maps to further improve the UNet. However, in both works, the fea-

ture learning process is actually conducted in an implicit manner which limits the learning

efficiency.

Show examples

(a) (b)

Figure 3.22: Illustration of the blurry and vanishing boundaries within pelvic MRI images,
together with overlaid ground truth contour and the typical feature maps in the encoder
layer of a conventional UNet. (a) and (b) are the two typical slices of two subjects, in
which boundaries of bladder and rectum are relatively clear, but prostate is blurry.

3.3.2 Semantic-guided Encoder Feature Learning

To overcome the above mentioned problems, I propose to explicitly learn the high reso-

lution semantic features (which are also more discriminative) from shallow (encoder) layers

with semantic guidance from deep (decoder) layers. The key idea is to encode semantic

concept from deep-layer features to guide the learning of shallow-layer features. As shown

in Fig. 3.23, my semantic-guided feature learning module (i.e., SG module or SGM) is

designed to selectively enhance or suppress the features of shallow layer at each stage so

that I can enhance the consistency between shallow and deep layers without losing resolu-

tion information. Besides the widely-used channel-wise encoder, I have also designed the

spatial-wise encoder as described below.

I consider the feature maps of a certain encoder layer (i.e., shallow features) to be S =

{s1, s2, ..., sK}, where si ∈ RH×W×T . I also assume the up-sampled feature maps in the
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Figure 3.23: Illustration of the proposed semantic-guided module (SGM), as shown in (
a ). The pink blocks represent the features of shallow layers, while the red ones represent
the features of deep layers. Different from direct skip connection in UNet, I propose using
semantic concept from deep layers to guide feature learning in the corresponding shallow
layers, for which a channel-wise encoder and a spatial-wise encoder are both proposed, as
shown in (b). ‘GAP’ means Global Average Pooling.

corresponding decoder layer (deep features) to be D = {d1, d2, ..., dK}, where di ∈ RH×W×T .

I concatenate the two group of feature maps together and thus result in a bank of high-

resolution and rich-semantic mixed feature maps as shown in Eq. 3.9.

F = {s1, s2, ..., sK , d1, d2, ..., dK} . (3.9)

3.3.2.1 Channel-wise Encoding

With a global average pooling layer, I obtain a vector Q = {q1, q2, ..., qK , ...q2K}, where

qk is a scalar and corresponds to the averaging value of the k-th feature maps in F . Then,

two successive fully connected layer are adopted to fuse the resolution and semantic infor-

mation: Z = W1 (ReLU (W2Q)), with W1 ∈ RK×K and W2 ∈ R2K×K . This encodes the

channel-wise dependencies by considering both shallow and deep features. I apply a sig-

moid activation function to map the neurons to probabilities so that I can formulate as a

channel-wise importance descriptor, which can be described as σ (Z). Thus, the semantic-

guided channel-wise encoded feature maps are formulated as Eq. 3.10.

SGCF = {σ (z1) s1, σ (z2) s2, ..., σ (zK) sK} . (3.10)
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Note that the weight σ (zk) before the shallow feature map sk can be viewed as an

indicator of how important this specific feature map is. Thus, I argue this channel-wise

encoding is actually a semantic-guided feature selection process in a channel-wise manner,

which is able to ignore less meaningful feature maps and emphasize the more meaning-

ful ones. In other words, it can help remove the ‘noise’ and retain the useful information.

More importantly, since σ (Z) has taken both high resolution and rich semantic informa-

tion into account, it has more discriminative capacity than the case of only considering

shallow layer information in [166].

3.3.2.2 Spatial-wise Encoding

Now I come to consider the spatial-wise importance to achieve better fine-grained im-

age segmentation.

Based on the concatenated feature maps F , I apply a 2K × 1 × 1 × 1 convolution

to squeeze the channels. Therefore, I can obtain a one-channel output feature map U ,

where U ∈ RH×W×T . I directly apply sigmoid function to acquire a probability map for U .

Similarly, the semantic-guided spatial-wise encoded shallow feature maps can be described

in Eq. 3.11.

SGSF = {σ (U)⊗ s1, σ (U)⊗ s2, ..., σ (U)⊗ sK} . (3.11)

Since σ (Uh,w,t) corresponds to the relative importance of a spatial information at (h,w, t)

of a given shallow layer feature map, it can help select more important features to relevant

spatial locations and also ignore the irrelevant ones. Moreover, σ (U) is a fusion of both

resolution and rich semantic information, thus it can provide a better localization capacity

even for the blurry boundary regions which cannot done by [166]. As a result, I view this

spatial-wise encoding as a semantic-guided recalibration process.
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3.3.2.3 Combination of Encoded Feature Maps

Now I can formulate both channel-wise and spatial-wise encoding by a simple element-

wise addition operation, as shown in Eq. 3.12.

SGF = SGCF + SGSF. (3.12)

This SGF considers both channel-wise encoded and spatial-wise encoded information,

thus, it contains not only the discriminative (semantic) features, but also more accurate

localization information.

3.3.2.4 Final Combination with Deep-Layer Feature Maps

To this end, I can simply complete the concatenation operation or element-wise addi-

tion operation. Instead of using the shallow feature maps S, I use the channel-wise and

spatial-wise encoded shallow feature maps SGF to combine with the deep-layer feature

maps D (through concatenation or element-wise addition). Compared with the raw skip

connection in UNet, the encoded shallow feature maps SGF has same resolution but much

more semantic and precise localization information (especially for the blurry regions), and

thus can make the combination more reasonable. At the same time, since the operations in

the encoder are mostly 1 × 1 × 1 convolution, the number of parameters just increases a

little bit.

To further increase the model’s discriminative capacity, I also adopt the multi-scale

deep supervision strategy as in [214] after feature fusion at each stage.

3.3.3 Boundary Delineation with Soft Contour Constraint

In mammal visual system [107], contour delineation closely correlates with object seg-

mentation. To incorporate the knowledge to improve the segmentation accuracy, I inte-

grate the task of contour detection with the task of segmentation, assuming that intro-

95



ducing a task of contour detection can help guide the network to concentrate more on the

boundaries of organ regions, thus helping overcome the adverse effect of low tissue con-

trast. In this study, as shown in Fig. 3.23, two boundary detection tasks are added to the

end of the network as auxiliary guidance.

To extract the contour for training, I first delineate the boundaries of different organs

by performing Canny detector on the ground-truth segmentation. For the organs with

clear boundaries (i.e., bladder and rectum in the proposed case), I model the problem as a

classification problem. However, due to the potential sample imbalance problem, I propose

using focal loss to alleviate such an issue, as shown in Eq. 3.13.

Lcboundary = −
∑

h

∑
w

∑
t

∑
c∈csets

I{Yh,w,t,c}(1− p̂ (Xh,w,t; θ))
γ (1− p̂ (Xh,w,t; θ)). (3.13)

Note that, for the regions with blurry boundaries (i.e., prostate in my case), the voxels

near the boundaries look almost same. As a result, it will be more reasonable to assign

soft labels (instead of hard labels) around the ground-truth boundaries. Thus, I can formu-

late the blurry-boundary delineation task as a soft classification problem, which estimates

the probability of each voxel being on the organ boundaries. Then, for these blurry bound-

aries, I further exert a Gaussian filter (with a bandwidth of δ, i.e., empirically set to 3 in

this study) on the obtained boundary map. In other words, for each voxel, I generate an

approximate probability belonging the blur boundary of an organ. Hence, I can formulate

soft classification as a soft cross-entropy loss function as defined in Eq. 3.14.

Lbboundary = −
∑

h

∑
w

∑
t
ph,w,t (1− p̂ (Xh,w,t; θ)). (3.14)
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3.3.4 Implementation Details

Pytorch9 is adopted to implement the proposed method shown in Fig. 5.3. The code

can be obtained by this link10. We adopt Adam algorithm to optimize the network. The

input size of the segmentation network is 144× 144× 16. The network weights are initialized

by the Xavier algorithm, and weight decay is set to be 1e-4. For the network biases, I

initialize them to 0. The learning rate for the network is initialized to 2e-3, followed by

decreasing the learning rate 10 times every 2 epochs during the training until 1e-7. Four

Titan X GPUs are utilized to train the networks.

3.3.5 Experimental Results

The used pelvic dataset consists of 50 prostate cancer patients from a cancer hospital,

each with one T2-weighted MR image and corresponding manually-annotated label map

by medical experts. In particular, the prostate, bladder and rectum in all these MRI scans

have been manually segmented, which serve as the ground truth for evaluating the pro-

posed segmentation method. All these images were acquired with 3T MRI scanners. The

image size is mostly 256× 256× (120 ∼ 176), and the voxel size is 1× 1× 1 mm3. A typical

example of the MR image and its corresponding label map are given in Fig. 3.22.

Five-fold cross validation is used to evaluate the proposed method. Specifically, in

each fold of cross validation, I randomly chose 35 subjects as training set, 5 subjects as

validation set, and the remaining 10 subjects as testing set. Unless explicitly mentioned,

all the reported performance by default is evaluated on the testing set. As for evaluation

metrics, I utilize DSC (Eq. 2.22) and ASD (Eq. 2.24) to measure the agreement between

the manually and automatically segmented label maps.

9 https://github.com/pytorch/pytorch
10https://github.com/ginobilinie/SemGuidedSeg.git
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3.3.5.1 Comparison with State-of-the-art Methods

To demonstrate the advantage of the proposed method, I also compare the proposed

method with other three widely-used methods on the same dataset as shown in Table 3.11:

1) SSAE [64], 2) UNet [164], 3) SResSegNet [214].

Result: Sub1_slice53/ sub4_slice93

UNet SResSegNet Proposed UNet SResSegNet Proposed

UNet SResSegNet Proposed

Ground Truth

(c)SSAE SSAE

(b)(a)

SSAE

(c)(c)

Figure 3.24: Visualization of pelvic organ segmentation results by four methods. In (a)
and (b), orange, silver and pink contours indicate the manual ground-truth segmentations,
while yellow, red and cyan ones indicate automatic segmentations. (a) Clear boundary
case, (b) blurry boundary case, and (c) 3D renderings of difference maps between ground-
truth segmentation and automatic segmentations.

Table 3.11: DSC and ASD on the pelvic dataset by four different methods.

Method DSC ASD
Bladder Prostate Rectum Bladder Prostate Rectum

SSAE .918(.031) .871(.042) .863(.044) 1.089(.231) 1.660(.490) 1.701(.412)
UNet .896(.028) .822(.059) .810(.053) 1.214(.216) 1.917(.645) 2.186(0.850)
SResSegNet .944(.009) .882(.020) .869(.032) .914(.168) 1.586(.358) 1.586(.405)
Proposed .975(.006) .932(.017) .918(.025) .850(.148) 1.282(.273) 1.351(.347)

Table 3.11 quantitatively compares the proposed method with three state-of-the-art

segmentation methods. We can see that my method achieves better accuracy than the

other state-of-the-art methods in terms of both DSC and ASD. It is worth noting that

the proposed method can achieve much better performance for the blurry-boundary organ

(i.e., prostate), which indicates the effectiveness of the proposed network components for

blurry boundary delineation.
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I also visualize some typical segmentation results in Fig. 3.24, which further show the

superiority of the proposed method, especially for the blurry regions around the prostate.

3.3.5.2 Impact of Each Proposed Component

As the proposed method consists of several novel proposed components, I conduct

empirical studies below to analyze them.

Impact of Proposed SG Module: As mentioned in Sec. 3.3.2, I propose a semantic-

guided encoder feature learning module to learn more discriminative features in shallow

layers. The effectiveness of the SG module is further confirmed by the improved perfor-

mance, e.g., 2.40%, 4.41% and 2.8% performance improvements in terms of DSC for blad-

der, prostate, and rectum, respectively, compared with the UNet with multi-scale deep

supervision.

Relationship with Similar Work: Several previous work are proposed to use attention

mechanism [166, 155] to enhance the encoder-decoder networks. However, the proposed

work is different from them mainly in that I propose to use highly semantic information

from the decoder to explicitly guide the building of attention mechanism, so that I can

efficiently learn the encoder features. To further compare them, I visually present the

three typical learned feature maps (selected by clustering) of a certain layer (i.e., combined

layer) in different networks at a certain training iteration (i.e., 4 epochs). The methods

include FCN [124], UNet [164], UNet with concurrence SE module [166] (ConSEUNet),

attention-UNet [155] (AttUNet) and the proposed one(SGUNet). The visualized maps are

in Fig. 3.25.

Fig. 3.25(a-e) indicates that the raw encoder-decoder network (i.e., FCN and UNet)

cannot handle well for the blurry boundary cases. The attention based networks can gener-

ate higher semantic maps with better localization information. Among them, the proposed

method can learn more precise boundaries due to explicit semantic guidance. Also, the
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Visualization of feature maps

(a) FCN (b) UNet

(e) SGUNet

(c) ConSEUNet (d) AttUNet

(f) (g) 

(h) 

Figure 3.25: (a-e): Visualization of three typical learned feature maps of a certain layer by
five different networks. (f) and (g) are the corresponding input MRI and the MRI overlaid
by the ground-truth contours. (h) is the performance gain in terms of DSC with different
strategies towards the UNet with multi-scale deep supervision.

proposed method have a faster convergence compared to other methods. Besides, the quan-

titative analysis in Fig. 3.25(h) is consistent with the the conclusion of qualitative analysis.

Impact of Soft Contour Constraint: As introduced in Sec. 3.3.3, I apply a hard con-

tour constraint for clear-boundary organs while a soft contour constraint for the blurry-

boundary organs. Since hard contour constraint is a widely adopted strategy, I directly

compare the proposed soft contour constraint with the case of using hard constraint. With

soft constraint on the prostate, I can achieve a slight performance gain such as 0.2% in

terms of DSC; but I can achieve more performance gain in terms of ASD (0.8%), which

is mainly because the soft contour constraint can help more accurately locate the blurry

boundaries.

3.3.5.3 Validation on Extra Dataset

To show the generalization ability of the proposed algorithm, I conduct additional ex-

periments on the PROMISE12-challenge dataset [123]. This dataset contains 50 labeled

subjects where only prostate was annotated. I can achieve a high DSC (0.92), small ASD

(1.57) in average based on five-fold cross validation. As for the extra 30 subjects’ test-
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ing dataset whose ground-truth label maps are hidden from us, the performance of the

proposed algorithm is still very competitive (we are ranking the top 5 among 290 teams

with an average overall score of 89.46.) compared to the state-of-the-art methods on the

30 subjects’ testing dataset [214, 229]. These experimental results indicate a very good

generalization capability of the proposed algorithm.
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CHAPTER 4: DEEP NEURAL NETWORKS FOR MEDICAL IMAGE
SYNTHESIS

As mentioned in Sec. 1.2, traditional methods for medical image synthesis will face

various problems, such as feature extraction and non-linear mapping optimization prob-

lems. The previous deep learning based methods could improve the quantitative perfor-

mance, while it cannot generate better-perceived images. In this chapter, I proposed a

deep residual adversarial network for medical image synthesis coupled with a novel gradi-

ent difference loss function. In addition, I designed auto-context refinement to address the

long-range information dependency issue1.

4.1 Context-aware Deep Residual Adversarial Networks for Medical Image Syn-
thesis

To address the aforementioned problems and challenges in Sec. 1.2, I propose a deep

convolutional adversarial network framework by adversarially training FCN as the genera-

tor and CNN as the discriminator. First, I propose a basic 3D FCN to estimate the target

image from the corresponding source image. Note that I adopt 3D operations to better

model the 3D spatial mapping and thus could solve the discontinuity problem across 2D

slices, which often occurs when using the 2D CNN. Second, I utilize the adversarial learn-

ing strategy [60] for the designed network, where an additional discriminator network is

modeled. The discriminator urges the generator output to be similar with the ground-

truth target image perceptually. The generator is featured with incorporating the image

gradient difference into the loss function, with the goal of retaining the sharpness of the

1This work was published in MICCAI 2017 [148] and IEEE Transactions on Biomedical Engineering [150].
This chapter uses parts of text descriptions and figures from the published papers.
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Figure 4.1: Architecture used in the deep convolutional adversarial setting for estimation
of the synthetic target image.

generated target image. I further explore the long-term residual unit to train the network.

Moreover, I employ auto-context model (ACM) to iteratively refine the output of the gen-

erator. At the testing stage, an input source image is first partitioned into overlapping

patches, and, for each patch, the corresponding target is estimated by the generator. Then,

all generated target patches are merged into a single image to complete the source-to-

target synthesis by averaging the intensities of the overlapping CT regions. In the follow-

ing section, I describe in detail the GAN framework used in the source-to-target image

synthesis.

4.1.1 Supervised Deep Convolutional Adversarial Network

As mentioned above, I propose a supervised deep convolutional adversarial framework,

which is inspired by the recent popular generative adversarial networks (GAN) [60], to

complete the source-to-target synthesis as shown in Fig. 4.1. The components in Fig. 4.1

will be introduced in the following paragraphs.

Fully Convolutional Network (FCN) for Medical Image Synthesis: FCN is widely

used for segmentation and reconstruction in both computer vision and medical image

analysis fields [124, 153, 151, 48, 10, 65, 145], because it can preserve spatial information

in local neighborhood of the image space and is also much faster compared to CNN at the
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testing stage. In this study, I adopt FCN to implement the image generator. A typical 3D

FCN (as shown in Fig. 4.2) is proposed to perform the medical image synthesis task. I use

only the convolution operations without pooling, which would potentially lead to loss of

resolution.

GAN architecture
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Figure 4.2: The 3D FCN architecture for estimating a target image from a source image.

As described in the Introduction section, typically a Euclidean loss is used to train the

model as shown in Eq. 4.1.

LG(X, Y ) = ‖Y −G(X)‖22, (4.1)

where Y is the ground-truth target image, and G(X) is the generated target image from

the source image X by the Generator network G.

Adversarial Learning: To make the generated target images better perceptually, I pro-

pose to use adversarial learning to improve the performance of FCN.

GANs have achieved the state-of-the-art results in the field of image generation by pro-

ducing very realistic images in an unsupervised setting [60, 161]. Inspired by the works

in [133, 60], I propose the supervised GAN to synthesize medical images. My networks

include 1) the generator for estimating the target image and 2) the discriminator for distin-

guishing the real target image from the generated one, as shown in Fig. 4.1. The generator

network G is an FCN as described above. The discriminator network D is a CNN, which
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estimates the probability of the input image being drawn from the distribution of real

images. That is, D can classify an input image as “real” or “synthetic”.

Both networks are trained simultaneously, with D trying to correctly discriminate real

and synthetic data, and G trying to produce realistic images that confuse D. Concretely,

the loss function for D and G can be defined as:

LD(X, Y ) = LBCE(D(Y ), 1) + LBCE(D(G(X)), 0), (4.2)

where X is the source input image, Y is the corresponding target image, G(X) is the esti-

mated image by the generator, and D (·) computes the probability of the input to be “real”.

And, LBCE is the binary cross entropy defined by Eq. 4.3.

LBCE(Ŷ , Y ) = −
∑
i

Yi log
(
Ŷi

)
+(1− Yi) log

(
1− Ŷi

)
, (4.3)

where Y represents the label of the input data and takes its values in {0, 1} (i.e., 0 for the

generated image and 1 for the real one), and Ŷ is the predicted probability in [0, 1] that

the discriminator assigns to the input of being drawn from the distribution of real images.

On the other hand, the loss term used to train G is defined as:

LG_ADV (X, Y ) =λ1LADV (X)

+λ2LG(X, Y ) + λ3LGDL(Y,G(X)).

(4.4)

Specifically, I minimize the binary cross entropy (“BCE”) between the decisions of D

and the correct labels (“real” or “synthetic”), while the network G minimizes the binary

cross entropy between the decisions by D and the wrong labels for the generated images.

The loss of G incorporates the traditional term used for image synthesis in Eq. 4.1, as well

as several other terms that will be detailed later. In general, D can distinguish between

the real target data and the synthetic target data generated by G. At the same time, G

aims to produce more realistic target images and to confuse D.
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In the case of G, I use a loss function that includes an adversarial term (“ADV”) to fool

D:

LADV (X) = LBCE(D(G(X)), 1). (4.5)

The training of the two networks is performed in an alternating fashion. First, D is

updated by taking a mini-batch of real target data and a mini-batch of generated target

data (corresponding to the output of G). Then, G is updated by using another mini-batch

of samples including sources and their corresponding ground-truth target images.

Image Gradient Difference Loss: If I only take into account Eq. 4.5 for the generator,

the system would be able to generate images that are drawn from the distribution of the

target data. I further incorporate the L2 loss term of Eq. 4.1 as a data fitting term in the

loss of the generator, aiming at producing realistic images. Training the system with the

above mentioned losses would be able to generate a target image from its corresponding

source image. Furthermore, as the L2 loss may produce blurry images, I propose to use an

image gradient difference loss (“GDL”) as an additional term. It is defined as:

LGDL(Y, Ŷ ) =
∣∣∣|∇Yx| − ∣∣∣∇Ŷx∣∣∣∣∣∣2

+
∣∣∣|∇Yy| − ∣∣∣∇Ŷy∣∣∣∣∣∣2

+
∣∣∣|∇Yz| − ∣∣∣∇Ŷz∣∣∣∣∣∣2 ,

(4.6)

where Y is the ground-truth target image, and Ŷ is the estimated target by the gener-

ator network. This loss tries to minimize the difference of the magnitudes of the gradients

between the ground-truth target image and the synthetic target image. In this way, the

synthetic target image will try to keep the regions with strong gradients (e.g., edges) for

an effective compensation of the L2 reconstruction term. By combining all losses above,

the generator can thus be modeled to minimize the loss function shown in Eq. 4.4.

Architecture Details: The architecture of the proposed generator network G is showed

in Fig. 4.2, where the numbers indicate the filter sizes. This network takes a source image
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as the input, and tries to generate the corresponding target image. The architecture is

designed with empirical knowledge from the widely-used FCN architectures. As the input

size of the proposed network is 32 × 32 × 32 and the output size is 16 × 16 × 16, I have

to reduce the feature map sizes during the network inference. If keeping 3 × 3 × 3 as the

kernel size, I will have too many layers, which is challenging to both physical memory

and optimization in training. Thus, I choose several big kernels to decrease the depth of

the network in the generator. The proposed kernel size setting is empirical, and I believe

that other possible configurations can also be used. Specifically, it has 9 layers containing

convolution, batch normalization (BN) and ReLU operations. The kernel sizes are 93,

33, 33, 33, 93, 33, 33, 73, and 33 respectively. The numbers of filters are 32, 32, 32, 64, 64,

64, 32, 32, and 1, respectively, for the individual layers. The last layer only includes 1

convolutional filter, and its output is considered as the estimated target image. Regarding

the architecture, I avoid the use of pooling since it will reduce the spatial resolution of

the feature maps. Considering the fact that the traditional convolution operations of the

generator in Fig. 4.1 cannot guarantee a sufficiently effective receptive field [128], I adopt

the dilated convolution as an alternative [212] so that I can achieve enough receptive field.

The dilation for the first and last convolution layers of the generator in Fig. 4.1 are 1, and

2 for all the rest convolution layers.

The discriminator D is a typical CNN architecture including three stages of convo-

lution, BN, ReLU and max pooling, followed by one convolutional layer and three fully

connected layers where the first two use ReLU as activation functions and the last one

uses sigmoid (whose output represents the likelihood that the input data is drawn from

the distribution of real target image). The filter size is 3× 3× 3, the numbers of the filters

are 32, 64, 128 and 256 for the convolutional layers, and the numbers of the output nodes

in the fully connected layers are 512, 128 and 1.
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4.1.2 Residual Learning for the Generator

CNN with residual connections has achieved promising results in many challenging

generic image processing tasks [71, 97]. Residual connections, in principle, help bypass

the nonlinear transformations with an identity mapping in the network and explicitly

reformulates the layers as learning residuals with reference to the precedent layers [71].

Formally, the residual connection can be expressed as Eq. 4.7:

y = F (x, {Wi}) + x, (4.7)

where Wi are the convolutional filters in the bottleneck residual unit, and x and y are

the input and output feature maps, respectively.

‘ResNet’ demonstrates that the residual connection benefits convergence when training

a very deep CNN. The residual learning unit works on a local convolutional layer by trans-

forming it to a bottleneck architecture. Since in some tasks, the source and target images

(e.g., 3T-to-7T task) are largely similar, in this study, I extend such a connection (bottle-

neck architecture) to skip the whole CNN (or FCN), instead of a single convolutional layer.

With this long-term residual unit, the residual image is likely to be (or close to be) zero,

making the network much easier to train. The long-term residual connection is illustrated

as the solid-purple-line arrow in Fig. 4.3.

For the 3T-to-7T synthesis task, it might be hard for very deep networks to produce

accurate results since the model will require a very long-term memory [98]. This is due to

the fact that the structure of the output is very similar to the structure of the input, and

the required memory might be difficult to model during the training because of vanishing

gradient issues and the large number of layers. As introduced in the above paragraphs,

residual learning can help to alleviate this issue by learning a residual map in the last

layer [97, 71]. This is accomplished by adding a skip connection from the input to the final

layer and then performing an element-wise addition. In Fig. 4.3, I show this architecture.
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Figure 4.3: Generator architecture used in the GAN setting for estimation of synthetic
target image. Note the solid-purple-line arrow from source image to the ’plus’ sign, which
expresses the long-term residual connection.

It is worth mentioning that this long-term residual unit only makes sense for tasks where

the input is highly correlated to the output, such as 3T-to-7T synthesis, super resolution,

denoising and so on. For that reason, I only use this method for the 3T-to-7T synthesis

task in this study.

4.1.3 Auto-Context Model (ACM) for Refinement

Since the work in this study is patch-based, the context information available for each

training sample is limited inside the patch. This obviously affects the modeling capacity

of the proposed network. One remedy to enlarge the context during training is by using

ACM, which is commonly used in the task of semantic segmentation [181]. The idea is to

train several classifiers iteratively, where each classifier is trained not only with the feature

data of original image(s) but also with the probability map outputted by the previous clas-

sifier. Note that the output of the previous classifier gives additional context information

for the subsequent classifier to use. At testing time, the input will be processed for each

classifier one after the other, concatenating the probability map to the initial input.

In this work, I show that the ACM can also be applied successfully to the deep learn-

ing based regression tasks. In particular, I adopt the ACM to iteratively refine the gener-
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ated results, making the proposed GAN context-aware. To this end, I iteratively train sev-

eral GANs that take inputs from both early synthetic target patches and source patches.

These patches are then concatenated as a second channel with the source patches, which

are both input for training of the next GAN. An illustration of this scheme is shown in

Fig. 4.4. It is worth noting that the architectures of the GANs I use for ACM are exactly

the same as shown in Fig. 4.1. The only difference is about the input to the generator,

which concatenates the source MRI patch and the synthetic target patch since the 1st it-

eration of ACM. I keep the same sizes of the input patches throughout the ACM based

refinement. Since the context information is extracted from the whole previously-estimated

target image, they can encode information that is not available within the initial input

image patch.Context-aware GAN

GAN 1

GAN 2

GAN N

D. Nie∗, R. Trullo∗, J. Lian, C. Petitjean, S. Ruan, D. Shen, “Medical Image Synthesis with Context-Aware Generative Adversarial

Networks”, MICCAI, 2017.
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Figure 4.4: Proposed architecture for ACM with GAN.
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4.2 Experimental Results for Medical Image Synthesis

I use three datasets to test the proposed method in two different tasks. First, I es-

timate CT images from its corresponding MRI data for both pelvic and brain datasets.

Second, I estimate 7T MRI data from its corresponding 3T MRI data. I describe the ex-

periments and the results of these two tasks separately.

4.2.1 Experiments on MR-to-CT Synthesis

• The brain dataset was acquired from 16 subjects with both MRI and CT scans in

the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (see www.adni-info.

org for details). The MR images were acquired using a Siemens Triotim scanner,

with the voxel size 1.2× 1.2× 1 mm3 , TE 2.95 ms, TR 2300 ms, and flip angle 9◦.

The CT images, with the voxel size 0.59× 0.59× 3 mm3, were acquired on a Siemens

Somatom scanner. A typical example of preprocessed CT and MR images is given in

Fig. 1.3.

• The pelvic dataset consists of 22 subjects, each with MR and CT images. The spac-

ings of CT and MR images are 1.172× 1.172× 1 mm3 and 1× 1× 1 mm3, respectively.

In the training stage, I rigidly align the CT to MRI with FLIRT for each subject [74].

As there may be a large deformation on soft tissues for the prostate images, I adopt

non-rigid registration (i.e., ANTs-SyN [6]) for each individual subject with careful

parameter tuning. For both of these rigid and non-rigid registration steps, I use mu-

tual information as the similarity metric to perform the registration with intensity

images. To refine the registration results especially on the crucial pelvic organs be-

tween the CT and MR images, I further use Diffeomorphic Demons to register the

respective manual labels of the prostate, bladder and rectum. In this way, the bound-

aries of these pelvic organs can be strictly aligned in the CT and MR images after

final registration. After alignment, CT and MR images of the same patient have the
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same image size and spacing. Since only pelvic regions are concerned, I further crop

the aligned CT and MR images to reduce the computational burden. Finally, each

preprocessed image has a size of 153× 193× 50 and a spacing of 1× 1× 1 mm3.

I first normalized the data using X = (X −mean) /std, where mean and std is the

mean value and stand deviation across all the training data. And then I randomly ex-

tracted source patches of size 32× 32× 32, along with their corresponding target patches

of size 16× 16× 16, by using the same center point as each pair of training samples. The

networks were trained using the Adam optimizer with a learning rate of 10−6, β1 = 0.5

as suggested in [161], and mini-batch size of 10. The generator was trained using λ1 =

0.5, λ2 = λ3 = 1.

The code is implemented using the TensorFlow library, and is publicly available from

this github2. The training is done with a Titan X GPU. For the brain dataset, it costs

about 10 hours to train the GAN in the 0th iteration of ACM, and 3 hours to train the

1st and 2nd iteration of ACM based refinement, respectively. For the pelvic dataset, it

costs about 12 hours to train the GAN in the 0th iteration of ACM, and 3.5 hours for the

1st and 2nd iterations of ACM based refinement, respectively. As mentioned in Sec. 4.1,

the intensities of the overlapping target image regions is averaged at the testing stage.

To tradeoff between the time cost and the accuracy, I set the stride to be 8 along each

direction of the image for the overlapping target image regions at the testing stage. The

time cost for one testing brain MRI is about 1.2 minutes with the trained GAN model.

Note, only generator is needed at the testing stage. In particular, the testing time costs

increase to 2.4 and 3.6 minutes, respectively, if the 1st and the 2nd iterations of ACM are

adopted. Similarly, the time cost for one testing pelvic MRI with the trained 0th, 1st and

2nd iterations of ACM are 0.5, 1.0 and 1.5 minutes, respectively.

To demonstrate the advantage of the proposed method in terms of prediction accu-

racy, I compare it with three widely-used approaches: 1) atlas-based method [189]: specif-

2 https://github.com/ginobilinie/medSynthesis
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ically, it uses multi-atlas registration(by Demons) and intensity averaging for fusion, and

the number of atlases I use is 5, 2) sparse representation based method (SR), and 3)

structured random forest with ACM (SRF+) [86]. I used my own implementation of the

first two methods, while for the third method (SRF+) I just show the results reported

in [86]. All experiments are done in a leave-one-out fashion. The evaluation metrics are

the MAE 2.25 and the PSNR 2.26.

Impact of Dilated Convolution: As mentioned in Sec. 4.1, I adopt a dilated convolu-

tion to replace the part of standard convolution operations in the generator, which could

lead to a huge increase of the effective receptive field [128] (actually, with dilated convolu-

tion, the theoretical receptive field is 69) and thus make up for the insufficient receptive

field of using standard convolution operation. The effect of using the dilated convolu-

tion operations is quantitatively evaluated in this study. In particular, the dilated FCN

could provide PSNR of 24.7(1.4), while the FCN (with standard convolution operation)

is 24.1(1.4). The GAN with dilated generator is able to achieve 25.2(1.4), in contrast, the

GAN with standard generator’s performance is 24.6(1.4). Thus, these experimental results

further demonstrate the effectiveness of using the dilated convolution operation.

Impact of Adversarial Learning: To show the contribution of the adversarial learn-

ing, I conduct comparisons between the traditional FCN (i.e., just the generator shown

in Fig. 4.1 but with dilated convolution operations) and the proposed GAN model. The

PSNR values are 24.9 and 25.2 for the traditional FCN and the proposed approach, re-

spectively. Note that these results do not include the adoption of ACM. I visualize results

in Fig. 5.5, where the leftmost image is the input MRI, and the rightmost image is the

ground-truth CT. I can clearly see that the generated data using the GAN approach has

less artifacts than the traditional FCN, by estimating an image that is closer to the de-

sired output quantitatively and qualitatively.

Impact of Gradient Difference Loss: To show how the proposed gradient difference

loss (GDL) works in the framework, I conduct comparisons between the case of removing
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Figure 4.5: Visual comparison for impact of adversarial learning. The 1st row shows the
synthetic CT by FCN and GAN, and the 2nd row shows the difference map between the
synthetic CT and ground truth CT. Note that FCN means the case without adversarial
learning, and GAN means the proposed method with adversarial learning.

GDL (No GDL, λ3 = 0) and including GDL (With GDL, λ3 = 1). The PSNR values are

25.2 and 25.9 for ‘No GDL’ and ‘With GDL’, respectively. Note again that these results do

not include the adoption of ACM. I can visualize results in Fig. 4.6. It is very clear that

the method ‘With GDL’ results in much sharper image. In contrast, the method ‘No GDL’

generates more blurred image. That is because GDL can enforce the gradient distribution

of the generated image to be close to the gradient distribution of the real target image.

Auto-Context Model Refinement: To show the contribution of ACM, I present the

performance (in terms of PSNR and MAE) of the proposed method with respect to the

number of iterations of ACM in Fig. 4.7 and Fig. 4.8. I can observe that both MAE and

PSNR are improved gradually and consistently with iterations, especially in the first two

iterations. This is because ACM could solve the short-range dependency by providing

long-range context information. Considering the trade-off between the performance and

the training time, I choose 2 iterations for ACM in the proposed experiments on both

datasets.
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Figure 4.6: Visual comparison for impact of using the gradient difference loss (GDL).
The 1st row shows the input MRI, two synthetic CT by two different methods, and the
ground-truth CT. The 2nd row shows difference maps between each synthetic CT and the
ground-truth CT.
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Figure 4.7: Performance (PSNR) of using ACM on the brain dataset with iterations.

In order to asses the effect of the ACM on the quality of the results, I also visualize

one slice from the generated brain CT of a typical dataset in the first two stages of the

framework in Fig. 4.9. The previous effects have been summarized in Table 4.1.

Comparison with Other Methods for the two MR-to-CT Synthesis datasets: To

qualitatively compare the estimated CT by different methods, I visualize the generated
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Figure 4.8: Performance (MAE) of using ACM on the brain dataset with iterations.

Table 4.1: Results summarizing different effects of the proposed method on the brain
dataset in terms of PSNR.

Method No Adv. Adv. Adv.+GDL Proposed
Mean(std) 24.9(1.4) 25.2(1.4) 25.9(1.4) 27.6(1.3)

Figure 4.9: The 1st row shows visual comparison of MR image, three synthetic CT images
by applying 0th, 1st and 2nd iterations of ACM, and the ground-truth CT image for a
typical brain case. The 2nd row shows difference maps between each iteratively-estimated
CT and the ground-truth CT.

CT with the ground-truth CT in Fig. 4.10. I can see that the proposed algorithm can

better preserve the continuity and smoothness in the results since it uses image gradient
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difference constraints in the image patch as discussed in Section 4.1.1. Furthermore, I can

conclude from the difference maps in Fig. 4.10 that the generated CT looks closer to the

ground-truth CT compared to all other methods. I argue that this is due to the use of

adversarial learning strategy that urges the generated images to be very similar to the real

ones, so that even a complex discriminator cannot perform better than chance.

MRI SR ProposedAtlas Ground TruthSRF+

2000-2000 0

Figure 4.10: The 1st row shows visual comparison of the MR image, the four estimated
CT images by other three competing methods and the proposed method, and the ground-
truth CT for a typical brain case. The 2nd row shows difference maps between each
estimated target CT and the ground-truth CT.

I also quantitatively compare the synthesis results in Table 4.2 using evaluation met-

rics, i.e., PSNR and MAE. The proposed method outperforms all other competing meth-

ods in both metrics, which further demonstrates the advantage of my proposed framework.

Table 4.2: Average MAE and PSNR on 16 subjects from the brain dataset.

Method MAE PSNR
Mean (std) Med. Mean (std) Med.

Atlas 171.5(35.7) 170.2 20.8(1.6) 20.6
SR 159.8(37.4) 161.1 21.3(1.7) 21.2
SRF+ [86] 99.9(14.2) 97.6 26.3(1.4) 26.3
Proposed 92.5(13.9) 92.1 27.6(1.3) 27.6
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Table 4.3: Average MAE and PSNR on 22 subjects from the pelvic dataset.

Method MAE PSNR
Mean (std) Med. Mean (std) Med.

Atlas 66.1(6.9) 66.7 29.0(2.1) 29.6
SR 52.1(9.8) 52.3 30.3(2.6) 31.1
SRF+ [86] 48.1(4.6) 48.3 32.1(0.9) 31.8
Proposed 39.0(4.6) 39.1 34.1(1.0) 34.1

The prediction results on the pelvic dataset by the same above methods are also shown

in Fig. 4.11. It can be seen that my experimental result is consistent with the ground-

truth CT. The quantitative results based on the same two evaluation metrics are shown in

Table 4.3, indicating that the proposed method outperforms other competing methods in

terms of both MAE and PSNR. Specifically, my method gives an average PSNR of 34.1,

which is higher than the average PSNR of 32.1 obtained by the state-of-the-art SRF+

method. The MAE values (i.e., 39.0 by the proposed method, and 48.1 by the SRF+)

further shows the improved effectiveness of my method.
Sub 1 Vis S30 done by 12/14/2016

MRI Atlas SR SRF+ Proposed Ground Truth

2000-2000 0

Figure 4.11: The 1st row shows visual comparison of the MR image, the estimated CT
images by the proposed method and other competing methods, and the ground-truth
CT image for the typical pelvic case; The 2nd row shows the difference maps between
estimated CT and ground truth CT.

I further performed Wilcoxon signed-rank test to validate whether the improvement

of the proposed method compared to the previous methods is significant or not. The ex-
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perimental results in Table 4.4 show the statistical significant improvement (p < 0.05 by

Wilcoxon signed-rank test).

Table 4.4: P-Values by performing Wilcoxon signed-rank Test between the proposed
method and all the previous method for both PSNR and MAE values on brain and pelvic
datasets.

Method Brain Pelvic
PSNR MAE PSNR MAE

Atlas <0.01 <0.01 <0.01 <0.01
SR <0.01 <0.01 <0.01 <0.01
SRF+ [86] <0.05 <0.05 <0.01 <0.01

4.2.2 Experiments on 3T-to-7T Synthesis

The 3T-to-7T dataset consists of 15 subjects, each with 3T MRI (1× 1× 1 mm3) and

7T MRI (0.65 × 0.65 × 0.65 mm3), scanned using 3T and 7T MRI scanners, respectively.

The 7T MRI provides higher resolution and contrast than the 3T MRI, thus benefiting

early diagnosis of brain diseases. These images are all linearly aligned and skull-stripped

to remove non-brain regions.

Impact of Adversarial Learning: To show the contribution of the adversarial learning,

I conduct comparison experiments between the traditional FCN (i.e., just the generator

shown in Fig. 4.1) and the proposed GAN model. The PSNR values are 26.15(1.27) and

26.88(1.25) by the traditional FCN and the one with adversarial learning, respectively.

Note that these results do not include the GDL, residual learning and ACM. I visualize

results in Fig. 4.12, where the leftmost image is the 3T MRI, and the rightmost image

is the ground-truth 7T MRI. I can clearly see that the generated data using the GAN

approach has less artifacts than the traditional FCN, by estimating an image that is closer

to the desired output quantitatively and qualitatively.

Impact of Gradient Difference Loss: To show how the proposed gradient difference

loss (GDL) work in the framework, I conduct the same comparison experiments as the pre-
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Figure 4.12: Visual comparison to demonstrate the impact of using the adversarial learn-
ing for the 3T-to-7T dataset. The 1st row shows 3T MRI, two synthetic 7T MRI by two
methods, and ground-truth 7T MRI. The 2nd row shows difference maps between each
synthetic 7T MRI and ground-truth 7T MRI. Note that FCN means the case without
adversarial learning, and GAN means the case with adversarial learning.

vious datasets. The PSNR values are 26.83(1.25) and 27.18(1.24) for the method ‘No GDL’

and the method ‘With GDL’, respectively. These results do not include the residual learn-

ing and ACM. I visualize results in Fig. 4.13. Similar conclusions to those discussed above

for the previous datasets can be made, i.e., obtaining much sharper and more realistic

images.

Impact of Residual Learning: To show how the proposed long-term residual learning

unit work in the framework, I conduct comparison experiments (i.e., using a GAN without

this residual unit and a GAN with this unit, denoted as ‘GAN’ and ‘ResGAN’, respec-

tively) to validate it in this dataset. The PSNR values are 27.18(1.24) and 27.69(1.22) by

the method ‘GAN’ and the method ‘ResGAN’, respectively. Note that these results do

not include the ACM. I have visualized the generated 7T MRI in Fig. 4.14. The ‘ResGAN’

generates a clearer 7T MRI compared to ‘GAN’, especially for the details. This is mainly
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Figure 4.13: Visual comparison to demonstrate the impact of using the gradient difference
loss. The image obtained via GDL is more realistic and sharper. The 1st row shows 3T
MRI, the synthetic 7T MRI by two methods, and ground-truth 7T MRI; the 2nd row
shows difference maps between each synthetic 7T MRI and the ground-truth 7T MRI.

Table 4.5: Results summarizing different effects of the proposed method on the 3T-to-7T
dataset in terms of of PSNR.

Method No Adv. Adv. Adv.+GDL ResGAN ResGAN+ACM
Mean(std) 26.15(1.27) 26.83(1.25) 27.18(1.24) 27.69(1.22) 27.93(1.18)

due to better convergence after using residual learning concept, which has been validated

in Fig. 4.15.

More Evaluation for the Image Reconstruction Quality: Since the contrast is

quite high with subcortical regions (such as thalamus and putamen) in 7T images com-

pared to 3T, I also show a slice of the generated image in Fig. 4.16 in order to verify if this

contrast is produced. The previous investigated effects have been summarized in Table 4.5.

On the other hand, it is important to notice that I have been evaluating the quality of

the generated images with a global metric such as the PSNR. In a medical setting however,

it is important to asses if the image is anatomically correct. Trying to evaluate the med-

ical applicability, I decided to try a segmentation algorithm on both the generated image
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Figure 4.14: Visual comparison to demonstrate the impact of using the residual learning.
The 1st row shows synthetic 7T MRI, and the 2nd row shows the difference maps between
the synthetic 7T MRI and ground truth 7T MRI.

Figure 4.15: The mean squared error (MSE) of the generator in GAN and ResGAN on the
testing dataset with respect to different training iterations.

and the real 7T. In particular, I train an FCN (U-NET [164]) in order to segment 7T im-

ages into White Matter (WM), Gray Matter (GM), and Cerebrospinal Fluid (CSF). I then
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Figure 4.16: The visualization for subcortical regions with 3T MRI, the synthetic 7T
MRI, and the ground-truth 7T MRI. The 2nd row shows a difference map between the
ground-truth 7T MRI and the synthetic 7T MRI.

Table 4.6: Performance of segmentation on the MRI dataset in terms of Dice Index and its
corresponding standard deviation.

Input WM GM CSF
3T MRI 80.35(2.02) 85.49(1.08) 88.75(0.93)

Synthetic 7T MRI 86.84(1.84) 91.68(0.92) 95.96(0.88)
Ground-Truth 7T MRI 87.70(1.76) 92.33(0.86) 96.58(0.90)

evaluate the Dice Index of the segmentation maps obtained using the original 7T and the

generated 7T as inputs to the network. I show a slice of the segmentation maps obtained

in Fig. 4.17, and show the Dice Index in Table 4.6. The results show that the synthetic

7T MRI produces a segmentation map that is very close to that one produced by the real

7T in terms of Dice Index, and both of them largely outperform the results obtained by

directly segmenting the 3T MRI. These results imply that the synthetic images have high

quality and could be applicable to image segmentation.

Comparison with Other Methods: I compare the proposed method with several state-

of-the-art methods: 1) HM: Histogram Matching, which matches the intensity distribution

of an image with the intensity distribution of a target image; 2) LIS: Local Image Similar-

ity [22], which synthesizes the target image using multiple atlases propagated according
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Figure 4.17: Visual comparison of segmentation results for a typical subject by using
different input data (3T MRI, synthetic 7T MRI, and ground-truth 7T MRI). The 1st row
is the MRI, and the 2nd shows the segmented slices as well as the manual segmentation
map.

to local image similarity measures; 3) M-CCA: Multi-level CCA [12], which conducts a

hierarchical reconstruction based on group sparsity in a novel multi-level CCA framework;

4) CNN: a 3D Convolutional Neural Networks [10], which learns non-linear mapping be-

tween the source image and target image. I list the experimental results in Table 4.7. The

proposed framework outperforms the baselines methods by a big margin, which further

validates the effectiveness of the proposed generative adversarial networks.

Table 4.7: Comparison of the performances of different methods on the 3T-to-7T dataset
in terms of PSNR. The p-values by performing Wilcoxon signed-rank test between the
proposed method and all other methods are also reported, and I use “*” to denote p<0.01.

Method HM LIS M-CCA CNN Proposed
Mean (std) 21.10(1.44) * 24.33(1.26) * 25.41(1.20) * 26.50(1.22) * 27.93(1.18)
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CHAPTER 5: ADVERSARIAL CONFIDENCE LEARNING FOR MEDICAL
IMAGE ANALYSIS

As mentioned in Sec. 1.3 and Sec. 4.1, although adversarial learning could improve the

visual perception to a large extent, it cannot provide quantitative performance gain at a

similar extent. Thus, in this chapter, I analyzed the roles of discriminator in supervised

adversarial learning systems and proposed an adversarial confidence learning framework to

address such as issue. The Introduction also pointed out that training supervised models

for medical image analysis could be easily dominated by the easy samples because of the

distribution of irregular medical images. Accordingly, I proposed a novel difficulty-aware

attention mechanism to better model the hard-to-segment (hard-to-synthesis) regions of

the medical images following the adversarial confidence learning framework1. As figured

out in Sec. 1.1.1, lack of annotated data was a ever-lasting challenge in medical image

analysis. To move forward in this direction, I proposed a confidence-aware semi-supervised

segmentation model2 to provide a potential solution for this problem.

5.1 Adversarial Confidence Learning

I first present analysis for the roles of discriminator which is the basis of the proposed

adversarial confidence learning. Then, I introduce the components of the proposed frame-

work one by one with an example of medical image segmentation. Finally, I also extend

the adversarial confidence learning framework to lesion image synthesis.

1One work was published in AAAI 2019 [154]. Another work was still under review in International
Journal of Computer Vision [151]. This chapter uses parts of text descriptions and figures from these
papers.

2This work was published in MICCAI 2018 [146]. This chapter uses parts of text descriptions and figures
from the published paper.
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5.1.1 Analyzing Role of Discriminator

To take better advantage of adversarial learning, I analyze the roles of discriminators in

GAN systems and compare them between classic GAN and supervised adversarial learning

system. Fig. 5.1(a) and (b) illustrate these two typical architectures.

Unsupervised GAN vs Supervised GAN

G

𝑧

𝑣

D

G

𝑥

𝑦 𝑦

D

𝑢

(a) (b)

G
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𝑦 𝑦

D

(c)

Figure 5.1: Illustration of classic GAN and supervised adversarial learning system. (a)
shows a typical classic GAN, where z is an input signal following a certain distribution,
u is the generated image, and v is the real image. (b) depicts a typical supervised adver-
sarial learning system, where x is the input modality, ŷ is the generated image, and y is
the corresponding ground truth image. (c) introduces the proposed adversarial confidence
learning framework which retains the adversarial learning and imposes confidence learning
to enhance the supervised generator.

In classic GAN, there are two roles of the D: 1) distinguishing the real image v from

the generated image u; 2) providing adversarial loss to train the G. In this unsupervised

system, the training signal for G only comes from the D network, as a consequence, the

generated u does not necessarily correspond to v but follow an implicit distribution of {v}.

Similarly, the supervised adversarial learning system shown in Fig. 5.1(b), D also has the

same roles. However, since G also benefits from the supervised loss from y besides the

adversarial loss from D, the generated image ŷ has a spatial match with the ground-truth

image y. In other words, the G in supervised adversarial learning system in Fig. 5.1(b)

does not rely on D as much as that in classic GANs.

Some research papers [125, 88, 152] figure out that adversarial learning in supervised

models (segmentation and synthesis) work as high-order spatial consistency regularization

to improve the supervised model since the traditional supervised losses (i.e., cross entropy

loss for segmentation and Lp loss for synthesis) for G only consider pixel-level correspon-
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dence but ignore image-level (or pairwise) match. With such adversarial learning, the

qualitative performance (mainly visual perception) usually becomes better, while it cannot

produce the same level of contribution to quantitative performance gain (the quantitative

performance even degenerated in many cases) [88, 152].

In this study, I hope to take better advantage of adversarial learning so that the algo-

rithm can synchronously improve both the visual perception and the quantitative perfor-

mance. I propose adversarial confidence learning to achieve this goal, in which, the adver-

sarial learning is retained by adopting a fully convolutional (dense) discriminator, and I

develop confidence learning to enhance the design of the supervised generator. Specifically,

I propose a fully convolutional adversarial framework as shown in Fig. 5.2. a) I adopt a

full convolutional discriminator for local adversarial learning and also learn dense confi-

dence information. b) With the well-learned confidence map, I propose difficulty-aware

mechanism to improve the design of the supervised loss of the generator for medical image

segmentation and synthesis. The architecture of the proposed framework is presented in

Fig. 5.2, which consists of two sub-networks, i.e., a) base generator network (denoted as S

for segmentation or synthesis) and b) confidence network (denoted as D).

Real Mask

Segmentation Network (S)

Conv + BN + ReLU Loss

Input Image

Skip Connection

Predicted Mask

Confidence Map (M)

Difficulty-aware

Attention 

Mechanism

Confidence Network (D)

Figure 5.2: Illustration of the architecture of the proposed framework by taking segmen-
tation as an example (although this framework can also be adapted to synthesis). This
framework consists of a segmentation network (S), a confidence network (D), and the
difficulty-aware attention mechanism. Note, a perfect D is desired in this framework.
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To ease the description of the proposed algorithm, I give the formal notation used

throughout this section. Given a labeled input image X ∈ RH×W×T with corresponding

ground-truth output map (segmentation or output modality) Y ∈ ZH×W×T . For segmen-

tation map, I encode it to one-hot format P ∈ RH×W×T×C (by converting the label map

Y into C binary label maps with one-hot encoding), where C is the number of semantic

categories in the dataset. The base generator network outputs the class probability maps

P̂ ∈ RH×W×T×C . The segmented label map can be obtained by Ŷ = argmax P̂.

5.1.2 Base Generator Network for Segmentation

Since segmentation and synthesis share the same characteristic as dense prediction, the

base generator network for segmentation (synthesis) can be any end-to-end dense predic-

tion network (as shown in Fig. 5.2), such as FCN [124, 145], UNet [164, 48], VNet [139], or

DSResUNet [214] (a UNet-like structure with residual learning, element-wise addition of

skip connection, and deep supervision). In this study, I adopt an enhanced UNet as the

segmentation network. Specifically, I replace all the convolutional layers but the last one

with the residual modules [71], apply dilated residual module in the intermediate layers

between encoder and decoder (the feature maps with the smallest size) [213], utilize the

transformation modules in the long-skip connections [151], inject deep supervision at three

scales in the decoder path [136], and propose channel attention module to better fuse the

concatenated information from lower layers and higher layers [80].

5.1.2.1 Training Segmentation Network

The class imbalance problem is usually serious in medical image segmentation tasks.

To overcome it, I propose using a generalized multi-class Dice loss [176] as the training loss
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for the proposed segmentation network, as defined below in Eq. 5.1.

LDice (X,P; θS) = 1− 2

C∑
c=1

πc
H∑
h=1

W∑
w=1

T∑
t=1

Ph,w,t,cP̂h,w,t,c

C∑
c=1

πc
H∑
h=1

W∑
w=1

T∑
t=1

Ph,w,t,c + P̂h,w,t,c

, (5.1)

where πc is the class balancing weight of category c, and θS contains the parameters of

segmentation network. I set πc = 1/

(
H∑
h=1

W∑
w=1

T∑
t=1

Ph,w,t,c

)2

. P̂ is the predicted probability

map from the segmentation network: P̂ = S (X, θs).

Besides, I also use the multi-category cross entropy loss to form the voxel-wise measure-

ment, as shown in Eq. 5.2.

LCE (X, Y ; θS) = −
H∑
h=1

W∑
w=1

T∑
t=1

C∑
c=1

I {Yh,w,t,c} log P̂h,w,t,c. (5.2)

To this end, the hybrid loss which leverages both losses for training the segmentation

network can be concluded as in Eq. 5.3.

LHyb = LDice + LCE. (5.3)

5.1.3 Fully Convolutional Adversarial Confidence Learning

Adversarial learning has been shown to be effective in improving visual perception

performance for segmentation and synthesis tasks [125, 142, 84, 161, 149]. In the classic

adversarial networks, the discriminator is mostly a CNN-based network with the output

probability of an input image belonging to be the real [167]. Obviously, the conventional

discriminator only provides a global confidence over the entire image domain, without pro-

viding local confidence in the dense map, i.e., voxel-wise confidence. To address this issue,

I propose using a UNet-based network to model the discriminator and name it as confi-

dence network for convenience. The output of confidence network (denoted as confidence
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map (M) with size H ×W × T × 1) indicates locally whether automatic segmentation (gen-

erated image) is similar to the ground-truth segmentation (real image) [112]. I argue that

the confidence network can learn the structural information that can be used to regularize

the output of base dense prediction network [84, 112]. More importantly, this local discrim-

inator can mitigate the gradient vanishing issue to some degree [66, 143]. In this study, a

simplified version of typical UNet [164] is adopted as the architecture of confidence net-

work. Specifically, to save memory, I only keep one convolutional layer at each stage and

also half the number of feature maps in the convolution layers across the network except

the last one.

5.1.3.1 Training the Confidence Network

The training objective of the confidence network is the summation of binary cross-

entropy loss over the image domain, as shown in Eq. 5.4. Here, I use S and D to denote

the segmentation and confidence networks, respectively.

LD(X,P; θD) = LBCE(D(P, θD),1) + LBCE(D(S(X), θD),0), (5.4)

where

LBCE

(
Q̂,Q

)
= −

H∑
h=1

W∑
w=1

T∑
t=1

Qh,w,t log
(
Q̂h,w,t

)
+(1−Qh,w,t) log

(
1− Q̂h,w,t

)
,

(5.5)

where X and P represent the input data and its corresponding manual label map (one-hot

encoding format), respectively. θD is network parameters for the confidence network.

5.1.3.2 Adversarial Loss as Realistic Regularization

For segmentation network, the above-mentioned hybrid loss as defined in Eq. 5.3

mainly targets at bringing voxel-level or organ-level match between ground-truth seg-
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mentation and automatic segmentation. However, it cannot evaluate the match of the two

segmentation’s in an overall sense. As a result, I propose using an adversarial loss term

from D to work as a realistic regularization, which aims at enforcing higher-order spatial

consistency between ground-truth segmentation and automatic segmentation in an im-

plicit manner. In particular, the adversarial loss (“ADV”) to improve S and fool D can be

defined by Eq. 5.6:

LADV (X, θS) = LBCE (D (S (X; θS)) ,1) , (5.6)

5.1.4 Discussion for Selection of Adversarial Loss Functions

There are many well designed loss functions proposed for training the GANs [127].

Among them, the widely used loss functions are classic GAN [60], NSGAN [60], WGAN [5],

WGANGP [63] and LSGAN [132], respectively.

Table 5.1: Loss functions in the adversarial learning system: GAN, NSGAN, WGAN,
WGANGP and LSGAN.

GAN Loss for Discriminator Loss for Generator
GAN −Ey log (D (y))− Eŷ log (1−D (ŷ)) Eŷ log (1−D (ŷ))
NSGAN −Ey log (D (y))− Eŷ log (1−D (ŷ)) −Eŷ log (D (ŷ))
WGAN EŷD (ŷ)− EyD (y) −EŷD (ŷ)

WGANGP LWGAN
D +λEŷ(‖∇D (αy + (1− αŷ))‖2 − 1)2 −EŷD (ŷ)

LSGAN −Eŷ(D (ŷ − 1))2

Table 5.1 presents the basic discriminator and generator loss functions. Since the clas-

sic GAN does not impose any prior on the data distribution, its implicit assumption is

that GAN could generate samples from any data distributions. To achieve such an ef-

fect, the classic GAN implicitly assumes that their discriminator has infinite modeling

capacity which can distinguish the distributional consistency between generated and real

samples [60, 160]. The non-saturate GAN (NSGAN) also has such an assumption but it

instead utilizes a non-saturating loss to generate better gradient signal for the genera-

tor. To alleviate the gradient vanishing issues in classic GAN and NSGAN, the authors of
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WGAN [5] proposed using Earth-Move distance to build their GAN models with Lipschitz

regularity. Similar works are proposed in [63, 132]. The ideas of these works are actually

to limit the infinite modeling capacity of the D so that the gradient vanishing issue can be

mitigated.

In this study, apart from improving the visual perception with the adversarial learning,

I also hope to improve quantitative performance with the supervised generator by utilizing

the confidence information from the D. To achieve such goals, I have to retain the infi-

nite modeling capacity of D. Therefore, I select NSGAN as the loss function to train the

proposed supervised adversarial learning system.

5.2 Difficulty-Aware Attention Mechanism

5.2.1 Difficulty-Aware Attention Mechanism for Medical Image Segmentation

Focal loss has been shown effective to alleviate the overwhelming effect of easy sam-

ples in many computer vision tasks, such as image detection and segmentation [122, 1].

The success of focal loss can be attributed to its strategy that pays more attention on the

recognized hard samples (pixels) and less attention to the easy samples. The key point is

how to recognize difficult samples (pixels). Focal loss utilizes the predicted probability of

a sample as the indicator of the difficulty degree, which may lead to some potential prob-

lems in medical image segmentation tasks. Firstly, training may be unstable due to the

dominance of a certain class. Secondly, easy and hard samples may also have similar fo-

cal weights due to the potential multi-class competition. Thirdly, focal loss only provides

pixel-level attention and ignores neighborhood-level attention which is usually important

for dense prediction tasks. Lastly, focal loss ignores structural information because it does

not consider the original input image of the segmentation network. These potential prob-

lems are mostly caused by the fact that the focal loss uses only predicted probability from

the segmentation network as the standard to determine whether it is a hard or easy sam-
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ple. To overcome the above-mentioned problems, I argue that a more suitable easy-or-hard

representer is needed.

The previously described confidence learning provides a potential solution to better rec-

ognize the easy-or-hard samples. The confidence map produced by the confidence network

contains the easy-or-hard information. Also, since confidence network is actually a binary

classification model, it will avoid the multi-category competition issue. More importantly,

the confidence map contains information from both the original input image and the pre-

dicted probability mask, and thus it can provide neighborhood and structural information

about the easy-or-hard samples (regions).

To this end, I propose a difficulty-aware attention mechanism to better represent the

easy-or-hard information. Specifically, I design a difficulty-aware hybrid loss for segmenta-

tion using region-level and voxel-level attentions from both predicted probability mask and

confidence map. I also propose difficulty-aware mechanism for lesion image synthesis.

5.2.1.1 Difficulty-aware Attention based Segmentation Loss

First, an organ-level attention based generalized Dice loss is proposed to depict the

region-level difficulty, as shown in Eq. 5.7 (Note that the loss function (Eq. 7) in the pa-

per [154] should actually be the same with Eq. 5.7).

LFDice(X,P ;θS) =
1

C

∑C

c=1
(1− dscc)α

1−
∑H

h=1

∑W
w=1

∑T
t=1 Ph,w,t,cP̂h,w,t,c∑H

h=1

∑W
w=1

∑T
t=1

(
Ph,w,t,c + P̂h,w,t,c

)
 , (5.7)

where dscc is the average Dice similarity coefficient of a specific category c, e.g., a cer-

tain organ or tissue. α is the organ-level attention parameter with a range of [0, 5]. Follow-

ing [122], I set α to 2 in this study.
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The voxel-level difficulty-aware attention from the confidence map (M) is formulated

(based on Eq. 5.2) in Eq. 5.8.

LFCE (X, Y ; θS) = −
H∑
h=1

W∑
w=1

T∑
t=1

C∑
c=1

I {Yh,w,t, c}Fh,w,t log P̂h,w,t,c, (5.8)

where

F = (1−M)β, (5.9)

where β is the voxel-level attention parameter, and it follows the settings of γ as described

above.

Now the difficulty-aware attention mechanism with the hybrid loss can be defined as

Eq. 5.10.

LDamHyb = LFDice + LFCE. (5.10)

With the difficulty-aware hybrid loss in Eq. 5.10, I can pay more attention in the lower

confidently (hard) segmented regions. Note, it is different from focal loss which is defined

based on the probability map (P ) from the segmentation network.

5.2.1.2 Total Loss for Segmentation Network

By summing the above losses, the total loss to train the segmentation network can be

defined by Eq. 5.11.

LSeg = LDamHyb + λ1LADV , (5.11)

where λ1 is the scaling factor for the regularization term of adversarial learning. It is se-

lected as a very small value (i.e., 0.005 in this case) since it works as soft constraint. In

this perspective, the adversarial loss term can be viewed as “variational” regularization

term to guarantee the overall realism of the automatic segmentation.
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5.2.2 Adversarial Confidence Learning for Lesion Image Synthesis

Adversarial learning has been widely used for medical image synthesis due to its ca-

pacity to generate realistic images [148, 197, 207]. However, the quantitative performance

cannot be improved as much as qualitative improvement (it can even become worse with

adversarial learning in many cases). Especially, for the irregular regions, such as lesion

or tumor regions, both the visual perception and the quantitative performance need fur-

ther improvement even with the conventional adversarial learning. To achieve this goal, I

propose to use the similar framework shown in Fig. 5.2 for lesion medical image synthesis.

5.2.2.1 Basic Lp Loss for Reconstruction

As mentioned in the Introduction section, typically an L1/L2 loss is conventionally

used to train the typical synthesis network as shown in Eq. 5.12.

LG(X, Y ) = ‖Y −G(X)‖p , (5.12)

where Y is the ground-truth target image, and G(X) is the generated target image from

the source image X by the Generator network G and p is 1 or 2.

5.2.2.2 Realistic Regularization with Adversarial Learning

To produce realistic target modality images, Eq. 5.6 is adopted to work as an regular-

ization term. This realistic regularization term drives the objective function of image syn-

thesis to consider the realistic effect in an entire view instead of only optimizing towards

the minimal reconstruction error in voxel (pixel) level.

5.2.2.3 Difficulty-aware Attention based Lp Loss

Due to the inhomogeneous characteristics and irregular distribution of the medical

images, certain region of the images are usually more difficult to well synthesize. As a con-
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sequence, it is quite desired to build a model that can better model the hard-to-prediction

regions. Since the local discriminator could provide the dense confidence information

about how well each region is synthesized, I can thus pay more attention on the hard-to-

predict regions (e.g., lesion regions) so that these regions can be better modeled. To this

end, I propose using the above-mentioned adversarial difficulty-aware attention mechanism

to better represent the easy-or-hard information. Specifically, I design a difficulty-aware

L1/L2 loss using region-level attentions from the adversarial local confidence map.

The voxel-level difficulty-aware attention from the confidence map (M) is formulated

(based on Eq. 5.12) in Eq. 5.13.

LAttG(X, Y ) = F � ‖Y −G(X)‖p , (5.13)

where � is the element-wise multiplication and

F = (1−M)β, (5.14)

where β is the voxel-level attention parameter. Note, F here works as a scaling factor,

which largely suppresses the contribution of easy-to-synthesize regions to the training loss

and emphasizes the hard-to-synthesize regions.

With the difficulty-region-aware L1/L2 loss in Eq. 5.13, I can pay more attention in

the less confidently (i.e., hard-to-predict) regions and thus better model them (e.g., tumor

or lesion regions). As a consequence, this adversarial difficulty-region-aware attention

mechanism provides an opportunity to use voxel-wise focal loss in regression context.
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5.2.2.4 Total Loss for Training Generator

To this end, the total loss for training generator includes the attention based L1/L2

loss, and the local adversarial loss, which can be summarized below Eq. 5.15.

LG = LAttG + λ1LADV , (5.15)

In this study, the balance coefficient (λ1) is selected at 0.005. The above training loss

could encourage G to generate target images with voxel-wise correspondence to real target

image. At the same time, the generated image will be constrained to be as realistic as

possible so that it can fool the discriminator.

5.2.3 Implementation Details

Pytorch3 is adopted to implement the proposed framework shown in Fig. 5.2. Part of

the codes are released in the github repositories 4 and 5. Since we desire a perfect discrim-

inator (D), I do not adopt the traditionally used strategies to limit the D [161]. I adopt

Adam algorithm to optimize the networks. For segmentation tasks, the input size of the

segmentation network is 64 × 64 × 16. The network weights are initialized by the Xavier

algorithm [59] and weight decay is set to be 1e-4. For the network biases, I initialize them

to 0. The learning rates for the generator network and the confidence network are both

initialized to 5e-3, followed by decreasing the learning rate 2 times for the S, and 5 times

for the D every 3 epochs during the training until smaller than 1e-7. For synthesis tasks,

the input size is set as 240× 240× 5. The network weights are also initialized by the Xavier

algorithm [59] and weight decay is set to be 1e-4. The network biases are initialized to 0.

The learning rates for the generator network and the confidence network are both initial-

3 https://github.com/pytorch/pytorch
4 https://github.com/ginobilinie/medSynthesisV1
5 https://github.com/ginobilinie/diffAwareAttMedSeg
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ized to 5e-4, followed by decreasing the learning rate 2 times for the S, and 5 times for the

D every 3 epochs during the training until smaller than 5e-7. Then I use SGD as optimal

solver to continue the training until the loss cannot decrease any more. A Titan X GPU

server is utilized to train the networks.

5.3 Confidence-Aware Semi-Supervised Learning for Medical Image Segmenta-
tion

Semi-supervised algorithms provide potential solutions for the lack of annotated data

problem of medical image segmentation. However, it is very difficult to automatically eval-

uate how well the unlabeled samples are segmented. In addition, previous semi-supervised

segmentation models mostly involve the entire unlabeled sample into the learning process,

which could actually introduce error signals to mis-supervise the model. Based on the

adversarial confidence learning mentioned in Sec. 5.1, this section proposes a novel semi-

supervised deep learning framework - “Attention based Semi-supervised Deep Networks”

(ASDNet), to overcome these challenges. The proposed ASDNet consists of two subnet-

works, i.e., a) segmentation network (denoted as S) and b) confidence network (denoted as

D). The architecture of the proposed framework is presented in Fig. 5.3.

Besides the notations described at the end of Sec. 5.1.1, I regard an unlabeled image as

U ∈ RH×W×T . Therefore, the whole input image dataset can be defined by O = {X,U}.

In the following subsections, I first introduce the segmentation network. Then, I de-

scribe the confidence network with fully convolutional adversarial learning, followed by the

confidence-aware semi-supervised learning strategy. Finally, I describe the implementation

details.

5.3.1 Segmentation Network with Sample Attention

In ASDNet as shown in Fig. 5.3, the segmentation network can be any end-to-end

segmentation network, such as FCN [124], UNet [164], VNet [139], and DSResUNet [214].
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Figure 5.3: Illustration of the architecture of the proposed ASDNet, which consists of a
segmentation network and a confidence network.

In this study, I adopt a simplified VNet [139] (SVNet) as the segmentation network to

balance the performance and memory cost. Specifically, I remove the 4th downsampling

layer, the 1st upsampling layer and the convolution layers between them from the original

VNet.

5.3.1.1 Multi-class Dice loss

The class imbalance problem is usually serious in medical image segmentation tasks.

To overcome it, I propose using a generalized multi-class Dice loss [176] again as the base

training loss for the proposed segmentation network, as defined below in Eq. 5.1.

5.3.1.2 Multi-class Dice loss with Sample Attention

Besides the class imbalance problem, the network optimization also suffers from the

issue of dominance by easy samples: the large number of easy samples will dominate net-

work training, thus the difficult samples cannot be well considered. To address this issue,

inspired by the focal loss [122] proposed to handle similar issue in detection networks, I

propose a sample attention based mechanism to consider the importance of each sample
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during the training. The multi-class Dice loss with sample attention is thus defined below

by Eq. 5.16.

LAttDice (X,P; θs) = (1− dsc)β

1− 2

C∑
c=1

πc
H∑
h=1

W∑
w=1

T∑
t=1

Ph,w,t,cP̂h,w,t,c

C∑
c=1

πc
H∑
h=1

W∑
w=1

T∑
t=1

Ph,w,t,c + P̂h,w,t,c

 , (5.16)

where dsc is the average Dice similarity coefficient of the sample over different categories,

e.g., different organ labels. Note that I re-compute the dsc in each iteration, but I don’t

back-propagate gradient through it when training the networks. β is the sample attention

parameter with a range of [0, 5]. Following [122], I set β to 2 in this study.

The scaling factor of (1− dsc)β largely suppresses the contribution of easy-to-segment

samples to the training loss (e.g., when dsc = 0.9, the scaling factor is 0.01). It can also

lightly suppress the contribution of hard-to-segment samples (e.g., when dsc = 0.1, the

scaling factor is 0.81). Therefore, the sample attention mechanism can adaptively shift

the training focus to hard-to-segment samples and address the issue of dominance by easy

samples.

5.3.2 Confidence Network for Fully Convolutional Adversarial Learning

Following the adversarial confidence learning in Sec. 5.1, we employ a FCN to work as

the discriminator to conduct the adversarial learning. The training objective of the con-

fidence network is once again the summation of binary cross-entropy loss over the image

domain, as shown in Eq. 5.4. The adversarial loss for training the segmentation networks

is the same as Eq. 5.6.

5.3.3 Confidence-aware Semi-supervised Learning

The above adversarial loss can enforce the distribution of segmented probability maps

to follow the distribution of the ground-truth label map of real data, which is similar to
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the usage of adversarial loss in the conventional GAN setting [60]. Different from GAN,

the proposed discriminator (i.e., confidence network) provides local confidence informa-

tion over the image domain. As I will see below, this information can be used in the semi-

supervised setting to include unlabeled data for improving segmentation accuracy, and the

similar strategy has been explored in [84].

Specifically, given an unlabeled image U, the segmentation network will first produce

the probability map P̂ = S (U), which will be then used by the trained confidence net-

work to generate a confidence map M = D(P̂), indicating where are the confident regions

with the prediction results close enough to the ground truth label distribution. The confi-

dent regions can be easily obtained by setting a threshold (i.e., γ) to the confidence map.

In this way, I can use these confident regions as masks to select parts of unlabeled data

and their segmentation results to enrich the set of supervised training data. Thus, the

proposed semi-supervised loss can be defined by Eq. 5.17.

Lsemi (U, θs) = 1− 2

C∑
c=1

πc
H∑
h=1

W∑
w=1

T∑
t=1

[M > γ]h,w,tP h,w,t,cP̂h,w,t,c

C∑
c=1

πc
H∑
h=1

W∑
w=1

T∑
t=1

[M > γ]h,w,t

(
P h,w,t,c + P̂h,w,t,c

) , (5.17)

where P is the one-hot encoding of Ŷ, and Ŷ = argmax(P̂). [] is the indicator function.

Similar to dsc in Eq. 5.16, P and the value of indicator function are re-computed in each

iteration, and I don’t back-propagate gradients through them during network training.

With such a setup, the semi-supervised loss in Eq. 5.17 can actually be seen as a masked

multi-class Dice loss.

5.3.3.1 Total Loss for Segmentation Network

By summing the above losses, the total loss to train the segmentation network can be

defined by Eq. 5.18.

LS = LAttDice + λ1LADV + λ2Lsemi, (5.18)
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where λ1 and λ2 are the scaling factors to balance the losses. They are selected at 0.03 and

0.3 after trails, respectively.

5.3.4 Implementation Details

Pytorch6 is adopted to implement the proposed ASDNet shown in Fig. 5.3. The code

can be obtained by this link7. We adopt Adam algorithm to optimize the network. The

input size of the segmentation network is 64× 64× 16. The network weights are initialized

by the Xavier algorithm, and weight decay is set to be 1e-4. For the network biases, I

initialize them to 0. The learning rates for the segmentation network and the confidence

network are both initialized to 1e-3, followed by decreasing the learning rate 10 times

every 3 epochs during the training. Four Titan X GPUs are utilized to train the networks.

5.4 Experiments for Segmentation Tasks

To evaluate the proposed method, I apply the proposed algorithm on two different

datasets. The first dataset is our own pelvic dataset and the other one is a publicly avail-

able challenge dataset which will be introduced in later subsection.

The pelvic dataset consists of 50 prostate cancer patients from a Cancer Hospital, each

with one T2-weighted MR image and its corresponding manually-labeled map by a med-

ical expert. The images were acquired with 3T magnetic field strength, while different

patients were scanned with different MR image scanners (i.e., Siemens Medical Systems

and Philips Medical Systems). Under such a situation, the challenge for the segmenta-

tion task increases since both shape and appearance differences are large. The prostate,

bladder, and rectum in all MRI scans have been manually segmented, which serve as the

ground truth for evaluating the proposed segmentation method. The image size is mostly

256× 256× (120 ∼ 192), and the voxel size is mainly 1× 1× 1 mm3.

6 https://github.com/pytorch/pytorch
7 https://github.com/ginobilinie/asdnet
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MALF SSAE UNet VNet DSResNet Proposed

Figure 5.4: Pelvic organ segmentation results of a typical subject by different methods.
Orange, silver and pink contours indicate the manual ground-truth segmentations, and
yellow, red and cyan contours indicate automatic segmentations.

Five-fold cross-validation is used to evaluate the proposed method. Specifically, in each

fold of cross-validation, I randomly chose 35 subjects as the training set, 5 subjects as the

validation set, and the remaining 10 subjects as the testing set. I use sliding windows to

go through the whole MRI for prediction for a testing subject. Unless explicitly mentioned,

all the reported performance by default is evaluated on the testing set. As for evaluation

metrics, I utilize DSC (Eq. 2.22) and ASD (Eq. 2.24) to measure the agreement between

the manually and automatically segmented label maps.

5.4.1 Comparison with State-of-the-art Methods

To demonstrate the advantage of the proposed method, I compare the proposed method

with other five widely-used methods on the same dataset as shown in Table 5.2: 1) multi-

atlas label fusion (MALF), 2) SSAE [64], 3) UNet [164], 4) VNet [139], and 5) DSRe-

sUNet [214]. Also, I present the performance of the proposed method.

We visualize some typical segmentation results in Fig. 5.4, which can show the superi-

ority of the proposed method, especially for the hard-to-segment regions, i.e., prostate and

rectum. I also present the quantitative comparison of the proposed method with the five

state-of-the-art segmentation methods in Table 5.2. I can see that the proposed method

achieves better accuracy than the five state-of-the-art methods in terms of both DSC and
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Table 5.2: DSC and ASD on the pelvic dataset by different methods.

Method DSC (%) ASD (in mm)
Bladder Prostate Rectum Bladder Prostate Rectum

MALF 86.69(6.81) 79.28(8.72) 76.43(11.88) 1.641(.360) 2.791(.930) 3.210(2.112)
SSAE 91.75(3.10) 87.07(4.24) 86.38(4.41) 1.089(.231) 1.660(.490) 1.701(.412)
UNet 89.57(2.83) 82.22(5.88) 81.04(5.31) 1.214(.216) 1.917(.645) 2.186(0.850)
VNet 92.61(1.84) 86.40(3.61) 83.16(4.12) 1.023(.186) 1.725(.457) 1.969(.449)
DSResUNet 94.43(.90) 88.24(2.01) 86.91(3.24) .914(.168) 1.586(.358) 1.586(.405)
Proposed 97.48(.65) 92.11(1.70) 91.05(2.47) .850(.146) 1.297(.276) 1.387(.346)

Table 5.3: Quantitative comparison between the proposed method and other methods on
the prostate challenge testing dataset.

Method DSC (%) ASD (in mm) 95HD aRVD Score(std)whole base apex whole base apex whole base apex whole base apex
pxl_mcg 91.23 89.07 88.54 1.60 1.76 1.57 4.47 4.48 3.64 2.08 -0.07 2.23 88.98(3.41)
Isensee 91.61 90.29 88.05 1.52 1.65 1.64 4.21 4.20 3.85 3.42 1.86 3.48 88.84(2.94)

whu_mlgroup(2) 91.42 89.41 88.51 1.54 1.79 1.57 4.21 4.88 3.82 5.27 4.00 6.43 88.72(4.36)
Proposed 90.12 88.95 87.71 1.84 1.73 1.68 5.36 4.43 3.99 4.99 2.19 6.65 88.28(3.02)
tbrosch 90.46 88.51 85.29 1.70 1.91 1.90 4.91 5.04 4.57 2.14 7.22 -4.93 87.24(4.46)

whu_mlgroup(1) 90.26 89.15 88.36 1.86 1.79 1.62 5.57 4.83 3.90 9.74 10.73 9.64 87.04(5.79)
AutoDenseSeg 90.14 88.09 86.79 1.83 1.94 1.79 5.36 5.13 4.32 4.53 5.19 2.05 87.19(4.25)

CUMED 89.43 86.42 86.81 1.95 2.13 1.74 5.54 5.41 4.29 6.95 11.04 15.18 86.65(4.42)
SCIRESU 90.24 88.98 83.30 1.74 1.81 2.11 4.93 4.51 5.34 6.01 8.18 -7.33 86.41 (3.49)
QUILL(M2) 88.81 87.39 85.46 1.97 2.01 1.91 5.29 5.07 4.35 6.97 4.76 5.85 85.93(4.97)

ASD, especially for the prostate and rectum which are believed more difficult to segment.

In contrast, the VNet works well in segmenting bladder and prostate, but it cannot work

very well for rectum (which is often more challenging to segment due to the long and nar-

row shape). DSResUNet presents good performance in the bladder and rectum regions,

but it cannot well model the prostate region which is the most difficult but important

region. More importantly, thanks to the adversarial confidence learning framework, the

quantitative performance gain can now align with the visual perception improvement.

5.4.2 Impact of the Realistic Regularization

To investigate how adversarial learning helps the segmentation model, I visually check

two typical subjects in Fig. 5.5. In Fig. 5.5(a), enUNet gives similar (or a little better) seg-

mentation results as enUNet+LocalD, which means adversarial learning can still provide

subtle improvement even if enUNet has already produced very similar organs to the man-
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ual ground truth. In Fig. 5.5(b), I can clearly see that adversarial learning has corrected

obvious errors in the segmented organs by enUNet. To summarize, adversarial learning

can supply reasonable visual perception improvement, especially when the results from the

segmentation model have obvious structural errors.

On the other hand, with the adversarial learning, the DSC values are only improved

by 0.2%, 0.2% and 0.1% in average for bladder, prostate and rectum, respectively. The

experimental results indicate that adversarial learning based realistic regularization can

contribute to performance gain but in a subtle manner which does not correspond to the

visual perception improvement. I argue adversarial learning provides a way of minimizing

the “variational” loss by enforcing higher-order consistency between ground-truth segmen-

tations and automatic segmentations. As a result, the visual perception performance can

improve in a larger degree due to such an emphasis on the image-level similarity. While

the quantitative performance, for instance, DSC, is actually included by the original ob-

jective function of the segmentation network, it thus cannot benefit as much as visual

perception performance.

To further explore the effectiveness of the realistic regularization, I ask a physician

to select the segmentations from UNet and UNet with realistic regularization (Note, the

physician does not know which method produced the segmentations beforehand). About

65% of segmentations chosen by the physician are those segmented by UNet with realistic

regularization, which validates that realistic regularization can improve visual perception

for medical image segmentation.

5.4.3 Impact of the Difficulty-aware Attention Mechanism

As mentioned in the Method Section, I propose an enhanced UNet with several widely

used techniques injected, and I further propose a difficulty-aware attention mechanism to

assign different importance for different samples (regions) so that the network can concen-

trate on hard-to-segment examples and thus avoid dominance by easy-to-segment samples.
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enUNet enUNet+LocalD enUNet+LocalDenUNet

(a) (b)

Figure 5.5: Visual inspection of segmentation improvements by adversarial learning on
two different cases. Here, enUNet means the proposed networks without adversarial learn-
ing, and enUNet+LocalD means the proposed networks with adversarial learning. In
(a), adversarial learning does not help much, as enUNet already gives good results. In
(b), adversarial learning can help to correct the segmented organs obviously, due to large
segmentation errors by enUNet.

I visualize the performance comparison among the basic UNet, enUNet and the one with

difficulty-aware attention mechanism (enUNet+dam) in Fig. 5.6. (Note, I use the hybrid

loss to train UNet and enUNet). Actually, in this case, the enhancement for the UNet

with certain modules as introduced before contribute most to the performance gain. The

effectiveness of difficulty-aware attention mechanism is also confirmed by the improved

performance as shown in Fig. 5.6. It is worth noting that the proposed difficulty-aware at-

tention mechanism contributes more performance gain for prostate and rectum compared

with the bladder. It is consistent with the proposed assumption that difficulty-aware at-

tention mechanism could pay more attention to difficult samples (regions) and thus can

handle difficult samples (regions) much better.

5.4.3.1 Comparison with the Focal Loss

Since the proposed difficulty-aware attention mechanism is designed based on the focal

loss, it is interesting to explore the difference of the proposed module against focal loss for

medical image segmentation.
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Figure 5.6: Average Dice ratios of different methods.

To better understand the two strategies, I first visualize the difficulty-aware mask (i.e.,

(1−M)) and the focal mask (i.e.,
(
1− P̂

)
) in Fig. 5.7. The focal mask mainly focuses

on the regions with low predicted probability from segmentation network which needs

more attention. Since it is directly related with predicted probability map, it can reflect

the difficult regions more precisely in voxel-level. On the contrary, difficulty-aware mask

reflects the difficulty regions in a more structured manner, in which it focuses more on the

regions with lower confidence ratios from confidence network. The reason behind it is that

I have a professional hard-or-easy recognizer: The D can represent the input containing

both the predicted probability mask from segmentation network and the original input

image by confidence learning so that I can have a more expert hard-or-easy representation,

as expressed in Eq. (5.19):

M = D(P̂ ∪X), (5.19)

where ∪ denotes the concatenation operation.

I further conducted experiments with these different strategies to segment the prostate

only, since the prostate is traditionally thought to be hard to segment. To make a fair

comparison, I use the same architecture (enUNet) as the basis to conduct the experiments.
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Figure 5.7: Visualization of the difficulty-aware mask and the focal mask, obtained after
training the network for 5 epochs. The first row is the sagittal view. The second row
contains the axial and coronal views.

Table 5.4: Comparison of different strategies in segmenting prostate on the pelvic dataset
in terms of DSC (%).

Method Base Middle Apex
enUNet 86.70(4.91) 87.91(4.83) 83.92(5.87)

enUNet+Focal 88.24(4.53) 89.21(3.20) 86.83(4.90)
enUNet+Hybrid 88.12(4.19) 90.08(2.70) 86.71(5.47)

Proposed 89.41(3.68) 90.90(2.37) 88.21(4.14)

Due to computational times, I only do a two-fold cross-validation for these comparison

experiments. To better depict the difficult parts of the prostate, I partition the prostate

into three parts: apex (first 1/3 of the prostate volume), base (last 1/3 of the prostate

volume) and middle (the rest). The performance of the enUNet with different strategies is

listed in Table 5.4.

As described in Table 5.4, the focal loss can help improve the performance, especially

for the base and apex parts of the prostate, since it pays more attention to the hard voxels.

The hybrid loss described in Eq. 5.3 can achieve similar performances with the focal loss

since the hybrid loss can capture the organ structure as well as the voxel-level informa-

tion. The proposed method (difficulty-aware attention mechanism) achieves the largest

performance gain, since it can not only capture the difficult regions in a structured way

but also absorb the advantage of the hybrid loss. This demonstrates that the proposed
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difficulty-aware attention mechanism can work better than the focal loss in medical image

segmentation tasks.

5.4.4 Validation on Prostate Challenge Dataset

I have also evaluated the proposed method on the prostate segmentation challenge

dataset8. The ground-truth label maps for the testing set are hidden from the partici-

pants. The official evaluation metrics used in this challenge include the DSC, the average

over the shortest distance between the boundary (surface) points of the volumes (ABD

or ASD), the percentage of the absolute difference between the volumes (aRVD), and the

95% Hausdorff distance (95HD). It is worth noting that the organizers not only calculate

the evaluation metrics on the whole prostate, but also on the apex and base parts of the

prostate that are believed to be the most difficult regions for segmentation. Besides, an

overall score (shown as the last column in Table 5.3) combining the above-mentioned eval-

uation metrics is also provided to rank the submitted methods (please refer to [123] for the

details about the evaluation metrics).

The quantitative results of the proposed method and our competitors are shown in

Table 5.3. (Note, the results were directly obtained from the organizers based on my sub-

mission in Sep. 2018). There were more than 150 teams successfully submitting their re-

sults and being listed in the leaderboard at that time. Note I only list top 10 teams in

the Table for convenience, and please refer the entire leaderboard through this link9. The

proposed method ranks 4th in terms of the overall score among all the 150 participants.

It is worth noting that the top 3 methods all ensemble their results from different deep

networks. In contrast, my submission is a single model as presented in this study. More

importantly, my proposed method presents a much lower standard deviation value com-

pared to the other top 8 methods. (Note, the minimum standard deviation comes from

8 https://promise12.grand-challenge.org/
9 https://promise12.grand-challenge.org/evaluation/results/
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the 2nd ranked team who has assembled results from 20 segmentation networks), which

further indicates the effectiveness and robustness of my proposed method.

It is interesting to note that my proposed method achieves a very competitive per-

formance on the base and apex parts which are usually thought to be the most difficult

segmented regions, and it further validates that the proposed difficulty-aware attention

mechanism indeed contributes to the performance gain.

5.5 Experiments on Synthesis Tasks

I choose the BRATS dataset to evaluate the proposed method, which is a publicly

available dataset of MRI from brain tumor patients [135]. A total of 354 pairs of T1 MRI

and T2 MRI were assembled, where 200 subjects were used for training and 60 for valida-

tion, and the rest 94 for testing.

To demonstrate the advantage of the proposed method in terms of synthesis accuracy,

I compare it with four widely-used approaches: atlas-based, FCN, UNet [65], UNet with

CNN-based global adversarial learning (UNet+GlobalD or AdUNet) [150], and UNet with

FCN-based local adversarial learning (UNet+LocalD) [112]. For fair comparison, I use the

UNet to work as the image synthesis network (generator). I adopt the widely used MAE

(Eq. 2.25), PSNR (Eq. 2.26) and SSIM (Eq. 2.28) as the quantitative evaluation metrics.

5.5.1 Impact of Realistic Regularization

To explore the contribution of realistic regularization, comparison experiments are con-

ducted among the UNet, UNet+GlobalD and UNet+LocalD on the BRATS dataset. The

visual comparison is shown in Fig. 5.9. Obviously, both the global and local adversarial

learning can largely improve the visual perception performance.

Besides the above-mentioned qualitative comparison, a quantitative measurement is

designed to further investigate the realistic effect of adversarial learning. Specifically, 100

slices are randomly sampled from the ground-truth images. Then the corresponding 100
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Figure 5.8: Visual evaluation of the effect of the realistic regularization. Using the pro-
posed realistic regularization, the respective results (third column) looks more similar
to the real target T2 MRI (fourth column), compared to the case without using the
mechanism.

slices are sampled from the corresponding synthetic images by UNet and UNet+GlobalD,

respectively. Next, two selection games are designed: a radiologist is asked to select ‘real’

slice between ground-truth slice and synthetic slice by UNet; the radiologist is also asked

to select ‘real’ slice from the ground-truth slice and synthetic slice by UNet+GlobalD

(Note, the radiologist does not know the ground-truth images beforehand). As a result,

12% of the UNet based synthetic slices are chosen by the radiologist, in other words, 12%

of the synthetic slices could confuse the expert (i.e., the confusion rate is 12%). In con-

trast, 32% of the UNet+GlobalD based synthetic slices are chosen the by the radiologist

(i.e., the confusion rate is 32%). Two facts can be observed from the experiment. a) The

synthetic slices cannot still work as well as the ground-truth slices (both of the confusion

rates do not overcome 50%). b) The adversarial learning can largely improve the visual

effect of synthetic MRI, which means adversarial learning works as realistic regularization

for medical image synthesis by improving visual perception.

The PSNR values are 26.2dB, 25.9dB and 26.0dB in average for these three methods,

respectively. The average SSIM values are 0.862, 0.871 and 0.873 for these three meth-

ods, respectively. Note that these results are achieved with the ordinary L1 loss for the

generator. Compared to UNet, the adversarial learning seems not able to improve the

quantitative performance in terms of PNSR. It can only improve a little bit the SSIM val-

ues with adversarial learning though the SSIM evaluates the structural similarity. This is
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Figure 5.9: Visual evaluation of the proposed difficult-region-aware attention mechanism.
Using the proposed mechanism, the respective results (third column) is more similar to
the real target T2 MRI (fourth column), compared to the case without using the proposed
mechanism (second column).

consistent with the objective functions of these three methods, since UNet only optimizes

towards minimizing the L1 loss which actually directly maximizes the PSNR, while UNet

with adversarial learning is also constrained by the realistic regularization.

5.5.2 Impact of Difficulty-Region-Aware Attention Mechanism

To show the impact of the proposed difficult-region-aware attention mechanism, I first

conduct experiments to compare the performance for cases with/without this mechanism

on the BRATS dataset. The experimental results indicate that the performance could be

improved by 0.8dB in terms of PSNR using the proposed attention mechanism. To further

investigate the impact of the proposed mechanism, I focus on evaluating the synthesis per-

formances only on tumor regions. By using the manually segmented tumor regions in this

database, I compute PSNR on tumor regions of testing set, obtaining 1.2dB performance

gain in average.

We also visualize results in Fig. 5.9. I can clearly see that the generated image by us-

ing the proposed difficult-region-aware attention mechanism (i.e., ‘UNet+LocalD+Attention’)

could recover much more details, compared to the results without using the proposed

mechanism (i.e., ‘UNet+LocalD’), especially for the tumor regions.

To better understand why the difficult-region-aware mechanism works, I also analyze

the confidence map generated by the local discriminator (i.e., LocalD). I find that, ini-
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tially, the tumor regions are evaluated to be poorly synthesized as indicated by local confi-

dence, and thus more attention is paid to tumor regions in later training of the generator

network. In the end of training, tumor regions can also be better synthesized.

5.5.3 Comparison with Other Methods

To qualitatively compare the image synthesis results by different methods, I show syn-

thetic target image, along with real target image, in Fig. 5.10. I can see that the proposed

algorithm can better preserve the continuity, coalition and smoothness in the synthetic

results, since it uses both global and local adversarial learning constraints in the image

patch. More importantly, the tumor region of the generated T1 MRI can recover much

more details than other methods, and thus looks much closer to the real T2 MRI com-

pared to all other methods. I argue that this is due to the difficult-region-aware attention

mechanism which reweight more on the recognized hard-to-synthesis regions, i.e., tumor

regions.

s101

T1 MRI AdUNet T2 MRIOursFCN UNet

FCN OursUNet AdUNet CTMRI

(b)

(a)

Figure 5.10: Visual comparison of results by different methods for two cases of application:
(a) T1 MRI to T2 MRI synthesis, and (b) MRI to CT synthesis. Red arrows indicate
poorly-synthesized regions.
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Table 5.5: Average MAE, PSNR and SSIM on 94 testing subjects from the BRATS
dataset.

Method MAE PSNR SSIM
FCN 34.5(8.6) 25.0(2.3) .785(.014)
UNet 28.8(6.9) 26.2(1.8) .862 (.009)
AdUNet 29.1(5.7) 26.0(1.5) .878 (.009)
Ours 27.3(5.2) 26.9(1.6) .913(.008)

Table 5.6: Average MAE, PSNR and SSIM on 16 subjects from the brain dataset.

Method MAE PSNR SSIM
FCN 24.4(15.1) 22.7(3.2) .834(.018)
UNet 21.8(12.8) 26.7(2.1) .908(.010)
AdUNet 21.9(11.3) 26.8(1.7) .914(.011)
Ours 20.8(10.8) 27.3(1.8) .932(.009)

We also quantitatively compare the predicted results in Table 5.5, in terms of both

PSNR and MAE. The proposed method outperforms all other competing methods in both

metrics. It is worth noting that the quantitative performance cannot improve much with

only adversarial learning (it may even become worse), while my method can improve both

the quantitative performance and the qualitative performance due to characteristic of the

proposed adversarial confidence learning.

Fig. 5.10(a) shows synthesis results on BRATS dataset (with brain tumors) by different

methods. It can be seen that the result by the proposed method is more consistent with

the real T2 MRI (right).

To show the generalization ability of my proposed method, I also evaluate it on another

brain dataset for synthesizing CT from MRI. Fig. 5.10(b) shows CT synthesis results by

different methods, and Table 5.6 gives quantitative comparison results. It is clear that the

proposed method can work better than the state-of-the-art methods, demonstrating the

good generalization of the proposed method to other datasets for other image synthesis

tasks.
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5.6 Experiments for Confidence-aware Semi-Supervised Learning

The pelvic dataset for experiments consists of 50 prostate cancer patients from a can-

cer hospital, each with one T2-weighted MR image and corresponding manually-annotated

label map by medical experts. In particular, the prostate, bladder and rectum in all these

MRI scans have been manually segmented, which serve as the ground truth for evaluating

the proposed segmentation method. Besides, I have also acquired 20 MR images from addi-

tional 20 patients, without manually-annotated label maps. All these images were acquired

with 3T MRI scanners. The image sizes are mostly 256× 256× (120 ∼ 176), and the voxel

size is 1 × 1 × 1 mm3. We first conduct a rigid registration for aligning all images to the

same space [91]. A typical example of the MR image and its corresponding label map are

given in Fig. 5.12(a).

Five-fold cross validation is used to evaluate the proposed method. Specifically, in

each fold of cross validation, I randomly chose 35 subjects as training set, 5 subjects as

validation set, and the remaining 10 subjects as testing set. I use sliding windows to go

through the whole MRI for prediction for a testing subject. Unless explicitly mentioned,

all the reported performance by default is evaluated on the testing set. As for evaluation

metrics, I utilize DSC (Eq. 2.22) and ASD (Eq. 2.24) to measure the agreement between

the manually and automatically segmented label maps.

5.6.1 Comparison with State-of-the-art Methods

To demonstrate the advantage of the proposed method, I also compare the proposed

method with other five widely-used methods on the same dataset as shown in Table 5.7:

1) multi-atlas label fusion (MALF), 2) SSAE [64], 3) UNet [164], 4) VNet [139], and 5)

DSResUNet [214]. Also, I present the performance of the proposed ASDNet.

Table 5.7 quantitatively compares the proposed method with the five state-of-the-art

segmentation methods. We can see that the proposed method achieves better accuracy
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MALF SSAE UNet VNet DSResNet Proposed

(a) (b)

Figure 5.11: Pelvic organ segmentation results of a typical subject by different methods.
Orange, silver and pink contours indicate the manual ground-truth segmentation, and
yellow, red and cyan contours indicate automatic segmentation.

Table 5.7: DSC and ASD on the pelvic dataset by different methods.

Method DSC ASD
Bladder Prostate Rectum Bladder Prostate Rectum

MALF .867(.068) .793(.087) .764(.119) 1.641(.360) 2.791(.930) 3.210(2.112)
SSAE .918(.031) .871(.042) .863(.044) 1.089(.231) 1.660(.490) 1.701(.412)
UNet .896(.028) .822(.059) .810(.053) 1.214(.216) 1.917(.645) 2.186(0.850)
VNet .926(.018) .864(.036) .832(.041) 1.023(.186) 1.725(.457) 1.969(.449)
DSResUNet .944(.009) .882(.020) .869(.032) .914(.168) 1.586(.358) 1.586(.405)
Proposed .970(.006) .911(.016) .906(.026) .858(.144) 1.316(.288) 1.401(.356)

than the five state-of-the-art methods in terms of both DSC and ASD. The VNet works

well in segmenting bladder and prostate, but it cannot work very well for rectum (which is

often more challenging to segment due to the long and narrow shape). Compared to UNet,

DSResUNet improves the accuracy by a large margin, indicating that residual learning and

deep supervision bring performance gain, and thus it might be a good future direction for

us to further improve my proposed method. We also visualize some typical segmentation

results in Fig. 5.11, which further show the superiority of the proposed method.

5.6.2 Ablation Study

As the proposed method consists of several designed components, I conduct ablation

studies below to analyze them.
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5.6.2.1 Impact of Sample Attention

As mentioned in Sec. 5.3.1, we propose a sample attention mechanism to assign dif-

ferent importance for different samples so that the network can concentrate on hard-

to-segment examples and thus avoid dominance by easy-to-segment samples. The effec-

tiveness of sample attention mechanism (i.e., used in the SVNet network, thus namely

AttSVNet) is further confirmed by the improved performance, e.g., 0.82%, 1.60% and

1.81% DSC performance improvements (as shown in Table 5.8) for bladder, prostate and

rectum, respectively.

5.6.2.2 Impact of Fully Convolutional Adversarial Learning

We conduct more experiments for comparing with the following three networks: 1) only

segmentation network; 2) segmentation network with a CNN-based discriminator [60]; 3)

segmentation network with a FCN-based discriminator (i.e., confidence network). Perfor-

mance in the middle of Table 5.8 indicates that adversarial learning contributes a little

bit to improving the results as it provides a regularization to prevent overfitting. Com-

pared with CNN-based adversarial learning, the proposed FCN-based adversarial learning

further improves the performances by 0.90% in average. This demonstrates that fully con-

volutional adversarial learning works better than the typical adversarial learning with a

CNN-based discriminator, which means the FCN-based adversarial learning can better

learn structural information from the distribution of ground-truth label map.

5.6.2.3 Impact of Confidence-aware Semi-supervised Learning

I apply the semi-supervised learning strategy with the proposed ASDNet on 50 la-

beled MRI and 20 extra unlabeled MRI. The comparison methods are semiFCN [13] and

semiEmbedFCN [14]. I use the AttSVNet as the basic architecture of these two methods

for fair comparison. The evaluation of the comparison experiments are all based on the
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Table 5.8: Comparison of the performance of methods with different strategies on the
pelvic dataset in terms of DSC.

Method Bladder Prostate Rectum
VNet .926(.018) .864(.036) .832(.041)
SVNet .920(.015) .862(.037) .844(.037)

AttSVNet .931(.010) .878(.028) .862(.034)
AttSVNet+CNN .938(.010) .884(.026) .874(.031)
AttSVNet+FCN .944(.008) .893(.022) .887(.025)

semiFCN .959(.006) .895(.024) .885(.030)
semiEmbedFCN .964(.007) .902(.022) .891(.028)
AttSVNet+Semi .937(.012) .878(.036) .865(.041)

Proposed .970(.006) .911(.016) .906(.026)

labeled dataset, and the unlabeled data involves only in the learning phase. The experi-

mental results in Table 5.8 show that the proposed semi-supervised strategy works better

than the semiFCN and the semiEmbedFCN. Moreover, it is worth noting that the adver-

sarial learning on the labeled data is important to the proposed semi-supervised schema

(i.e., Proposed or AttSVNet+Ad+Semi). If the segmentation network does not seek to fool

the discriminator (i.e., AttSVNet+Semi), the confidence maps generated by the confidence

network would not be meaningful.

To further investigate how the semi-supervised loss works, I visualize the confidence

map generated by the confidence network in Fig. 5.12(b). Obviously, the unsure regions

(black) are mostly around the organ boundaries, and the confirmed regions (bright) are

mainly the background and inside the organs. It demonstrates that the confidence network

can approximately indicate the trustworthy regions and can thus guide the training of

segmentation network, since I can then use the highly-confidently-segmented regions as the

supervision signals to train the segmentation network with the unlabeled data.
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confMap

(a) (b)

Figure 5.12: (a) A typical pelvic MRI and its manual segmentations of bladder (orange),
prostate (silver), and rectum (pink). b) The probability maps (to save space, I combine
the probability maps for different organs into one probability map) generated by the seg-
mentation network on the same slice with a), and its corresponding confidence map from
the confidence network. All these are obtained after 3 epochs’ training. In the confidence
map, the brighter regions indicate that they are closer to the ground truth distribution.

5.6.2.4 Exploration of the Confidence-aware Semi-supervising Scheme

The above subsection has validated the effectiveness of the proposed semi-supervised

learning strategy towards other methods. This subsection wants to explore when the pro-

posed semi-supervised scheme can contribute to performance gain.

To make an investigation, I randomly sample 1/16, 1/8, 1/4, and 1/2 images as labeled

data from the labeled training dataset, and use the rest of training images as unlabeled

data. I compare the performance of the segmentation algorithms with (i.e., ‘AttSVNet+Ad+Semi’)

and without (i.e., ‘AttSVNet’) the proposed semi-supervised learning strategy on the

prostate. For fair evaluation, all other settings are the same (Note, the unlabeled data is

not working for performance evaluation).

The experimental results are showed in Fig. 5.13. It can be observed that a) the pro-

posed confidence-aware semi-supervised scheme can always contribute to better segmenta-

tion performance; b) the proposed strategy works best when the ratio of labeled data over

the all training data is ranged from 1/8 to 3/4; c) the proposed semi-supervised scheme

cannot work well the the labeled data set is too small because the confidence information

cannot well be learned in this setting.
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Figure 5.13: Comparison of performance on prostate by the method with the proposed
semi-supervised learning strategy and the one without the strategy on different labeled-to-
unlabeled ratios.
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CHAPTER 6: SUMMARY, DISCUSSION AND FUTURE WORK

6.1 Summary

6.1.1 Summary

This dissertation mainly focused on two research topics: how to accurately delineate

blurry organ boundaries and adversarial confidence learnings.

Blurry Boundary Delineation: In this research topic, I have described three solutions

to delineate blurry boundaries for different medical images.

1. Accurate segmentation of infant brain images into different regions of interest (ROIs)

is one of the most important fundamental steps in studying early brain development.

In the isointense phase (approximately 6-8 months of age), white matter (WM) and

grey matter (GM) exhibit similar levels of intensities in Magnetic Resonance (MR)

images, due to the ongoing myelination and maturation. This results in extremely

low tissue contrast and thus makes tissue segmentation very challenging. Existing

methods for tissue segmentation in this isointense phase usually employ patch-based

sparse labeling on single modality. To address the challenge, we propose a novel 3D

multi-modal evolutionary UNet (3D-TFmUNet) for segmentation of isointense phase

brain MR images. Specifically, we extend the conventional UNet from 2D to 3D, in

addition, I further propose a transformation module to better connect the aggregat-

ing layers; I also propose a fusion module to better serve the fusion of feature maps.

We compare the performance of my approach with several baseline and state-of-the-

art methods on two sets of isointense phase brain images. The comparison results

show that my proposed 3D-TFmUNet outperforms all previous methods by a large
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margin in terms of segmentation accuracy. In addition, the proposed framework also

achieves faster segmentation results compared to all other methods. The experiments

further demonstrate that a) transformation and fusion module can reasonably en-

hance the UNet by endowing the UNet the capacity of dealing with tiny objects; and

b) integrating multimodal information can further boost the segmentation perfor-

mance.

2. One major challenge for medical image segmentation is the blurry nature of organ

boundaries in medical images (e.g., CT, MR and, microscopic images), which can

often result in low-contrast and vanishing boundaries. With recent advances in CNN,

vast improvements have been made for image segmentation, mainly based on the

skip-connection-linked encoder-decoder deep architectures. However, in many appli-

cations (with adjacent targets in blurry images), these models often fail to accurately

locate complex boundaries and properly segment tiny isolated parts. Hence, we aim

to provide a method for blurry medical image segmentation and argue that skip con-

nections are not enough to help accurately locate indistinct boundaries. Accordingly,

I propose a novel high-resolution multi-scale encoder-decoder network (HMEDN), in

which multiscale dense connections are introduced for the encoder-decoder structure

to finely exploit comprehensive semantic information. Besides skip connections, extra

deeply-supervised high-resolution pathways (comprised of densely connected dilated

convolutions) are integrated to collect high-resolution semantic information for ac-

curate boundary localization. These pathways are paired with a difficulty-guided

cross-entropy loss function and a contour regression task to enhance the quality of

boundary detection. Extensive experiments on a pelvic CT image dataset show the

effectiveness of my method for blurry boundary delineation, respectively. My experi-

mental results also show that besides increasing the network complexity, raising the

resolution of semantic feature maps can largely affect the overall model performance.
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And for different tasks, finding a balance between these two factors can further im-

prove the performance of the corresponding network.

3. Encoder-decoder architectures are widely adopted for medical image segmentation

tasks. With the lateral skip connection, the models can obtain and fuse both seman-

tic and resolution information in deep layers to achieve more accurate segmentation

performance. However, in many applications (e.g., images with blurry boundary),

these models often can not precisely locate complex boundaries and segment tiny

isolated parts. To solve this challenging problem, I first analyze why simple skip

connections are not sufficient to help accurately locate indistinct boundaries (the

information in the skip connection provided from the encoder layers is fuzzy). Then I

propose a semantic-guided encoder feature learning strategy to learn high resolution

semantic encoder features so that we can more accurately locate the blurry bound-

aries, which can also enhance the network by selectively learning discriminative fea-

tures. Besides, I further propose a soft contour constraint mechanism to model the

blurry boundary detection. Experimental results on real clinical datasets show that

my proposed method can achieve state-of-the-art segmentation accuracy, especially

for blurry regions. Further analysis also indicates that my proposed network compo-

nents indeed contribute to the performance gain. Experiments on additional datasets

validate the generalizability of my proposed method.

Adversarial Confidence Learning: Generative adversarial networks (GAN) are widely

used in medical image analysis tasks, such as medical image segmentation and synthesis.

In these works, adversarial learning is directly applied to the original supervised segmenta-

tion (synthesis) networks. The use of adversarial learning is effective in improving visual

perception performance since adversarial learning works as realistic regularization for su-

pervised generators. However, the quantitative performance often cannot improve as much

as the qualitative performance, and it can even become worse in some cases. In this study,

I explore how we can take better advantage of adversarial learning in supervised segmen-
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tation (synthesis) models. I analyze the roles of discriminator in the classic GANs and

compare them with those in supervised adversarial systems. Based on this analysis, I pro-

pose an adversarial confidence learning framework, i.e., besides the adversarial learning

for emphasizing visual perception, I use the confidence information provided by the adver-

sarial network to enhance the design of supervised segmentation (synthesis) network. In

particular, I propose using a fully convolutional adversarial network for confidence learning

to provide voxel-wise and region-wise confidence information for the segmentation (syn-

thesis) network. With these settings, I propose two machine learning algorithms to solve

specific medical image analysis problems.

1. I propose a difficulty-aware attention mechanism to properly handle hard samples

or regions by taking structural information into consideration so that we can well

handle the irregular distribution of medical data. Furthermore, I investigate the

loss functions of various GANs and propose using the binary cross entropy loss to

train the proposed adversarial system so that I can retain the unlimited modeling

capacity of the discriminator. Experimental results on clinical and challenge datasets

show that my proposed network can achieve state-of-the-art segmentation (synthesis)

accuracy. Further analysis also indicates that adversarial confidence learning can

both improve the visual perception performance and the quantitative performance.

2. Recently, deep neural networks yield promising solutions for automatic image seg-

mentation. The network training usually involves a large scale of training data with

corresponding ground truth label maps. However, it is very challenging to obtain

the ground-truth label maps due to the requirement of expertise knowledge and also

intensive labor work, although medical images (i.e., unlabeled data) are relatively

easier to obtain. To address such challenges and utilize as much data as possible, I

propose a novel semi-supervised deep learning framework, called “Attention based

Semi-supervised Deep Networks” (ASDNet), to fulfill the segmentation tasks in an

end-to-end fashion. Specifically, compared to the previous deep learning based seg-
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mentation networks, I propose a fully convolutional confidence network to adversari-

ally train the segmentation network. Based on the confidence map resulted from the

confidence network, I then propose a region-attention based semi-supervised learning

strategy to include the unlabeled data for further training the segmentation network.

Experimental results on real clinical datasets show that the ASDNet can achieve

state-of-the-art segmentation accuracy. Further analysis also indicates that the pro-

posed network components contribute most to the improvement of performance.

6.1.2 Contributions

The contributions of this dissertation are as follows:

1. A multi-modal evolutionary FCN is proposed to address the problems of low-contrast

multi-modal medical image segmentation. Multi-modal information is utilized to ad-

dress the low-contrast issue for medical image segmentation and fusion strategy is

further explored in the environment of multi-modal neural networks. Besides, a trans-

formation module composed of convolutional operations is proposed to alleviate the

information bias between encoder and decoder features; a fusion module is proposed to

better fuse information from encoder and decoder layers.

The multi-modal evolutionary FCN was presented in Sec. 3.1. With empirical study,

we argue early-fusion based multi-modal networks is the reasonable choice for multi-

modal medical image segmentation. Besides, a transformation module is proposed

and applied on the lateral connection to remedy the information bias between en-

coder and decoder feature maps. Instead of directly concatenating the transformed

encoder feature maps and decoder feature maps together, I propose a fusion block

which is 1 × 1 × 1 convolution operation to channel-wise fuse the information. In

this study, I explored the impact from different patch sizes and argued 32× 32× 32

was a reasonable choice for infant brain segmentation. I also investigated the influ-

ence of adopting different initialization, pooling and upsampling strategies for the
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networks. Experiments in Sec. 3.1.5 validate the effectiveness of the multi-modal fu-

sion strategy in segmentation to overcome the challenges brought by the low-contrast

medical images. The ablation study also shows the segmentation performance can

be improved by the proposed transformation and fusion module. Also, my proposed

method can achieve state-of-the-art performance in terms of accuracy and time cost

for the isointense infant brain segmentation at that time.

2. High-resolution encoder-decoder networks are proposed to better delineate the blurry

boundaries for medical images, in which, dilated residual module is specifically de-

signed to enhance the skip connection in encoder-decoder networks.

In Sec. 3.2, I began to work on blurry boundary delineation. I analyzed the limita-

tion of UNet for blurry boundary delineation problems and figured out that simply

fusing encoder and decoder layers for segmentation could work for images with clear

boundaries but fail for blurry boundaries. I proposed high-resolution encoder-decoder

network to better delineate the blurry boundaries. Namely, high-resolution path-

way is designed to endow the lateral connection in encoder-decoder networks with

capacity to learn high-resolution semantic features. In particular, two dilated resid-

ual blocks are used to form one high-resolution module and several high-resolution

modules with different dilation ratios are then sequentially stacked to work as the

high-resolution pathway which is put on the lateral connection. Since dilated con-

volution can effectively increase the theoretical receptive field, sufficient context

information could be easily obtained. Moreover, the optimization will be much easier

with residual learning. Experimental results on pelvic CT images in Sec. 3.2.5 val-

idates that my proposed method can well delineate the organ boundaries, even for

those blurry boundaries. I also carried out experiments to verify that the proposed

high resolution pathway can indeed learn high resolution semantic features. More-

over, experimental analysis suggested that using the high-resolution pathway on only

one lateral connection could also achieve reasonable performance. As for the disad-
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vantages, although I have controlled the number of additional network parameters, it

is still a little more and the memory cost using the proposed method is still huge due

to the dilation operation.

3. Semantic-guided encoder feature learning is proposed to efficiently learn high-resolution

semantic features to endow encoder-decoder networks the capacity of blurry boundary

delineation.

To propose better solution for the blurry boundary delineation problem, I further

analyzed the encoder-decoder networks and pointed out that the rich semantic in-

formation in decoder layers can be exploited to learn the high-resolution semantic

encoder features. In Sec. 3.3, I have presented a novel semantic-guided encoder fea-

ture learning strategy to learn both highly semantic and rich resolution information

features, so that we can better deal with the blurry-boundary delineation problem.

In particular, I introduced semantic features from decoder layers to the spatial-detail

reserved encoder features, and designed channel-wise encoding and spatial-wise en-

coding blocks to form the semantic-guided module. My semantic-guided module

can improve the raw skip connection of the classic encoder-decoder networks by en-

hancing the discriminative features while compressing the less informative features.

Experimental results in Sec. 3.3.5 demonstrated that my proposed framework has

achieved promising improvement compared to other methods, in terms of both accu-

racy and robustness, also on the extra public dataset. Additional experiments and

analysis further validated my proposed semantic-guided module can learn the high-

resolution semantic feature very well, more importantly, my proposed method only

increases a little bit of the network complexity and needs very subtle extra computa-

tional cost.

4. Contour-sensitive loss functions, including regression and soft classification, are

explored for better modeling the boundaries to more clearly recognize the boundaries.
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To further improve the boundary localization accuracy, I explored how to take better

advantage of contour information to achieve better performance for boundary delin-

eation. I first designed a boundary regression branch parallel to the decoder path

together with a boundary regression loss in Sec. 3.2.3. To make the optimization of

the complicated network easier, in Sec. 3.3.3, I further model the blurry-boundary

detection using a soft contour constraint, while an ordinary hard contour constraint

to model the clear-boundary detection. The experimental results in Sec. 3.2.5 and

Sec. 3.3.5.2 validated the effectiveness of my contour detection based approaches for

helping boundary localization and alleviate inter-class mis-classification.

5. Extensive experiments on several large medical segmentation datasets (infant brain

segmentation in MRI, public challenge and self-owned pelvic datasets in both MRI

and CT) indicate that the proposed method can accurately delineate the blurry bound-

aries with outperforming many existing methods in these tasks.

I totally developed three methods to delineate blurry boundaries for medical images

in Chapter 3. The first method, i.e., 3D-TFmUNet is validated on isointense infant

brain segmentation dataset. Due to the low tissue contrast and partial volume effect,

part of the boundaries between different tissues are even vanished. My proposed

method can achieve state-of-the-art performances at that time. The second method,

namely, high-resolution encoder-decoder networks, is validated on a on a large pelvic

CT dataset (> 300 patients). The boundaries of the prostate are very blurry and

even vanished. The proposed high-resolution pathway learns the high-resolution and

semantic features and thus achieves promising results on this task. The last method

is mainly about to use lightweight computational cost and less parameters to well

delineate the fuzzy boundaries. Experiments on a pelvic dataset and an extra public

dataset testify that efficiency of this method.
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6. Deep learning based method is proposed for cross-modality medical image synthesis.

Adversarial learning is utilized in the synthesis model, targeting at generating more

realistic images. Auto-context model is also explored for alleviating the long-range

information dependency problem.

In Chapter 4, I proposed a deep residual adversarial network for cross-modality

medical image synthesis. The FCN (or UNet) is first proposed to work as the ba-

sic synthesis network. Adversarial learning is directly applied to train the supervised

synthesis network. I also propose an auto-context framework for the adversarial syn-

thesis network with the purpose of enlarging the context information. My proposed

method is validated to be effective on two MRI-to-CT datasets and one 3T-to-7T

datasets. More importantly, for the first time, adversarial learning is certified to be

able to work well in supervised adversarial model and to contribute to generating

more realistic medical images. The auto-context refinement strategy is also validated

to be useful for capturing long-range information.

7. Analysis is conducted to explore the roles of the discriminator in classic GANs and

comparison is done with those roles in supervised adversarial learning systems. To-

gether with further experiments, adversarial learning is certified to work as realistic

regularization in supervised adversarial learning systems.

GANs are used as unsupervised model to automatically generate samples following

an implicit data distribution and they are also used in supervised models as adver-

sarial learning. However, very few work analyzed the difference of these two schema.

In Sec. 5.1.1, to take better advantage of adversarial learning, I analyzed the roles

of discriminators in GAN systems and compared them between classic GAN and

supervised adversarial learning system. I argued that adversarial learning provides

the sole training signals for unsupervised generator and works as a regularization for
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supervised generator. With these analysis, I further proposed a potential adversarial

learning schema to take better advantage of discriminator.

8. Adversarial learning can be utilized as realistic regularization for supervised models.

The problem of adversarial learning is proposed: visual perception improvement does

not well align with quantitative performance gain with raw adversarial learning.

In Sec. 5.1.1, Sec. 5.3.2 and Sec. 5.2.2, I figured out that adversarial learning could

encourage the generator to generate realistic images since the adversarial loss for gen-

erator drives the generated image as a whole to be similar with the ground-truth tar-

get image. Hence, adversarial learning is concluded to work as realistic regularization

for supervised medical image segmentation and synthesis models. Experiments in

Sec. 5.4.2 and Sec. 5.5.1 again certified this argument. With further analysis about

the experimental results, I found a phenomenon that adversarial learning could usu-

ally bring more visual perception improvement than the quantitative performance

gain.

9. Adversarial confidence learning framework is proposed to address the inconsistency of

performance gain in different metrics. By adopting a fully convolutional adversarial

network, dense confidence information can be utilized to better design the supervised

generator networks to improve the quantitative performance, in the meantime, the

realistic regularization with adversarial learning is retained.

I analyzed the output of the discriminator and argued that the output of the discrim-

inator could work as confidence information to indicate how well the corresponding

image is synthesized or segmented. Based on this analysis, I proposed adversarial

confidence learning framework in Sec. 5.3.2. I adjusted the discriminator to learn lo-

cal confidence information, that is, I adopt a dense network (such as FCN and UNet)

as the discriminator instead of using CNN. To this end, the confidence information

can be used to design better generator network while the realistic regularization
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from the adversarial leaning is retained. As a consequence, the quantitative perfor-

mance gain could potentially align with the visual perception improvement. Also,

it is worth noting this is a flexible framework and various specific machine learning

techniques can be injected to solve different problems.

10. Following adversarial confidence learning, difficulty-aware attention mechanism is

proposed for medical image segmentation and synthesis, especially hard-to-segment

samples and lesion medical image synthesis.

Medical image segmentation is a key step for various applications, such as image-

guided radiation therapy and diagnosis. Recently, deep neural networks provided

promising solutions for automatic image segmentation; however, they often per-

form well on regular samples (i.e., easy-to-segment samples), since the datasets

are dominated by easy and regular samples. For medical images, due to huge inter-

subject variations or disease-specific effects on subjects, there exist several difficult-

to-segment cases that are often overlooked by the previous works. In Sec. 5.2, I pro-

posed difficulty-aware attention mechanism for medical image segmentation which

used the confidence information from the dense output of the discriminator to en-

hance the design of the objective function of the supervised generator so that we

could better handle the hard-to-segment regions. The experiments in Sec. 5.4.3 on

the clinical datasets validated that my proposed framework can synchronously im-

prove the quantitative and visual perception performance for medical image segmen-

tation. I further explored the difference between my proposed difficulty-aware atten-

tion mechanism with focal loss and figured out that the confidence map could learn

structure information if including original input image as input for the discriminator.

In Sec. 5.2.2, I extended the difficulty-aware attention mechanism to lesion medical

image synthesis by developing a weighted Lp loss. Experiments stated in Sec. 5.5 in-
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dicated that the proposed framework could be a potential solution for cross-modality

lesion medical image synthesis.

11. Confidence-aware semi-supervised segmentation networks are proposed to adaptively

recognize the well segmented samples and regions. It targets at including the well-

segmented regions instead of the entire sample to dynamically increase the training

labeled set.

Training deep segmentation networks usually requires a large scale of training data

with corresponding ground truth label maps. However, it is very challenging to ob-

tain the ground-truth label maps due to the requirement of expertise knowledge and

also intensive labor work, although medical images (i.e., unlabeled data) are rela-

tively easier to obtain. To address such challenges and utilize as much data as pos-

sible, in Sec. 5.3, I have presented a novel attention-based semi-supervised deep net-

works to segment medical images. Specifically, the semi-supervised learning strategy

is implemented by fully convolutional adversarial learning, and also region-attention

based semi-supervised loss is adopted to effectively address the insufficient data

problem for training the complex networks. More importantly, my proposed semi-

supervised segmentation algorithm can dynamically recognize the well segmented

regions and thus include them to increase the labeled dataset. By integrating these

two components into the framework, my proposed method has achieved significant

improvement in terms of both accuracy and robustness, as reported in Sec. 5.6.

12. Extensive experiments that are conducted on several datasets indicate the effective-

ness of my proposed approaches, especially the adversarial confidence learning frame-

work.

Generally, in Chapter 4, I have investigated the roles of discriminator in the classic

GANs and compared them with those in supervised adversarial learning systems.

With the analysis and experiments, I certify that adversarial learning in supervised
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models actually works as realistic regularization, which aims at constraining the

outputs of generator to be as real as possible in an entire view. To align the quanti-

tative performance with the visual perception performance, I propose an adversarial

confidence learning framework to take better advantage of adversarial learning for

medical image segmentation and synthesis. The proposed difficulty-aware attention

mechanism uses the confidence information from the dense output of the discrim-

inator to enhance the design of the objective function of the supervised generator

so that we can better handle the hard-to-segment (or hard-to-synthesize) regions.

The experiments on the clinical datasets validate that my proposed framework can

improve the quantitative performance and visual perception for both medical image

segmentation and synthesis models.

These contributions support the thesis statement in Chapter 1, which I revisit here:

1. Current encoder-decoder architecture based networks cannot well solve low-contrast

boundary delineation tasks due to the fuzzy information in the encoder layers. Learning

high-resolution semantic features is a potential solution. Semantic-guided encoder feature

learning can endow these architectures with high-resolution semantic features and thus

can well handle the blurry boundary delineation problems. 2. Adversarial learning for su-

pervised models work as realistic regularization. In this learning schema, the quantitative

performance gain does not well align with the visual perception improvement. Adversarial

confidence learning could achieve a synchronous performance gain by utilizing the confi-

dence information to enhance the design of the supervised model while retaining the real-

istic effect. More importantly, adversarial confidence learning could provide a chance for

building difficulty-aware attention mechanism and confidence-aware semi-supervised algo-

rithm to address easy sample dominance issue and lack of labeled data, respectively, for

deep learning based medical image segmentation and synthesis.
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6.2 Discussion

6.2.1 Generalization

As far as my understanding, the proposed two algorithms for blurry boundary delin-

eation can be suited for all kinds of boundary delineation problems, though the experi-

ments are carried out with pelvic datasets. Besides, these algorithms can also be directly

applied to many medical image segmentation tasks as long as owning sufficient annotated

data, such as abdominal organ segmentation, knee tissue segmentation, gland segmenta-

tion, vessel segmentation and so on, since the encoder-decoder architectures are quite suit-

able for medical image segmentation and my proposed methods are developed to enhance

these architectures without any additional supervision.

The adversarial confidence learning framework can be applied to many dense predic-

tion tasks with simple adjustment, such as medical image segmentation and synthesis. In

particular, the difficulty-aware attention mechanism relies on the proposed dense confi-

dence network, thus, it is limited to work together with the adversarial confidence learning

framework. Moreover, if we have to make this mechanism work well, we need to learn

sufficiently good confidence map. Similarly, the confidence-aware semi-supervised learn-

ing also needs to go with the adversarial confidence learning and depends heavily on the

well-learned confidence map. Since in both scenarios, the dense confidence map is the key

indicator to determine which regions are well-segmented and which regions are poorly-

segmented.

6.2.2 Resources

Most of my early projects, for instance, the infant brain segmentation project, are

based on caffe platform [92]. Since medical images are usually in 3D format, I have devel-

oped a 3D caffe library based on the official 2D caffe, in which, many useful functions are
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implemented. I have released the code in github1. My recent projects, such as pelvic organ

segmentation and medical image synthesis, are mainly developed based on the pytorch

platform2. The source code is available via my github page3.

6.2.3 Limitations

6.2.3.1 Limitations of Deep Learning

In this dissertation, I am using deep learning techniques to build models for most

projects, as a result, they suffer from almost all the limitations of deep learning:

1. Deep learning is data hungry. It is almost a common sense that we need large scale

of data for training neural networks to obtain a well-performed model. On the other

side, human beings can learn abstract relationships in a few trials. Hence, I think

some mechanism should be designed to endow deep learning the capacity for learning

abstractions through unsupervised data (maybe together with a few labeled data).

2. Deep models are usually black-box in nature and lack interpretability.

3. Training deep networks have huge computational cost. Even with a Titan XP GPU,

it will cost tens of hours to train a deep segmentation model, and it may cost hun-

dreds of hours to train a segmentation model with only CPU. The computational

cost not only have an impact on the training phase, the inference phase is also af-

fected, for example, deploying deep models requires reasonable computational plat-

form which is usually not supported by hospitals.

1 https://github.com/ginobilinie/caffe3D
2 https://pytorch.org/
3 https://github.com/ginobilinie
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6.2.3.2 Model Limitations

The segmentation models can achieve very good performance in terms of blurry bound-

ary delineation. However, my models are still not perfect. It can fail in some cases, such

as testing images from different domain, testing images with much noise, the boundaries

of the testing images are almost totally invisible and so on. As for the medical image syn-

thesis work, my models are far away from perfect. Currently, the generated images look

authentic but cannot necessarily replace ground-truth images.

6.2.3.3 Data Limitations

My models, especially the blurry boundary delineation models, have very high demand

for accurate ground-truth label maps, which is very difficult to obtain in practice for 3D

medical images.

6.3 Future Work

6.3.1 Future Work

6.3.1.1 Domain Knowledge Integration

My segmentation models cannot produce perfect segmentation so far. Observing the

failed samples of the proposed algorithm on the pelvic organ segmentation, I found that

the algorithm is inclined to fail in cases where the boundaries are totally invisible due

to significant amounts of noise incurred by low dose, metal, and motion artifacts, and so

forth. To solve these problems, in the future I would like to combine my algorithm with

shape-based (or registration-based) segmentation methods and incorporate more robust

shape and structural information of target organs.
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6.3.1.2 Medical Imaging Speedup

One of the fields this dissertation mainly focuses on is medical image synthesis, how-

ever, just like the statement in the limitations, currently, the proposed models cannot

generate the completely real cross-modality medical images though these models have

achieved state-of-the-art performances. However, the proposed methods can be used for

medical imaging speedup, that is, I can try to improve the MRI process, CT process and

PET process. This is not just my own desire. In fact, we are now near the dawn of a new

era for faster and safer medical imaging. Researchers are combining advanced artificial

intelligence techniques to improve the medical imaging process, which can not only accel-

erate the imaging process but also reduce the side effect of medical imaging. Hence, my

future work includes how to take advantage of the proposed cross-modality synthesis algo-

rithms to speed up the imaging process of a certain modality and how to take advantage

of utilizing information from a safer modality to reduce the risk of the imaging process of

a dangerous modality.

6.3.1.3 More Elegant Solution for Adversarial Learning

This dissertation has pointed out that adversarial learning could not increase the quan-

titative performance gain as much as the visual perception improvement. To achieve a syn-

chronous performance increment, we propose a adversarial confidence learning framework,

followed with difficulty-aware attention mechanism and confidence-aware semi-supervised

learning. Though this framework can indeed improve the quantitative performance and

retain the qualitative performance, I believe there should be another more elegant solu-

tion to this problem. The essence of the inconsistency performance phenomenon of the

adversarial learning is the inconsistency between the objective function of generator and

the adversarial loss. It will be beneficial to investigate more about the adversarial loss and

further develop a compatible adversarial learning system which could not only improve the

visual perception as the traditional adversarial learning but also increase the quantitative
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performance gain. Actually, I have worked on this topic for some time, but cannot find a

reasonable solution towards this direction so far.

6.3.2 Future Directions

6.3.2.1 Network Compression

Currently, the network models are usually as large as 10− 100MB containing millions

of network parameters. That’s the reason why the deep models are so powerful, however,

that’s also the burden of computation. For the proposed medical image segmentation and

synthesis models, I indeed need to reduce the computational cost if we hope to deploy it

in hospitals. Network compression is a reasonable solution to achieve such an effect, that

is to say, how to further save computational cost and compress the network without losing

much performance for the medical image analysis models.

6.3.2.2 Interpretability

Most machine learning models, especially the recent popular deep learning models,

require lots of parameters and a considerable amount of data in order to obtain a high

performance. This makes their predictions extremely complex, and often impossible to

interpret for their decisions and actions. This lack of interpretability is currently one of

the major challenges of applying artificial intelligence on many daily scenarios, including

medical image analysis. Governments are becoming aware of the central role that AI-based

systems will play in our societies and are starting to take actions. For instance, the Eu-

ropean Union has established regulations to require a right of explanation for output of

an machine learning algorithm which can make the automated decision-making process

more transparent. As a result, I hope I can conduct the research on explainable machine

learning, targeting applications in medical imaging where explanations for decisions and

actions are highly demanded. For example, I can use the layer-wise relevance propagation
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as the basis to conduct further study for the interpretation of black-box machine learning

models. Generally, I need to explore the exact reason behind every prediction made by the

AI agent for biomedical image and health data analysis. For example, I need to know why

the agent predicts the patient to be with malignant tumor, and I need to know why the

agent determines the proposal as a lung nodule.
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