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ABSTRACT

LILONG LI: Dynamics and Structure in Metallic Supercooled Liquids and
Glasses Studied by NMR
(Under the direction of Yue Wu)

In this dissertation, we used high temperature NMR to study the dynamic behavior
of metallic liquids and glasses from completely molten state to temperatures well below
the glass transition. We found that there are different processes in the system that have
distinct effects to NMR probing methods, so we employed several NMR techniques to
study these processes separately. A dramatic temperature dependence of Knight shift
was recorded and it was attributed to the fast vibration and rattling processes. A
transition was directly observed at 7, which is about 100 K above the glass transition
temperature. The result was shown to be consistent with MCT, mode coupling theory.
Nuclear quadrupolar relaxation, 1-d lineshape analysis and stimulated echo techniques
were utilized to study the slow processes. At high temperatures, the dynamics follow
the MCT predictions. Starting from 7. and below, a decoupling in diffusion behav-
ior between the light/small atoms and heavy/big ones was discovered. We discussed
possible dynamic and thermodynamic explanations.

In the second part of the dissertation, we used NMR to study the primary crys-
tallization in some Aluminum-based metallic glasses. A precursor for crystallization
was found even in as-quenched samples. A common metastable state was discovered
at low temperatures. We also presented some studies on the electronic structure and
short-range order of some metallic glasses and possible correlations of such properties

with the glass forming ability.
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CHAPTER 1

INTRODUCTION

The approach to condensed matter physics very often starts from molecules or atoms
in translational symmetry, the theory of which has been developed in great detail.
However, there is a whole range of systems, with various degree of disorder, that exhibit
new types of physical behavior that cannot be understood unless the disorder is taken
as a fundamental aspect of the physics involved. Liquids and glasses are examples of

such systems.

1.1 Supercooled Liquids, Glasses and the Glass Tran-
sition

Glasses are usually made by cooling a liquid to sufficiently low temperatures while pre-
venting crystallization. A liquid that is cooled below its liquidus temperature Ty, is
called a supercooled liquid. As a supercooled liquid is cooled to lower temperatures, the
molecular movements become more and more sluggish, and the time-scale for molec-
ular rearrangement to reach thermodynamic equilibrium state (structural relaxation)
gets extremely long below certain temperatures. The systemremains in thermody-

namic non-equilibrium state, and in all practical senses, the material now becomes a



solid, and is called a glass. This transition from highly viscous supercooled liquid to
a non-equilibrium state of a rigid solid is called glass transition, and the temperature
associated with the glass transition is called glass transition temperature 7.

T, can be defined in many different ways. One convenient way is to observe the
enthalpy or specific volume as a function of temperature. As shown in Figure 1.1, there
is a change in heat capacity as the material goes from the liquid state to the glass state.
This will result in a step transition in Differential Scanning Calorimetry (DSC) curves,
so T, can thus be quantitatively determined experimentally. It is important to note
that the glass transition does not occur suddenly but depends on the cooling rate.

It is now widely believed that the structure of the material, while undergoing a
transition from the liquid state to the glass state, varies little and smoothly if any,
over the entire temperature range. There is no abrupt change of structure at any tem-
perature region. The liquid-glass transition is thus regarded as a kinetic phenomenon.
But to understand such a phenomenon proved to be a serious intellectual challenge in
condensed matter physics. All kinds of complex phenomena observed, the dynamics
ranging from picosecond to the order of 1000 seconds, a broad range of glass-formers,
from biological tissues to polymers, from oxides to metallic alloys, from granular mate-
rials to spin glasses, capture the interests and imagination of researchers, theorists and
experimentalists alike, to the problem of glass transition. Among all the theoretical
efforts, mode coupling theory stands out as a theory that predicts precisely several
aspects of the behavior of simple liquids as they are cooled down towards the glass
transition. Yet so far, some experimental tests of MCT still remain ambiguous. There
is great need to use simple glass forming system to capture the essential features, to
employ new experimental strategies, and to put experimental observations in a coher-
ent theoretical context. In this dissertation, we employed various NMR techniques to

study several metallic glass formers and got a comprehensive picture of the dynamical
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Figure 1.1: Enthalpy or volume as a funtion of temperature as system undergoes crys-
tallization or glass transition. Glass 1 has a higher cooling rate than glass 2.

behavior of these systems as a function of temperature. We will compare our results
with the dynamical theory of liquids and glasses, or specifically the MCT.

The perspective of viewing the glass transition as a pure kinetic phenomena is not
left un-challenged, however. Theories have been developed to treat the glass transition
thermodynamically, and to explain the phenomenology topologically or quantitatively
with thermodynamic quantities. Energy landscape theory and random first order tran-
sition (RFOT) theory are two theories that will be discussed in the dissertation. Al-
though these theories consider the thermodynamic aspect of the glass transition, they
are not irreconcilable with the dynamical theories. They are two aspects of the same

problem. Thus a unification of the theories is anticipated.



1.2 Metallic Glasses and Bulk Metallic Glasses

It was first reported by Duwez at Caltech in 1960 of the glass formation of Auz;Sias alloy
(Klement et al., 1960). They developed rapid quenching techniques for cooling metallic
liquids at rates of 10° —10° K /s, and started the whole field of metallic glasses. Later in
the 1970s and 1980s quenching and casting techniques were developed to manufacture
metallic glasses in shapes of ribbons, lines, and sheets. During this period, Turnbull
and coworkers made crucial contribution to the discipline. They demonstrated that
metallic glasses are another kind of glass, similar to any other conventional glasses
such as silicates, polymers etc. They also led the early studies of glass forming ability
(GFA)(Turnbull, 1961; Chen and Turnbull, 1968; Chen and Turnbull, 1969; Turnbull
and Fisher, 1949; Turnbull, 1969).

If one arbitrarily defines a metallic glass that reaches millimeter scale in all three di-
mensions as being “bulk”, the first bulk metallic glass (BMG) was produced by Chen in
1974 (Chen, 1974). Turnbull and coworkers later on developed Pd-Ni-P BMG system
and used boron oxide fluxing method to purify the melt and prevent heterogeneous
nucleation (Drehman et al., 1982; Kui et al., 1984). Some metallic glasses studied
in this dissertation are recent developments to Turnbull’s Pd-Ni-P system, the most
important one of which, Pdy3NijgCus7Psg, is probably the best metallic glass former
so far found (Lu et al., 1999). In the late 1980s, Inoue et al at Tohoku University
systematically investigated the GFA of alloys of rare earth elements with Al and fer-
rous metals (Inoue, 2000). Another part of the dissertation is related to this type of
compositions. It is worthwhile to note some other metallic glass systems here too: Zr-
based metallic glasses developed by Johnson group in Caltech with compositions such
as Zrg 2 Tiy13.8Cuy25Nijg oBegg 5 (Peker and Johnson, 1993), which were most extensively
studied; BMGs based on yttrium (Guo et al., 2003).

Metallic glasses provide a new kind of materials to study the glass transition phe-



nomenon. They are relatively new-comers to the world of glasses, yet they represent
a type of glass that has different bonding, namely the metallic bonding, and they are
closest to dense random packing among all structural glasses. The simpler structure
and dynamics of metallic glass-forming liquids and glasses would provide essential fea-
ture of the glass transition phenomenon and give us a better understanding of the very
nature of glass transition. The research possibility used to be very limited on metallic
glasses, but with the development of BMGs that stay in the supercooled liquid state for
a minimum of several minutes, new momentum are gathered in this research field. We’ll
see that there are several NMR techniques that can be used to study the dynamics in
metallic supercooled liquids and glasses which can provide insight into the very nature

of glass transition.

1.3 Structure and Crystallization Mechanism

Metallic glasses possess some unique properties that are superior to conventional crys-
talline metals and alloys, such as high strength (close to theoretical limits for metals and
alloys), high elastic strain limit, high hardness, very good corrosion resistance, and soft
magnetism (low coercivity and low hysteresis). These properties offer many structural
and functional applications for metallic glasses once they can be made in bulk form.
BMGs can become soft in moderately elevated temperatures, which suggests unique
processing possibilities compared with conventional metals and alloys. However, there
are still limitations to BMGs, and one of them is that the material costs are relatively
high. Furthermore, there are very specific requirements for the properties for metallic
glasses, for example, very high density, or density as low as possible while retaining
high strength. Aluminum is a very good candidate for light weight metallic glasses, yet

so far, Al-based metallic glasses are very easy to crystallize. It is crucial to characterize



the crystallization behavior of such metallic glasses and find a way to avoid it. NMR is
a good tool in characterizing local structures and may prove very useful in this regard.

Theoretically, since when Fahrenheit performed the first recorded undercooling ex-
periment on liquid water (Fahrenheit, 1724), it has been made clear that in terms
of the first order phase transition, there is a barrier separating the initial and final
phases. Nucleation, or stochastic thermally activated transition over that barrier, is
normally treated within the classical theory of nucleation, a phenomenological model
that describes the time-evolution of the size distribution of clusters of the new phase.
Nucleation in supercooled liquids and glasses now seems to require a revisit of the nu-
cleation theories to test and refine them. A better understanding of the nucleation in
liquids and glasses will also provide us an improved ability to manipulate nucleation
processes to produce desired microstrutures for practical applications. In this disserta-
tion, some unusual crystallization behavior of an Al-based metallic glass was studied
by NMR, and we try to relate our observation to nucleation theories.

Local icosahedral order in amorphous metals is frequently invoked to explain the
high barrier of some supercooled metallic liquids against crystallization. This would
imply a minimum in electronic density of states at the Fermi level (Nagel and Tauc,
1975; Tang et al., 1997). We can use NMR to study the electronic properties of some
metallic glasses and see how electronic energy will influence the glass forming ability,
or how the changes in chemical composition would influence the electronic structure of

the metallic glass system.

1.4 NMR as a Probe of Structure and Dynamics

NMR is a powerful tool to probe locally the atomic environment and the change of it—

the dynamics. We’ll see in this dissertation that the NMR spectra offer detailed local



structural information, and can also characterize the electronic structure of metals.
The rate of spin lattice relaxation (7) can indicate bonding characteristics, provide
the rate of dynamical processes. The temperature dependence of spectra shift and
shape can provide information on the amplitude of vibrational processes and the rate
of chemical exchange. Furthermore, complicated NMR pulse sequences can be employed
to accomplish advanced requirements for studying structure and dynamics in certain
systems. With a home-made high temperature probe, we can vary the temperature
in-situ and observed the temperature dependence of NMR observables. NMR, being a
non-destructive, non-perturbing technique, is ideal for the research objectives outlined

in this dissertation.

1.5 Dissertation Outline

In chapter 2, we describe the theory of dynamics in a liquid, and introduce the mode
coupling theory, which extends the earlier theories to the case of deeply supercooled
state. We emphasize the importance of T,, critical temperature predicted by MCT
where ergodicity to non-ergodicity transition occurs. T is higher than T}, so the actual
transition happens at some point higher than 7, and T} is nothing particular but a
point where the time scale of relaxation crosses the experimental time scale according
to MCT in the extended form.

In chapter 3, we use high temperature NMR to study the temperature dependence
of 3'P Knight shift in some BMG systems. We show that the change of Knight shift
is proportional to the amplitude of the vibrational processes. We observed directly
an abrupt change of Knight shift at some point 7. which is about 100 K above Tj.
This demonstrates that our experimental results are compatible with MCT. The basics

of NMR spectroscopy is also introduced to readers not so familiar with the details



involved.

In chapter 4, a variety of other NMR techniques are employed to study the slower
processes in metallic supercooled liquids and glasses. The temperature dependence of
the rate constant for the slow processes is obtained from RT to about 1000 K. The
difference between the data from other published results are compared and explained.
The NMR theories behind each technique are summarized. Theories of glass transi-
tion from thermodynamic point of view are also presented in this chapter. How these
theories can describe our experimental observation is discussed.

In chapter 5, we’ll study the primary crystallization in Algy,Smg, and discuss the

possible relationship between glass forming ability and CSRO/electronic structure.



CHAPTER 2

THEORY OF LIQUIDS AND THE
GLASS TRANSITION

2.1 Glass Transition as a Transition in Dynamics

In general, when a liquid is cooled, the mobility in the liquid decreases, diffusion con-
stants decrease and the viscosity increases. The time scale for relaxation of the liquid
becomes longer. When the liquid is further cooled and in the absence of crystallization,
the time scale for relaxation in the liquid exceeds the time scale of the experiment, the
material behaves more like a solid than a liquid, and we call it a glass. This transition
from a liquid to a glass is then the glass transition. The glass transition behaves like
a second-order phase transition, but it’s not strictly a second-order phase transition
in the thermodynamic sense. There’s no good order parameter to characterize such
a transition. The difference between the glass and a liquid is widely viewed as an
issue of kinetics rather than thermodynamics. In the framework of statistical mechan-
ics, the configuration spaces of the glass and the liquid are fundamentally the same.
The configuration space of the glass appears smaller just because on the time scale of

the experiment, the glass does not relax. In this sense a glass is therefore not in an
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equilibrium state.

Structurally a glass is barely distinguishable from the liquid of which it is formed. In
fact, both experimental observations and molecular dynamics simulations show that the
structure varies smoothly across the entire temperature range of supercooled liquids and
glasses with no special anomaly found at any temperature (Bernu et al., 1985; Moutain
and Thirumalai, 1987; Ullo and Yip, 1989; Meyer et al., 1996a). Now glass transition
is commonly interpreted in the context of transition in dynamics (Jéckle, 1986; Richter
et al., 1989; Angell, 1995). However in chapter 4, we’ll discuss the thermodynamic
approaches to the glass transition. Thermodynamic and dynamic considerations may
turn out to be different but complementary approaches to the same phenomena, but

not mutually excluding theories.

2.2 Theory of Dynamics in Liquid

The dynamics of the liquid at microscopic level are described by the classical equa-
tion of motion of a very large number of particles. Early theories of fluid considers
only short-range uncorrelated binary collisions of the constituent particles, which leads
to the conclusion that any fluctuation from equilibrium decays with an exponential
dependence on time.

Further theoretical development for the dynamics of fluids came from studying the
relaxation behavior of liquids near the critical point, where a long tail of relaxation is
observed (Kawasaki, 1966).

The relevance of the mode-coupling theory to the theory of the glass transition
emerged with the idea of expressing the mode-coupling terms in terms of the density
correlation function ¢. With this approach, one can obtain a closed equation for ¢

and predict the dynamics of a densely packed liquid. As a result of the mode coupling
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study of the glass transition phenomenon, a dynamic transition of the liquid to non-
ergodic state was predicted (Geszti, 1983; Bengtzelius et al., 1984; Leutheusser, 1984).
In the long-time limit, the density correlation function ¢ freezes to a nonzero value
beyond the transition point which was later verified to be above T}, the glass transition
temperature. The thermodynamic quantities of the liquid is said to vary smoothly
through the transition. The viscosity would follow a power-law divergence approaching
the dynamical transition point accompanied by a finite shear modulus in the glassy
state. Such a sharp transition at a temperature 7, above T, was not observed in real
systems, so the theory was further developed to incorporate the coupling of current
terms, which would restore the ergodicity at temperatures below 7, (Das and Mazenko,
1986).

Now we get down to the equations for macroscopic hydrodynamics and mode cou-

pling theory.

2.2.1 Conventional Hydrodynamics

We'll write down without proof the equation for local densities in a classical liquid

(Zubarev et al., 1997; Martin et al., 1972):

dp+v-g=0
Ohgi +Vjl9i9;/pl = — v P+ L?jyj (2.1)

Oe+0-e=—h<y - T+ AT

where {p(7,t), (7, t), e(7,t)} are the local mass density, mass current, and energy den-
sity in the system, ¢ = §/p is the velocity, A is the thermal conductivity, h = e + P is

the enthalpy density, with e the energy density and P the pressure in equilibrium. The
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dissipation matrix L% relates to the viscosity in the following way:
ng = no0i; V° +10 Vi Vj (2.2)

with the longitudinal viscosity 776 = (o +1m0/3.

Eq. 2.1 describes the conservation of mass, the dissipation of mass and energy re-
spectively. The transport coefficients (thermal conductivity, and viscosity) in Eq. 2.1
are system-dependent and are treated as inputs. Transport coefficients for a given in-
teraction potential can be computed in the framework of the kinetic theory of liquids.
To compute the transport coefficients in terms of the basic interactions, suitable kinetic
equations must be used to describe the irreversible dynamics at the microscopic level.
Liouville equation (Hansen and McDonald, 1990) is just such a theory to include micro-
scopic dynamics. In the simplest form the dynamics are taken into account at the level
of two-body uncorrelated collisions. Enskog corrections improves Liouville equations
at higher densities to obtain density dependent transport coefficients (Chapman and
Cowling, 1991; Résibois and de Leener, 1977).

Hydrodynamic variables fluctuate due to the random motion of the fluid particles.
Conventional hydrodynamics considers properties of the fluid over length and time scale
long compared to the corresponding microscopic scales. So the fluctuations of interest
are those of low frequency w and small wave number ¢, so that wr, < 1 and ¢l < 1,
where 7. is the mean time between collisions and [ the average particle spacing in the
liquid. To get a hydrodynamic equation, we do a Fourier-transform for the first two
equations in Eq. 2.1 (we ignore the energy fluctuation first) in the small g-limit, and

get:
9i0p(q,t) +1iq - g(k,t) =0
(2.3)
&g(q,t) +igey + ng *(q, t) +ny'dq - G(k,t) = 0
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where 7 = n)/po and 0¥ = no/po, With py being the average mass density, ¢z =
(OP/0p)r is the isothermal speed of sound. From the above equation, one can get
longitudinal and transversal modes that are decaying exponentially in an isotropic
liquid. If we include energy fluctuation in Eq. 2.3, another heat mode comes in which

also decays exponentially.

2.2.2 Generalized Hydrodynamics

To go beyond the conventional hydrodynamics so that a theoretical description of the
dynamics in a dense fluid becomes possible, one approach is to include in conventional
hydrodynamics the short wave-length, short time phenomena. One can do so by replac-
ing thermodynamic properties or transport coefficients with functions that can vary in
space and time. The resulting theory is termed generalized hydrodynamics. In gen-
eralized hydrodynamics, the equation of motion for the conserved densities of mass,
momentum and energy were obtained using the projection operator technique of Mori
and Zwanzig (Zwanzig, 1961; Mori, 1965b; Mori, 1965a).

Consider a set of dynamical variable {A;(7,t)}that follows the Liouville equation,
i.e., A;(t) = exp(iLt)A;, where L is the Liouville operator (Hansen and McDonald,
1990) and A; = A;(t = 0). For some other dynamical variable B(t), the projection

operator P is defined as,
PB(t) = Y (B)AL) (ATAL) " A, (2.4)
gk

where the angular brackets denote the equilibrium average. The projection operator P
projects variable B(t) into {A;(7,t)} subspace, while operator @ = 1 — P denotes the

projection in the orthogonal subspace. Now one can obtain (Hansen and McDonald,
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1990) the equations for the time evolution of the dynamic variable A;:

A(t) — i€ - A(t) M t—s)- A(s)ds = R(t) (2.5)
Here A becomes a column vector with the A;’s. The frequency matrix O and the

random force vector R are given by:

= (AJiLAL) X,
k (2.6)

Ri(t) = exp(iQLQOt) K

with K; = QA; and y the equilibrium correlation function matrix x;; = (A*A;). R(t)
on the right side of Eq. 2.5 is orthogonal to the space of A at all times, or (A R;(t)) = 0.
One important quantity in Eq. 2.5 is the memory function M: M relates ff to A at
short times and is expressed in terms of the correlation of forces E(t) in the subspace
of Q:
M = (RiRi(1)) Xz} (2.7)
k

IR |
One can multiply Eq. 2.5 from the right with A* <A*A> and take advantage of

the fact that R is orthogonal to space ff, and get the following

%_2@ a0 + / Ni(t—s) - G(s)ds = 0 (2:8)

where (5 is now the normalized correlation function of A. With a Laplace transform of

the above equation, one can reduce Eq. 2.8 to the form
[zf—i— Q-+ J\7[] 5(2) = x (2.9)

where x = ¢(t = 0) represents the initial condition for Eq. 2.8.
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We will now cease to discuss further the dynamic models to solve the above equa-
tions except to say that if one assumes linear-coupling of the dynamic equations and
frequency independent transport coefficients, one’ll get exponential relaxation of fluc-

tuations.

2.3 Mode Coupling Theory

The power law long time relaxation tail observed in transport properties near critical
points is regarded as at odds with the exponential relaxation in various dynamical
models. In order to explain the discrepancy, Kawasaki (Kawasaki, 1966) introduced
the idea of non-linear coupling of collective modes.

From Eq. 2.9, one can get for density correlation function ¢(q, z),

#(q,2)

20(g,2) —1 +im*(q,2) (2.10)

where the memory function m”(q, z) has two contributions (Bengtzelius et al., 1984),

m”(q,2) = m&(q) + /000 dte'm*(q,t) (2.11)

with m{(q) as the contribution from uncorrelated binary collision, and m%(q,t) as that
from ring and repeated-ring type of correlated collisions.

m¥(q,t) can be obtained as

AL on dk NE
with S being the static structure factor, k1 = §— k and the function Vi(q, lg) defined

as

Vi@, k) = (§- k)e(k) + (G- kr)e(k) (2.13)
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One essential assumption of MCT is that after a certain time frame, the correlation

function does not change much.

P(q,t) = fo+ (1- fq)?bu(%t) (2.14)

where f, is the non-decaying part of ¢(g,t) at long time limit and ¢,(q,t) goes to zero
at long times. The f,’s, or the so-called non-ergodicity parameters, are determined

from the following coupled non-linear equations:

fo Lkt - 00) = H, £ (2.15)

1_fq Qq

where the functional H, are defined as proportional to the long time limit of m”(q,t) in
Eq. 2.12. The necessary input for Eq. 2.15 is the static structure factor S(q). At low
densities, there are only trivial solutions to Eq. 2.15. At a critical density, a non-zero
set of f, will be obtained simultaneously. The temperature point that corresponds to
such a critical density is called critical temperature 7.. Below 7., the system will enter
the non-ergodic state and have a non-vanishing ergodicity parameter.

After solving the self-consistent mode coupling equations, one is able to predict the
decay of the density correlation function ¢,(t). First, ¢,(t) decays to a plateau value
o>

Go(t) = fE+ he(Ta/t)"  to <t < 15 (2.16)

~1/20 With C as a constant

where ¢y = 1/€), is the microscopic time scale, 73 = Ct |¢]
calculable from the mode coupling equations, ¢ = (7, — T')/T.. Above the critical
density, or below T, this is the only relaxation step. Below the critical density, or above
T., the power-law relaxation crosses over to von-Schweidler relaxation (von Schweidler,

1907),

Go(t) = fC—hy(t/7a)! TE<t<L T, (2.17)
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where

To = CTole|™ (2.18)

with v = 1/(2a + 2b), a and b as solutions to the following equation
1
A=T%1-a)/T(1—-2a) =T*(1+0b)/T(1+2b) 0<a< 50 < b<1 (219

where I' stands for the normal gamma functions, A (1/2 < A < 1) is a parameter defined
in (Gotze, 1984; Gotze, 1985). Here we get one important equation for the time scale
of a relaxation, namely, the power law dependence: 7, o< (T — T,)~'/7.

Another aspect of import MCT predictions deals with the non-ergodicity parameter,

or the effective Debye-Waller factor:

fothg/Iel+0(e) T <T.
fa= (2.20)

fg+0(e) T>T.,
Eq. 2.20 essentially predicts a cusp behavior for the non-ergodicity parameter:
for T' > T., f, changes very little; as soon as temperature goes down below critical
temperature 1., the amplitude of effective Debye-Waller factor increase dramatically,

or in other words, the amplitude of the vibrational motion decrease dramatically.

2.4 The Implications of Mode Coupling Theory

For a review on MCT, the reader is invited to (Gotze and Sjogren, 1992) and references

therein. Here we just summarize the following assumptions or implications of MCT:

e No structual singularity. This is a general assumption of MCT. There are exper-
imental and simulation evidences to support this, and so far, there is no evidence

against it.



18

Equilibrium dynamics, homogeneity. MCT supposes that the supercooled liquid

is homogeneous and in thermal equilibrium.

Multi-step relaxation. MCT predict a multi-step relaxation: first a ballistic crit-
ical power law relaxation to a plateau f;; around f7, the density correlation
function follows von-Schweidler law; at the long time, the von-Schweidler law

crosses over to stretched exponential relaxation.

Intrinsic non-exponential relaxation. The non-exponentiality is an intrinsic prop-
erty of the relaxation behavior according to MCT, but not a sum of different

exponential relaxation due to heterogeneity.

Cage effect. Physically the multi-step relaxation corresponds well to the cage
effect. In the densely packed liquid, atoms would be trapped in a cage before
undergoes cage opening and diffusion. In this picture the power law initial relax-
ation is due to the cage rattling process. Later relaxation behavior corresponds

to cage callapsing.
Ergodic-non-ergodic transition above Tj. Freezing happens above T,.

Hopping process in extended MCT. If we include the “hopping” process (current
term on top of density term in Eq. 2.12), which is not considered in the ideal
MCT, the ergodicity can be restored even at temperatures below 7,.. MCT’s
explanation to 7,: experimentally observed freezing that happens at a relaxation

timescale comparable to the time scale of experimental observations.



CHAPTER 3

NMR STUDY ON THE FAST
PROCESSES

Before we start the discussion of how NMR can detect dynamics in liquids and glasses,
I'll present in the following section (Section 3.1) the physical background of NMR
spectroscopy in order to give the reader some familiarity with NMR and pave the way
for later discussions in this dissertation where a series of other NMR, techniques are
used. For advanced treatment of this topic, the reader is encouraged to consult standard
texts in this area, namely two books authored by Abragam and Slichter (Slichter, 1990;
Abragam, 1961). Ernst also presented a very clear summary of the density matrix

formalism (Ernst et al., 1990).

3.1 Basics of NMR Spectroscopy

Assume that we have a static magnetic field, now normally generated by a supercon-
ducting magnet, that is much stronger than internal magnetic field produced by nuclear
spins inside a bulk sample of matter. This assumption makes our treatment a lot sim-
pler, because we can consider the main interaction between external magnetic field and

the nuclear spins first, and later the internal interactions as a perturbation. According
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to quantum mechanics, any measurement involving interaction with the spin system
will force the spin angular momenta to assume quantized projections along the external
magnetic field direction. Now we only consider spins that have two eigenstates of spin
angular momenta, or two projections along the external magnetic field (spin-up and
spin-down). We call them spin 1/2. Later in the dissertation we’ll extend our discussion
to spin 3/2 and spin 5/2 cases.

The magnetic moment that a nuclear spin possess is

i =l (3.1)

I is the spin angular momentum and v is normally called the v ratio. The interac-
tion between such a magnetic moment and external magnetic field is called Zeeman

interaction, with an interaction energy (Hamiltonian) being:

—

H = —jiB=—~IB (3.2)

Thus previously a single energy state now separates into multiple energy states.
In a bulk sample, at temperature 7', the spin population difference between these
states provides a macroscopic magnetization of the spin system, which in Boltzmann

distribution is given by:

1
> exp(yhmBy/kT)
M = Nyh™—= (3.3)

> exp(yhmBy/kT)

m=—1

where N is total number of nuclear spins, h is Planck’s constant, [ = hl is the spin

angular momentum. Since usually it holds that vAm By < 1 owing to the small value
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of h, equation 3.3 now simplifies to

 NAERAI(I 4 1)

M kT

BO = XOBO (34)

Yo is called static nuclear susceptibility. At room temperature, xo ~ 107° due to the
very small eigenstate population difference which in turn is due to the small energy
difference between the two states compared with k7. The energy splitting, according

to Eq. 3.2, equals to the following

hu)() = E_1/2 - E1/2 = ’yhBO (35)

Now if one applies an electromagnetic excitation with a frequency v = wy/2m, one
would be able to to create resonance phenomenon, and it’s readily call nuclear magnetic
resonance. v is called Larmor frequency and it is usually in the radio frequency range.

The majority of magnetic resonance experiments are nowadays done with radio
frequency (rf) pulses. Figure 3.1 illustrates the interaction between nuclear spin system
with a rf pulse in resonance. One has to keep in mind that such an illustration is a
classical picture of spin 1/2 system. In Figure 3.1(a), when we turn on the transmitter,
the sinusoidal rf current in the transmitter coil generates a linearly polarized magnetic
field 2H; cos(wgt). This linear motion can be decomposed into two counter rotating
vectors of magnitude H; as show in Figure 3.1(b). In a frame rotating at wy (Figure
3.1(c)), one of the rotating fields will have the right frequency and appears to be
stationary. (The other one will be neglected because it is 2wy away from the right
frequency and has little interaction with the spin system.) It can be proved that in
order for the physics to valid in rotating frame, a hypothetical —By has to be added
to the system. Therefore the magnetization M only sees the stationary H; field and

precesses around it at angular speed wy = vH; (Figure 3.1(d)). When we turn off the
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transmitter, in the laboratory frame, the magnetization will precess around external
magnetic field By, and will induce signal in the coil, which is call free induction decay,
or FID (Figure 3.1(e)). Later in this dissertation it will become clear that in real
system due to internal interactions the resonance frequency will have a distribution;
nevertheless, rf pulses can cover all the resonance frequencies because of the excitation
profile shown in Figure 3.1(f). The width of the central peak in Figure 3.1(f) is on the
order of 1/t, or well above 100KHz for most of the experiments.

The discussion above didn’t include the internal interactions between the nucleus
spins and the environment such as other nucleus spins or electron spins or the electric
field gradient produced by other nuclei and electrons. Normally such internal interac-
tions are sufficiently small compared to the main Zeeman interaction, so in quantum
mechanics, we can treat them as a perturbation to the main Zeeman interaction, and
the net effect is that the nucleus of interest would experience a small additional mag-
netic field due to interactions with the environment. One of such interactions in that
between the nucleus spin and the unpaired electrons in a metal. We’'ll discuss this

further in the following section.

3.2 NMR on Metallic Sample: Knight Shift

The Knight shift is named after Professor Walter Knight, who first observed the phe-
nomenon. What he found was that the resonance frequency of %3Cu in metallic copper
was 0.23% higher than that in CuCl. Since this shift is an order of magnitude higher
than normal chemical shifts, it is reasonable to attribute it to effects in the metal. Here
we are also studying nuclei in a metallic sample, so the phenomenon of Knight shift
is something we must consider. As we shall see, the correct explanation of the Knight

shift involves considering the field the nucleus experiences as a result of the interaction
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with un-paired conduction electrons through the s-state hyperfine coupling.

We consider a system of nuclear moments and electrons. The hyperfine coupling
between the nuclear spins and electron spins is so weak that we can treat it as a
perturbation in terms of the electrons and nuclear spins. We further consider the
interactions between electrons are non-existent or at least so weak that we don’t need
to consider it for the first step of approximation. Therefore, we can describe the system
with a Hamiltonian:

H =H, + Hp + Hen (3.6)

where H, describes the weakly interacting electrons, H,, describes the system of nuclear
spins and includes the Zeeman energy and nuclear dipolar couplings, H., describes the
interaction between electrons and nuclear spins and is something of our interest here.
Now we’ll just write down the basic interaction assumptions and the results. For
detailed deduction, please refer to the texts mentioned above (Abragam, 1961; Slichter,
1990).
For simplicity, the coupling between electrons and nuclear spins is assumed to be a

d-function:

Hen :—%%7#21 -8,6(7 — R;) (3.7)

where 77 is the position vector of the [th electron, and ﬁj is that of jth nucleus, I and
S are the nuclear spin and electron angular momentum quantum numbers respectively,
Ye = 2ug/h = 1.76 x 10! Hz/Tesla is the electron gyromagnetic ratio, 7, is the
gyromagnetic ratio of the nucleus, h = 27h is the usual Planck constant.

This type of interaction can be shown to be equivalent to adding an extra magnetic

field AH on top of the external field By, and the Knight shift K is finally given by:

K =50 =T (o), ) x: (38)
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where [7(0) ‘2

Ep is the electron wave function at the Fermi level at the nucleus averaged

over all states, x? is the electron paramagnetic susceptibility.

The coupling between nuclear spins and electrons not only gives rise to giant Knight
shift, but also provides a mechanism for the nucleus to relax to lower energy state. In a
metal, relaxation due to Knight shift is normally the dominant relaxation mechanism.
The rate of this relaxation process is given in “Korringa relation” (Korringa, 1950):

i
ArkpT ~2

T\K? = (3.9)

where T' is the temperature, kg is the Boltzmann constant.

If we includes the effect of electron-electron interaction, Eq. 3.9 becomes

h ~?
T, K*T = — ¢ 3.10
! Ak ~2 (3.10)

where f is called the “enhancement factor”.

3.3 Experimental Details

3.3.1 Sample Preparation

Amorphous samples of Pdy3NijgCus7Psy were prepared by inductively melting the pure
metals and elemental phosphorus in quartz tubes for 20min at 1200 K followed by water
quenching. The following ingot materials were used for induction melting: Pd, 3-6mm
pieces, Cerac Incorporated, purity of 99.95%; Ni, rod, Alfa Aesar, purity of 99.999%;
Cu, shots, Alfa Aesar, purity of 99.9999%:; P, lump, purity of 99.999%. Subsequently,
samples were processed in BoOgs by slowly heating to 1200K and cooling back down
to room temperature several times. The ByO3 used was previously dehydrated for 3h

at 1200 K. Samples of PdyoNiyPsg and Pty3NijgCusrPog were prepared the same way,
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except that for Pty3NijgCuor Py, ingots of Pt with a purity of 99.95 % was used.
Small particles of amorphous samples were used in NMR measurement. They are

vacuum sealed in quartz tubes, with BoO3 as flux and Al;O3 powders as separators.

The weight ratio between metallic glass sample, BoO3 and Al,Og is about 40 : 30 : 30.

Al,O3 was also dehydrated at 1200 K for several hours.

3.3.2 High Temperature NMR

In order to get to the liquid state of the metallic glasses, a high temperature NMR probe
is needed. High temperature probes have been built previously to study quasi-crystals
and other metallic glass systems. The probe shown in Figure 3.2 is one of the high
temperature probes previously built, but with slight later improvements, mainly on the
bottom plate so that water cooling becomes possible. The heating wire inside the water
jacket is winded in a way that the magnetic field generated by static heating current
would be minimal. The heating wire and thermal couple wire are further shielded
by molybdenum foils to minimize noise input to the coil. Temperature calibration
of the probe was done by mimicking real experimental conditions and putting another
thermocouple in the sample region to get a correspondence between temperatures in the
heating zone and sample zone. Calibration was further verified by NMR measurement
of 2"Al up to melting temperature of Al (660 °C), and the error of the calibration is

confirmed to be within 5 K.

3.3.3 Thermal Properties of Pds;3Cus;NigPyy Sample

Very detailed thermal characterization was performed previously for PdsNijgCusrPog
system (Schroers et al., 2002). Here some of the related results are presented. An
understanding of the thermal properties not only forms the basis of the experiments

during the NMR study, but also shed light on the problems that could be of interest
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and guided the design of the experiment, and make important contribution to the
interpretation of the final experimental results.

The Differential Scanning Calorimetry (DSC) curve of Figure 3.3 clearly shows the
characteristics of a glass. There is a step in heat flow which corresponds to the glass
transition temperature. At about 670 K the sample begin to crystallize, and above
870 K melting of all crystalline phases finishes and we mark 870 K as the liquidus
temperature T},. These important temperature points serve as guidance for NMR
study that will be discussed later. In Figure 3.4 a Time-Temperature-Transformation
(TTT) diagram is shown. At high temperature in the supercooled state, the driving
force for crystallization, or the difference in free energy between the liquid state and the
crystalline state, is small, so the waiting time before the sample crystallizes is long. At
low temperature, although the driving force is getting big, the kinetics of the system is
slow, so the atoms take a long time to move to the low energy crystalline state. That’s
why we see a typical nose shape in the TTT diagram. The nose temperature is about
700 K, and at 700 K it takes about 200 sec for the sample to crystallize. That explains
why later in this dissertation there is a small temperature gap in the NMR study of
this sample. There isn’t enough time for the sample stabilize in temperature and us
afterwards to finish NMR data acquisition around nose temperature.

A very important discovery in Ref. (Schroers et al., 2002) is the observation of a
transition in crystallization mechanism at about 718 K (Figure 3.5). In Figure 3.5(a)
and 3.5(b) each sharp peak is a crystallization event of a single particle. In Figure
3.5(c) and 3.5(d) such sharp peaks disappear and it looks as if particles are crystallizing
collectively, all in the same way, and the crystallization is not distinguishable from that
of one large sample. Such a transition in crystallization behavior suggests an underlying
more fundamental change in dynamics or thermodynamics, and we would like to use

NMR to probe such fundamental changes and compare the results with theoretical
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Figure 3.3: DSC curve of Pdy3NijgCus7Poy metallic glass sample at a heating rate of
20 K/min. T, and liquidus temperature are identified as 583 K and 870 K, respetively.

The onset of crystallization is at 670 K.

thinking.

3.4 Results and Analysis

3.4.1 Temperature Dependence of Knight Shift

Figure 3.6 shows the room temperature (RT) 3'P NMR spectra of the glassy Pdy3Nijo-

Cug7Pqg sample, and a crystalline sample obtained upon crystallization of the super-

cooled liquid at 767 K. A 3'P spectrum of the liquid taken at 1057 K is also shown

in Figure 3.6. The RT spectrum of the glassy state is broad since the chemical envi-

ronment is different for the same kind of nuclei in such an amorphous system, and the
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In the

diagram, the time to reach 1% (open circle), 50% (half filled circle), 100% (solid circle)
is shown as a functin of temperature. At nose temperature (700 K) the time for the
sample to remain in the supercooled liquid state is about 2-3 minutes. Adapted from

(Schroers et al., 2002)
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Figure 3.5: Isothermal DSC thermograms of Pd 3Ni;gCuy7Po on powder sample con-
taining about 300 particles with diameters between 100 and 350 pm. (a)753 K, (b)723K,
(c)718K, (d)643K. Between 723 K and 718 K there’s a change in crystallization mech-
anism. At tempertatures below 718 K crystallization occurs simultaneously in all par-
ticles. Adapted from (Schroers et al., 2002)
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projected local magnetic field Bj,.a along the external magnetic field direction varies
with }?Z from site to site. However, the ensemble average of By, is represented by an
average shift K of the spectrum given by the first moment of the spectrum (Abragam,
1961). The liquid line is very narrow, as expected from motional narrowing effect, the
theory of which will be described in section 4.2.1. From Figure 3.8 we can see that
at temperatures above 740 K, the shape of 3P spectra doesn’t change much. At tem-
peratures below 740 K, the spectra starts broaden upon further cooling. After cooling
down below T, however, the FWHM of the spectra changes very little again (Figure
3.9). From Figure 3.9, we see that there’s dramatic change of dynamics at temperatures
between 583 K (7,) and 740 K. In section 4.2, we shall take advantage of this drastic
change of 3'P line shape at this temperature range to quantitatively study the P atom
hopping rates, or, the a relaxation process in this temperature region.

Apart from the shape or FWHM of the spectra, there’s another notable difference
in liquid and glassy state of the spectra, namely, the difference in Knight shift. The
Knight shift jumps from about 1500 ppm at RT to about 2000 ppm at 1057 K, a huge
and very unusual change of shift with temperature. This feature is manifested even
clearer in Figure 3.7, where we plot 3'P spectra at various temperatures. We studied
the temperature dependence of Knight shift more systematically, and plot the Knight
shift as a function of temperature of the amorphous solid, liquid, and crystallized
sample in Figure 3.8. The Knight shift K of samples in amorphous state shows a linear
temperature dependence both above 700 K, with a slope of 0.75 ppm/K, and below T},
with a slope of 0.27 ppm /K. Data above 700 K were obtained by first heating the sample
above Tji, and then cool directly to 1" in-situ for NMR measurement. The same results
were obtained by cooling (or heating) directly from one T' < T}, to another 7' < Tj,
(lower or higher) without going back to T' > Tj;q in the absence of crystallization. Data

below 700 K were obtained by heating the glassy sample from RT to the measurement
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Figure 3.6: 3'P NMR spectra of the glassy and crystallized samples of Pds3NijoCusrPag
at RT, detected with Hahn echo sequence, and the spectrum of the liquid state taken at
1057 K. The shift reference is 3'P in 85 % H3PO,. The dashed line is a powder pattern
fit using a CSA parameter d,,i50 = 370 ppm, n = 0, and a 500 ppm line broadening.
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Figure 3.7: 3P spectra in PdssNijgCugrPoy at various temperatures that presents 3'P

Knight shift and line shape at a function of temperauture. During the time all the
spectra were taken, the sample remained amorphous.
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Figure 3.8: The average shift K of P in Pd 3Ni;oCug;Poy measured at 9.4 Tesla versus
T in the liquid, supercooled liquid, and the glassy state (solid circle) as well as that
of the crystallized sample (open triangle). The error bar in the liquid and supercooled
liquid states above 700 K is about the same as the size of the symbol. The liquidus
temperature Tijq, the glass transition temperature, and the melting temperature of the
crystalline phase are indicated. The dashed line is a fit using Eq. 3.12 with T, = 660
K. The shift of the crystalline sample after melting is slightly lower than that of the
supercooled liquid because homogeneous composition can only be restored after heating
above Tjjq.
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Figure 3.9: FWHM of 3'P spectra as a function of temperature for sample

Pd43NijgCusrPog. The error bar above 730 K is about or smaller than the size of
the symbol.
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temperature. Same results were obtained by direct in-situ cooling from the melt to the

measurement temperature. No time dependence of K was observed at any temperature.

3.4.2 Reason for Temperature Dependence of Knight Shift

According to Korringa relation (Eq. 3.10), TYTK? = hy2f/(4mkpy?) = 1.6 x 1076 f
for 3P if we plug in the gyromagnetic ratio of 3'P. Figure 3.10 shows the measured
TyTK?. The measured Tj is the same at 9.4 and 4.7 Tesla. As expected from Eq. 3.10,
TyTK? remains constant at a value of 3.4 x 107¢ despite large T-dependence of K.
The measured value of f = 2.1 implies a certain degree of electron-electron interactions
typically found in metals. The constant 7,7 K? and the value of f = 2.1 are consistent
with other NMR studies in similar systems where d-band contributions to 7} and K
are ruled out (Hines et al., 1980). Thus the 7-dependence of K cannot be attributed
to the d-band effect (Winter, 1971).

Contribution from volume expansion can also be excluded, based on the following

estimation. We write down the following equation:

Oln K
oT

B Oln K
P - 9lnV

olnV
5, OT

n OlnK
P oT

(3.11)

\%4

Here (0In K/OT)p is the T-dependence of Knight shift observed in our experiments,
(OIn K/0InV)r(0lnV/OT)p is change of Knight shift from volume expansion, and
(0Iln K/OT)y is the explicit T-dependence of Knight shift held at constant volume. As
a rough estimation, we have (0ln K/0T)p = (AK/KAT)p, and AK/K is about 35%
in Figure 3.8 from RT to 1000 K. For the first term on the right side of Eq. 3.11,
(0In K/0In V) 2/3 from theoretical consideration of Eq. 3.8; in practice, however,
one can get a number from 0 to 1. It is very small nevertheless. (0lnV/0T)p =

(AV/VAT)p, and from RT to about 1000 K, AV/V is less than 5% (Lu et al., 2002).
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Figure 3.10: TyTK? versus T for 3'P in Pdy3Ni;oCuarPy in glassy or liquid state.

So we can conclude the majority of observed T-dependence of Knight shift is coming
from the second term in the right side of Eq. 3.11, i.e., the explicit one at constant
volume. Also, in Ref. (Lu et al., 2002), there is no abrupt change of volume at any
temperature except the change of slope at T}, while in our data (Figure 3.8) there is
a temperature region from 7, above that shows very interesting features. This also
suggests that the T-dependence of Knight shift is from an mechanism other than pure

volume effect.

3.4.3 Relation to MCT

A distribution of K caused by the distribution of local structures cannot be the single

dominant factor for the linewidth of the RT spectrum. The high-frequency side of
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the spectrum would relax much faster than the low-frequency side of the spectrum
according to the Korringa relation if K variation dominates the linewidth. Observation
shows that the relaxation rate is indistinguishable across the entire spectrum. The
asymmetric lineshape of the RT spectrum is characteristic of the powder pattern of
anisotropic shift mechanisms such as the chemical shift anisotropy (CSA). A fit using
a CSA parameter duni50 = 370 ppm and asymmetry parameter 1 = 0 is shown in Figure
3.6. Such CSA value is typical for 3P spectra (Alam and Brow, 1998; Oyama et al.,
2002). In the presence of motions, the linewidth is determined by the distribution of
the time-averaged Bi,a experienced by each *'P spin over the duration of the time-
domain NMR signal (about 9 us). Rapid exchange of chemical environment over this
timescale will result in all spins experiencing the same time-averaged Bjoca leading to
motional narrowing (section 4.2). However, motional narrowing should not lead to
a different ensemble of local environments in the glassy and supercooled liquid state.
Therefore, the time-averaged By, is the same as the spatially averaged Bjyca obtained
by first-moment calculation. Thus, diffusion does not lead to the T-dependence of K.
Then, where does the change of K as a function of temperature come from? In order
to understand that, we need to consider the influence of short-time dynamics on the
shift of NMR spectra.

In a liquid of densely packed atoms, an atom is temporarily trapped inside the cage
formed by neighboring atoms and undergoes vibrations and rattling before escaping
the cage (Gotze and Sjogren, 1992; Donth, 2001). Here the time dependence of the
position vector 7(t) of a given atom i can be described by 7(t) = R;(t) + @(t) where
the rapidly changing ;(t) describes local motions with time average (;(t)) = 0 and
the slowing varying ]%Z(t) describes the transition of the atom from one cage to another
(Mezei, 1991). MCT, described in section 2.3, is consistent with this picture. MCT

predicts that ¢(q,t), the correlation function of density fluctuations with wave number
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¢, undergoes two-step relaxation process—the fast 3 relaxation and the a relaxation
(Gotze and Sjogren, 1992; Donth, 2001). An important prediction of the MCT is the T
dependence of i; associated with the fast 3 relaxation (Go6tze and Sjogren, 1992; Donth,
2001). The effect of u; contributes to the effective Debye-Waller factor f, = exp(—2W).
For MCT prediction of f; as a function of temperature see Eq. 2.20. Experimentally the
separation between the timescales of v and fast 3 relaxations in the temperature range
of interest is often insufficient for model-independent determination of f, by techniques
relying on the time domain, such as neutron scattering (Mezei and Russina, 1999). So
far, measurements of the effect of u; have not revealed the critical behavior of f, in
metallic supercooled liquids (Meyer et al., 1996b; Meyer et al., 1996a; Meyer et al.,
1998). Only recently, a diffusion measurement (Zollmer et al., 2003), which measures
the effect of ﬁi(t), showed changes of diffusion mechanisms in the supercooled region
of Pdy3NijgCuarPay. We'll discuss the effect of fiz(t) in section 4. Here we’ll focus on
the effect of u;(t) on the Knight shift.

In contrast to R;(¢), @;(t) cannot lead directly to efficient motional narrowing since
it cannot cause a given 3'P spin to experience glocal at different phosphorus sites.
However, changes of ;(¢) with T" will alter the ensemble of local fields. For instance,
the closest possible atomic distance, which affects glocal, will change with the increase
of the amplitude of @;(t). Therefore, the T-dependence of w;(t) could lead to the T-
dependence of K in both the solid and liquid metals (Kasowski and Falicov, 1969;
Kasowski, 1969; Ritter and Gardner, 1971; Benedek and Kushida, 1958). The electron
wave function in Eq. 3.8 can be represented formally in the form of tight binding as
W(F) = o) + S 0i(F — (R; + @) where 1,(7) represents orbitals of the atom at
the origin associated with the observing nuclear spin and (7 — (R; + @;)) represents
orbitals of the neighbouring atom at 7(t) = R;(t)+;(t). With a Taylor expansion with

respect to u;, it can be shown that the time average of <\¢(0)|2>EF can be expressed
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as <|¢(0)|2>EF = ap + a; (@?) if higher order terms of @; are negligible. Here, ag and
ay are constants and « is an average of u;’s of neighboring atoms. Other terms in Eq.
3.8 might also depend slightly on @. Nevertheless, the lowest order term of @ in K
is still proportional to (@?) because (@(t)) = 0. It is important to realize that, unlike
the linewidth, K does not just probe motions within a certain timescale window, K
represents the average glocal over all timescales including the static effect, namely, the
distribution of local environments. This makes K particularly useful for detecting the
onset of motions regardless of the range of timescales.

The linear T-dependence of the shift below 580 K shown in Figure 3.8 suggests
that (u?) oc kT as expected from equipartition theorem for harmonic vibrations. The
linear T-dependence of K in the crystalline sample exhibits the same slope as the glassy
state. This demonstrates that the 3'P Knight shift in this type of alloys is sensitive
to atomic vibrations. It is expected that K will be more sensitive to 7" above T} since
sound velocities and elastic moduli in metallic glasses decrease above 7, (Nishiyama
et al., 2001; Pelletier et al., 2002). The observed linear T-dependence of K with a
larger slope above 700 K indeed agrees with this expectation. The more interesting
feature is the abrupt change of Knight from 700 K to about 7j. It indicates that some
;(t)-associated atomic motion present in the liquid-like region decreases rapidly upon
cooling below 700 K. A candidate of such atomic motion is the fast 3 process associated
with cage rattling. Since NMR is a local probe, it can be particularly sensitive to such

atomic motion. In the ideal form of MCT, accomplishing the cusp behavior of f, below

T., \/(u?) below T, is given by:
1
(u?) = u, (1 — 50 (T. — T)/Tc) (3.12)

where a > 0 and wu, is magnitude of rattling above T.. A fit is shown in Figure 3.8

using Eq. 3.12 with 7. = 660 + 10 K assuming the shift is proportional to (u?) over
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the entire temperature range. The T, value agrees within the range of uncertainties
with diffusion results (Zollmer et al., 2003; Meyer et al., 1999). This by no means
implies that the change is actually as abrupt as the curve in the fitting. The change
might be gradual below 700 K and the effective 7, might be as high as 700 K. The
detail is obscured by the lack of K data in that temperature range due to the fast
crystallization. It is interesting to note that no difference in K was observed at any
temperature by changing the quenching rate of the sample as well as by annealing.
Samples vitrified under different cooling rate of 10? K/s and 10* K/s give exactly the
same shift. Furthermore, annealing of a sample, originally obtained by quenching at
a cooling rate of 10* K/s, for 700 minutes at 573 K in DSC does not depend on the

residual structural relaxation with the employed quenching rate.

3.4.4 Other Metallic Glass Systems

Such a dramatic temperature dependence of Knight shift and a crossover at certain
temperature region is present in other systems too. We've studied 3P Knight shift
in PdyCuyoPy and Pty3Cus;NijgPyg as a function of temperature (Figure 3.11 and
Figure 3.12). We can see from Figure 3.11 and Figure 3.12 that both Pd4,CuyoP2 and
Pt43Cuy7NijgPyo Knight shift scales linearly with temperature in liquid/supercooled
liquid state and glassy state. The glass forming ability of the two systems are not as
good as the previous one, Pdy3Cus7NijgPsg, so there are wide gaps in the supercooled
region where we cannot reach yet with NMR studies. But if we extend the linear
relationship in the glass and supercooled liquid region, there’s a discontinuity in Knight
shift that one has to cross. So there must be a crossover region the same as that
presented in Figure 3.8. We see from Figure 3.11 that although Pd4yNiy P system
has a larger Knight shift, the change of Knight shift is smaller for the temperature

region measured. So how sensitive the Knight shift is with regard to temperature is
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Figure 3.11: Knight Shift versus 7" in Pd4oCuygP2o metallic glass forming system. Dur-
ing the time the data was taken, the sample remained amorphous. Lines on graph are
guides to the eyes.

related to the electronic structure of the system, but the general feature seems to be
universal, namely, the Knight shift is linearly temperature dependent for both above T,
and below T;, and there’s a crossover between 7T, and 7,. This feature must be related
to the universal properties of the dynamics in supercooled liquid state and glasses. In
section 4 the Knight shift of 3Cu and %°Cu is also linearly temperature dependent

above T,. This is consistent with our discussion here.
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Figure 3.12: Knight Shift versus 7" in Pt43Cus7NijgPyy metallic glass forming system.
During the time the data was taken, the sample remained amorphous. Lines on graph
are guides to the eyes.
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3.4.5 Conclusion

NMR results reveals directly for the first time a qualitative change of local properties in
a metallic supercooled liquid significantly above T}. It is shown that in the supercooled
liquid region of Pdy3Ni;gCus7Pyg certain local atomic motion changes rapidly between
crossover temperature 7, > T, and a temperature very close to T,. Above T;, the mean-
squared amplitude of local motions depends linearly on k7. This is also the case for

temperatures between 7, and RT. The results show consistency with the MCT.



CHAPTER 4

NMR STUDY ON THE SLOW
PROCESSES

4.1 Nuclear Quadrupolar Relaxation

Quadrupole interactions have long been recognized as something that can provide im-
portant information regarding the structure and dynamics in both the liquid and solid
state of the matter. Probing nuclear spin relaxation caused by fluctuation of the electric
field gradient (EFG) is a particular promising technique in liquid dynamics, which was
successfully utilized to study protein dynamics, ionic motion, density and concentration
dependence of chemical reaction. Such studies were also carried out in metallic liquids
(Sholl, 1974; Gaskell and Woolfson, 1984; Marsden et al., 1980; Claridge et al., 1972;
v. Hartrott et al., 1979). So far, however, a good general theory about NQR in metallic
liquids is still lacking. Theory developed by Warren (William W. Warren, 1974) and
Sholl (Sholl, 1974) suggests a T~'/? dependence of NQR rate for pure metals. For liquid
alloys, a stronger temperature dependence and a larger value of NQR rate are usually
observed. Extension of the theory to liquid alloys (Claridge et al., 1972; v. Hartrott

et al., 1979) cannot fully account for the phenomena. Later on thermodynamical in-
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fluences were raised to explain the discrepancy (Maxim et al., 1986; Ott et al., 1989).
Correlation between NQR and theory of liquid dynamics are never fully explored and
verified both in theory and experiments. Here through our study on temperature de-
pendence of NQR of %3Cu and %°Cu in Pdy3NijgCugyPay, we try to establish such a

correlation, and support the theory of liquid dynamics by new experimental evidences.

4.1.1 Nuclear Quadrupolar Interaction and NMR

Here a background knowledge about the influence of nuclear quadrupolar interactions
(NQI) on NMR spectroscopy will be presented. This information will also be very
useful in the following chapter when we discuss the structural information that can be
obtained by NMR, by exploiting the fact that quadrupolar nuclei are far more sensitive
to structure and symmetry.

Nuclear Quadrupolar interaction is the interaction between nuclear magnetic mo-
ment and the electric field gradient (EFG) at the nuclei. We can obtain a Hamiltonian
for quadrupole interactions by first considering the classical equivalence of the interac-

tion energy £ of a charge distribution of Density p with a electric potential V:

o / (P (Fdr (4.1)
One can do a Taylor’s expansion regarding the origin of the nuclei:

V(i) = V(0 +Zxa ov R (4.2)

Lo
Q'Z “ ﬁaxaxg

The third term is the so-called electrical quadrupole term and is of our interest here.
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If one finds the principle axes such that

0?V
Vg = =0 if 4.3
5= Fradis| if o £ 3 (4.3)
Moreover, V satisfies LaPlace’s equation:
vV =0 (4.4)
Now it’s easy to prove that
1
E® _ S Z Vs Qup (4.5)
a?ﬂ
with
Qap = /(3xaxﬁ — Sop7?) pdT (4.6)

When one replaces the classical p with a quantum mechanical operator p, one can get

the quadrupole Hamiltonian H:

1 .
HQ - 6 Z VaﬁQaﬂ (47)
a7ﬁ
with
Qus=¢ > (3%artor — bapry) (4.8)
k=protons

From Eq. 4.7 and Eq. 4.8 it seems that it’s necessary to know the position of all the
protons inside the nuclei, which is an unsolvable task. Fortunately, for an NMR spec-
stropist, his only concern would be the resonance between eigenstates near the ground
state, or the total angular momentum [/ and its 2/ = 1 components. In other words,

we are only interested in the following matrix elements of the quadrupole operator:

<Im77 ‘Qaﬁ

Im’7]> (4.9)
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with 7 being other quantum numbers not of our interest. These elements can be shown

to obey the following form:

<[m77 ’Qaﬁ Im/77> =C <Im ‘g([ajﬁ + [5101) - 5&512' Im/> (4'10)
where C' is a constant,
e@
C = oI -1 (4.11)

and @ is called the quadrupole moment and is a property of the nuclei:

eQ = <I[77 e

For spin 1/2 nuclei the quadrupole moment would be zero, and there’s no quadrupole

> B

k=protons

Hn> (4.12)

coupling to the EFG.

The quadrupole Hamiltonian can now be written as

Ho = 21_1 Zvaﬁ[ (Inds + I1,) — GupI° (4.13)

It is sometimes useful to rewrite Eq. 4.13 in terms of I* (I, +il,), I~ (I, —il,) and

I, for an arbitrary set of axes. Define:

‘/0 - ‘/zz
Vi =V, £iV, (4.14)
1

Vﬂ:2 = i(vm - Vyy) + ivxy
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we can then get a quadrupole Hamiltonian in the following form:

eQ

—— < W,BIPP-I)H+V,(I L +I1I

(4.15)
Vo (ITL 4 LIT + Vi (I7)? + Voo (I1)?]

Figure 4.1 illustrates the effect of quadrupole coupling to NMR spectrum and the
final powder pattern. The energy was computed with the assumption that quadrupole
coupling can be treated as a perturbation to the main Zeeman interaction. The first
order perturbation gives an unaffected central line, but the so-called satellite transitions
are usually several MHz away and “smeared out” in a powder sample due to the angular

dependence of quadrupole coupling. The shift of energy follows equation

AEWD

_ e2qQ 3cos?f —1
m = 412l —1)

5 ) [3m® — I(I +1)] (4.16)
where 6 is the angle between the principle axis of the quadrupole moment and the
direction of the external magnetic field. If we carry the perturbation calculation to the
second order we can see that even the central transition gets shifted to the order of
(€2qQ)? /y,hHy and broadened for a powder sample.

In an isotropic liquid where fast random movement of molecules is present, the
magnetic resonance frequency of quadrupole nuclei will not show any splitting because
the average EFG is zero on NMR time scale (here NMR time scale is 1/v where v is
Larmor frequency). But at any transient moment the EFG is not zero and there’s a
coupling between EFG and magnetic moment of the quadrupole nuclei and it’s fluctu-
ating due to the molecule (or “lattice”) movement, thus it will provide means for the
nuclei to relax to lower energy state, hence the increased spin lattice relaxation. It was

first shown by Sholl that in the fast motion limit, the quadrupole relaxation rate is



(a) Effect of quadrupole cou-
pling to the first order. The
shifts of all levels for I = 3/2
have the same magnitude.

:

(b) C
lines.
fected

L

H, ®

entral line and sattelite
Central line is not af-
to the first order.

i

-500

c¢) Powder pattern.
(c)

e2qQ/2h = 1 MHz

0
KHz

500

Spectrum is generated by SIMPSON
NMR simulation program, for 3Cu in 400 MHz magnet, with

ol

Figure 4.1: Quadrupole coupling effect and powder patter in strong magnetic field.
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determined by the integral of the correlation function of EFG as a function of ¢:

w32 (4] e Lo

Here the angular brackets denotes an ensemble average, and V,, is a component of EFG

as defined in Eq. 4.14 .

4.1.2 Experimental Results and Discussions

Figure 4.2 presents ®Cu NMR spectra at various temperatures. We can see a clear sys-
tematic temperature dependence of Knight shift. We plot the temperature dependence
of Knight shift in the insert of Figure 4.3 and immediately see that it’s linear. Such a
linear T-dependence of Knight shift is consistent with 3'P results in Chapter 3. Besides
the shift, it is also seen from Figure 4.2 that there is a broadening of the spectra as
the sample goes deeper into the supercooled region. Such a broadening was not seen
in 3'P spectra (Figure 3.9 and insert in Figure 4.3). So the additional broadening of
55Cu shouldn’t be due to the fact that the chemical exchange is not fast enough, but
because of the relaxation effect.

There are two significant contributions to the spin lattice relaxation of ®*Cu and ®3Cu
in such a metallic liquid system: one is the nuclear quadrupolar relaxation explained in
the previous section; the other one is the contribution due to Knight shift, as explained
in section 3.2. The contribution from Knight shift is described in Eq. 3.10. We rewrite

Eq. 3.10 here in another form:

dkpy?
Ry(T) = i

TK?/f (4.18)

All quantities on the right side of Eq. 4.18 are constants or measurable, except f, the

enhancement factor.
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Figure 4.2: Spectra of °Cu in Pd3NijgCuarPyg at various temperatures.
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In the fast motion limit, the rate of spin-lattice and spin-spin relaxation will be
the same, and the NMR spectrum is a Lorentzian with full width at half maximum

(FWHM) being (Abragam, 1961)
Avipp=7"'R (4.19)

where R is the spin-lattice relaxation rate from all contributions. We verified the
validity of Eq. 4.19 at 836 K and 967 K. Eq. 3 is obeyed at both temperatures. In
other words, fast exchange condition is met for the temperature points we measured.
Also from Figure 3.9 we see that in this temperature region, the FWHM of 3P doesn’t
change much, which means that there’s no line broadening due to chemical exchange
being slower. So we take mAv,/; as an easy way to obtain spin lattice relaxation rate R.
To get Rg, we need to further subtract Rx from R, or, according to Eq. 4.18, we need
to determine the enhancement factor f. f is determined by a method commonly used in
literature: the isotope effect, namely, the Rg for ®*Cu and ®*Cu should be proportional
to the square of their respective nuclear quadrupole moment, as manifested in Eq. 4.17.
We neglect small isotope effect on the dynamics of ®*Cu and ®3Cu.

The final result of Ry as a function of T' is plotted in Figure 4.3, and we see a
dramatic temperature dependence of Ry. This dramatic change of Ry as a function
of temperature is explained in the following. For a nucleus of interest, the EFG at the

nucleus is a sum of contributions from all other atoms in the liquid:

V() = > v (7o (1)) (4.20)

From Eq. 4.17 and Eq. 4.20 it is clear that quadrupolar relaxation is related to the
dynamic processes in a liquid, but a detailed description to directly connect R¢ to ex-

perimentally measurable dynamical quantities proved to be difficult. It was recognized
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Figure 4.3: Temperature dependence of spin lattice relaxation rate for ®*Cu and %Cu
in Pdy3NijqCusrPog system due to quadrupole effect. The solid line near the bottom
is proportional to 7-%/2. The inserts are the temperature dependence of Knight shift
and full width at half maximum of the spectra, respectively.
by Warren (William W. Warren, 1974) that the correlation of EFG should be deter-
mined by the timescale over which an ion moves on the order of inter-atomic separation
but not on the macroscopic scale that is related to diffusion coefficient. The theory es-
tablished by Warren and others predicts a roughly 7-/2 law for NQR for pure liquid
metals.

From Figure 4.3, we immediately see that the temperature dependence of NQR
rate shows marked difference from 7-'/2 line predicted by the theory. Experimental

data compiled in Ref. (Gaskell and Woolfson, 1984) shows that for many monoatomic

metallic liquids, the T’ dependence of Rg does follow a T—'/2 variation. Enhancement of
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R and stronger temperature dependence are sometimes found for liquid alloys, which
are not easily explained by a simple extension of the theory. Thermodynamic models
were also proposed to explain NQR characteristics in liquid alloys (Ott et al., 1989).
Although stronger temperature dependence are often observed for NQR in liquid alloys,
we have yet to find a T-dependence that is as drastic as our case here. So we propose
that in our case, the much stronger temperature dependence of NQR is related to dense
packing and the deeply supercooled nature of the metallic liquid. In other words, we
believe that the difference between our supercooled liquid and the monoatomic metallic
liquid described by the aforementioned theory lies in dynamics, and we need to relate
the correlation function of EFG to dynamic theory of liquids, especially that of dense
random packed liquids.

In the theory for NQR in monoatomic liquids (William W. Warren, 1974; Sholl,
1974), there’s an important assumption that the correlation of any other two atoms,
1 and j, is independent of the motion of the atom of interest. We contend that this
may be true for monoatomic liquid at high temperatures, but not for densely random
packed liquids at supercooled state. In regular liquid, where packing is not so efficient
and the cage effect is not as obvious as in densely packed liquid, binary collisions
provide the dominant structural relaxation mechanism, and the assumption about the
independence of motion can be readily made. In a densely packed liquid, on the other
hand, the cage effect is very strong. Atoms spend a long time rattling inside the cage
before moving out of the cage, accomplishing yet another step of relaxation. The latter
type of movement is highly cooperative and the assumption about the independence of
motion would not longer be true, especially for atoms close by. Thus in a densely packed
liquid, the movement of atoms can be a lot slower and a much stronger 7" dependence of
atomic motions possible because of stronger 7" dependence of the latter type of motion.

Reports on viscosity measurement in some metallic glass forming liquids (Masuhr et al.,
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1999; Mukherjee et al., 2004) show that in such systems the atomic movement is indeed
slow and glass forming ability is correlated to viscosity and specific volume. This further
supports our arguments.

In mode coupling theory, the cage rattling type of motion provides the so-called (3
relaxation, while cage opening and atom moving out of cage give rise to « relaxation.
For regular liquid, the time scale for § and « relaxation is not well separated, and the
much slower 7'/2 dependence of R for regular liquids suggests a smooth 1" dependence
from [ relaxation in such liquids(Gotze and Sjogren, 1992; Donth, 2001). In densely
packed liquids, both the timescale and amplitude of cage rattling don’t show a strong
temperature dependence, and the contribution from [ relaxation should be small due
to its short time scale and the fact that at higher temperatures the R is indeed much
smaller, as seen in Figure 4.3. Thus we conclude that the main contribution of Rg in
our system comes from « relaxation.

Figure 4.4 replot our data in a way that will clearly show the power law T-dependence
of the correlation time of EFG for both *Cu and ®*Cu nuclear sites and the data also
points to a freezing temperature of about 700 K. We present the data in this way
to further connect our experimental results to the predictions of MCT. MCT is not
just a description of density correlation function ®(q,t) but of any correlation function
® xy between quantities X and Y on condition that (Xdpgz) and (Ydpgz) do not vanish.
For time scale between microscopic time scale and the time scale for « relaxation, the

correlation function ®xy can be written as:

dxy(t) = fxy + hxyV]elg= (1), fzt\dma/to

where + stands for the glass and liquid side of the transition, respectively, and ¢, is
the microscopic time scale, ¢ = (T, — T')/T,. At longer time, The ®xy(t) can be ap-

proximated as Kohlrausch-Williams-Watt (KWW) stretched exponential (Kohlrausch,
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Figure 4.4: Power law temperature dependence of nuclear quadrupole relaxation rate
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1854; Williams and Watts, 1970),

Dxy (1) = Aexp [—(t/7)"] (4.21)

with 7, being the « relaxation time scale and its temperature dependence following Eq.
2.18.

In our case of quadrupole relaxation, the correlation function of interest would be
that of EFG. From Eq. 4.17 we see that quadrupole relaxation rate is proportional to
the integral of correlation function of EFG. When « relaxation is the dominant con-
tribution to such an integral, or when cage rattling type of motion occurs at another
higher frequency domain and only provides an average to the a relaxation contribution,
from Eq. 4.21 we would expect that Rg(7') in Eq. 4.17 be proportional to 7,, or propo-
tionalproportional to (7" — T.)~7 according to Eq. 2.18. In other words, [RQ(T)]_l/“’
would then be proportional to T'— T.. Figure 4.4 shows that this is clearly the case for
both ®3Cu and ®Cu, and they both points to a singular T,, 700 K. This agrees with
the data for 3P shown in Figure 3.8.

To our knowledge, our observation is an extension to previous research results on
two fronts: one is to connect the theory of quadrupole relaxation in metallic liquid
to the dynamic theory of liquids and get the conclusion that the nuclear quadrupolar
relaxation rate is actually proportional to the « relaxation time scale on fast averaging
limit; the other to extend the applicability of MCT to the case of the correlation function
of EFG experienced by nuclei in the liquid. We explored an NMR technique that could
be very useful in studying the dynamics of various complex fluids, and points to the
dynamical processes that can be studied with this technique. We also get fulfilling
experimental evidence that MCT is indeed a good theory to describe the dynamics
above the temperature point where freezing starts. Although MCT is a theory of any

correlation function of quantities that have non-trivial correlation with the density
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fluctuation of the liquid, such correlation function often limits to density correlation
function in real experiments. Our study shows that EFG correlation function is also

one of the functions that can be studies within the theoretical framework of MCT.

4.2 1-d Lineshape Analysis

When temperature gets lower than the temperature points studied in the previous
section, the Cu spectra get really broad due to slow quadrupole relaxation, so a much
longer NMR averaging time is needed to reach desirable signal /noise ratio, but such long
time averaging is not realistic because of sample crystallization. It is also important
to note that at lower temperatures the 3'P also starts to broaden, so the assumption
of fast averaging limit for Cu may not be true anymore. We have to use some other
technique to study the dynamical processes at even lower temperatures. One of the
techniques would be to study the change of line-shape of P due to chemical exchange

effect.

4.2.1 Theoretical Basis

The effects of chemical exchange on NMR spectra are familiar to us: as the rate of ex-
change increases, the spectrum lines broaden, coalesce and sharpen to a single averaged
line. In our situation here, we assume that there is one to one correspondence between
the chemical sites and the lines in the spectrum. This is equivalent to say that there is

no spin-spin coupling, so it’s sufficient to use classical representation to deal with the



problem. In classical theory, NMR is best described with Bloch equations:

dM, ) M,
dt = ’yMyBO + '}/MZHl sin 2wt — ?2
am, M,
dt - _ryMZBO—i_’YMZHl COS27T]/t— ?2
dM, ) M, — M,
o = /My Hysin2mvt — M, Hy cos 2mvt — TO
1

In a rotating frame (u,v),

M, = ucos2nvt — vsin 2nvt

M, = —usin 2rvt — vsin 2wvt

using Eq. 4.23, we can rewrite Bloch equations in the rotating frame,

du u
pn :27TU(V0—I/)—T2
dv v
il —27u (Vg — V) — - vyB1 M,
dM, M, — M,
= — B
di TP
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(4.22)

(4.23)

(4.24)

Under steady state approximation, du/dt = dv/dt = dM,/dt = 0, we have the solution

to Eq. 4.24:
21y B M T3 (vy — v)

Y T I T2 — v+ 2B T
v — v B1 MyTs

14+ 472TE (v — v)? + 2 BITV T,
M. — My 1+ 47T (vy — v)?]

1+ 47T2T22(V0 — V)2 + ’72B%T1T2

(4.25)

Under normal experimental conditions, v?B?TiT, < 1 (non-saturation condition),
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the magnetic moment in the x-y plane can be treated as a complex number G,

G =u+tiv

4.26)
dG 1 . : (
o= -G E—Qm(yo—u) —iC

Now we consider two chemical sites in equilibrium and the exchange between them,

and rewrite Eq. 4.26 in the following way:

dGA = —OéAGA — iCA — ]CAGA + ]{ZBGB

dt (4.27)

ddG—tB — _aBGB —ZCB — ]{?BGB +KAGA

where a = 1/T5 — 27mi(vy — v), ka, kp are the jumping rates from site A to site B and

from site B to site A, respectively. Eq. 4.27 are called the modified Bloch equations.

The solution to such equations would be

_iCo(kA + kg + aapp + OéBPA)
OéAICB + OéB]{ZA + aaap

G:

(4.28)

where G = Go+Gp, pa+ps = 1, paka = pkp with p4, pp as fractional populations in
site A and site B. To separate G into real and imaginary part is not a trivial task, and we
shall not try to write down the separated form here except to illustrate the consequence
of chemical exchange in Figure 4.5. We can see from the figure two extreme conditions:
slow exchange and fast exchange. At the slow exchange extreme, we see two separated
Lorenzian lines; At the fast exchange limit, the two lines coalesce into a single Lorenzian
line. In-between the two extremes, the line shape evolves as a function of the jumping
rate. When there’s multi-site exchange, the right side of Eq. 4.28 remains similar but

contains more complicated matrix forms.



63

7/ 'I"I,'I"I,'I"I,'I"I
400 300 200 100 0 -100 -200 -300 -400
Shift (Hz)

Figure 4.5: Two site chemical exchange as an example. év = 200 Hz, T, = 2 s for both
peaks, natural line width is 2 Hz, p; = 0.333, p, = 0.667. The rate constants for A,
B, C, D, E, F are: 0, 20, 100, 600, 2500, 10000, 50000 Hz, respectively. Spectra are
calculated with MEXICO program. (Bain and Duns, 1996)
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4.2.2 Simulation

The simulation of the chemical exchange effect was done using the program MEXICO
(Bain and Duns, 1996), where in uncoupled case one can specify more than 100 peaks
with different shift and intensity, the natural line-width and 7} for each peak, and jump
rate matrix between these peaks.

For our amorphous sample, the spectrum (Figure 3.6) shows only a broad peak. To
be able to get distinct chemical environments for simulation, we sliced the spectrum
evenly in frequency axis as shown in Figure 4.6. Each column will then represent a dis-
tinct chemical environment, with the center of the column as the resonance frequency
for that environment, and the area under that column over the total area as the possi-
bility of finding a 3!'P in such an environment. We assume a single hopping rate k, so

the hopping probability to any column A would be

S
Py = é‘ (4.29)

where Sy is the area under column A, S is the total area of the spectrum.

We now have the sites, the shift and intensity of each site, and hopping matrix
according to Eq. 4.29. We assume that 7} is the same for every site—the real T}
measured in experiment at that temperature. We put all these information into the
input file for MEXICO and simulate the spectrum using different hopping rate k at
each temperature, and find out the best fit for the real spectrum at that temperature.
In this way we can determine the hopping rate £ as a function of temperature. Figure
4.7 shows simulation result at one temperature, 730 K, and the final results for all

temperatures are included in Figure 4.9.
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Shift(Hz)

Figure 4.6: Illustration of method used for 1-d line shape simulation of broad ampor-
phous spectrum. The shape of the evelope is from experimental NMR spectrum of 3'P
spectrum in Pdy3Ni;gCus7Psg. Each column in the envelope represents a distinct chemi-
cal environment, and the hopping between these chemical enviroments is assumed to be
completely random. Real simulation was done using 300 sites to accurately reproduce
the shape of the spectrum.
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Figure 4.7: 1-d line shape simulation of *'P line shape at temperature point 730 K. A
hopping rate of 9.2 x 10° Hz was obtained from simulation.
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Figure 4.8: Stimulated echo pulse sequence.

4.3 Stimulated Echo

For extremely slow hopping at low temperatures, the simulation of 1-d line shapes won’t
be accurate anymore, and new techniques must be employed to study slow hopping
phenomenon. Stimulated echo is one of the techniques that could be useful here. The
experimental work in this part was done by Dr. Xiaoping Tang, so in this dissertation
I’ll just briefly discuss the basic principles of the stimulated echo technique and include
Xiaoping’s data in our final graph.

The stimulated-echo sequence of an NMR experiment consists of three pulses: after
a first /2 pulse at ¢t = 0 the second one follows after a preparation time ¢,; then after
a certain mixing time ¢,, the third pulse is applied and the echo at ¢ = ¢, +t,, + ¢,
is recorded. With the second pulse the transverse magnetization is transformed into
a population state, i.e. longitudinal magnetization or spin-alignment, depending on

the phases of the pulses. If molecular motion in the ¢, time is slow compared to phase
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changes of transverse magnetization (®*(¢) = w*(0)t,), the phase changes would then be
stored after the second pulse, and the prepared population state would evolve under the
influence of the molecular motion and the spin-lattice relaxation. The third pulse after
the mixing time transforms the remaining population into the transverse magnetization.
Thus aside from the spin-lattice relaxation influence, the echo-amplitude at a time ¢,

after the third pulse is determined by the “phase correlation function”:
Es(tp,tm) = <exp [iw’\(tm)tp] exp [—iwA(O)tpD (4.30)
Out of Eq. 4.30, the two functions
E3*(ty, t) = (sin [w’\(t)tp] sin [wA(O)tpD (4.31)

and

E5°(ty, t) = (cos [w(t)t,] cos [w(0)t,]) (4.32)

can be measured independently by proper phase-cycling. w*(t) and w*(0) are propor-
tional to the local magnetic field experienced by a given spin A after and before the
mixing time ¢,,. If the local environment of any given spin does not change during the
time interval ¢, w*(¢) and w*(0) will be the same and the echo-amplitude will only decay
through the spin-lattice relaxation given by the factor exp(—t/T}). If atomic hopping
over mixing time is significant, w? is likely to change during time interval ¢. Assuming
a stochastic hopping process during mixing time ¢,,, with a hopping rate constant ¢,
E3%(t,,t) decays as exp(—Qt). In we include spin-lattice relaxation, the echo amplitude

f(t) will be proportional to exp [—(2 4+ 1/T1)t]:

f(t) < exp[—(2+ 1/T1)t] (4.33)
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Figure 4.9: Study of dynamical processes in Pdy3NijgCuy7Pog on different nuclei with
various techniques. Stimulated echo data is from Ref. (Tang et al., 2005), Co tracer
diffusion data is from Ref. (Zo6llmer et al., 2003), and quasi-elastic neutron scattering
data is from Ref. (Meyer, 2002). Jumping rates from 3!P stimulated echo adn 3'P line
shape analysis are absolute numbers. Data from quadrupole relaxation, Co diffusion,
and QNS are normalized by certain factors.

thus by measuring spin-lattice relaxation and the echo decay as a function of mixing

time ¢, one can get a hopping constant for atomic motion.

4.4 Results and Discussions

In Figure 4.9 experimental data from various techniques as well as from other pub-
lications are compiled together for good comparison. It is seen that at temperatures

above T,, the dynamical processes for different nuclei studied by different techniques



69

show the same temperature dependence. From 7. to lower temperatures, the data for
31P and Co diffusion starts to differ. The difference gets greater at low temperatures.
A decoupling of diffusion modes so far has been observed in ionic compounds where
distinct cationic or anionic species were reported to have different mobilities. There
is also study of decoupled relaxation in metallic glassformers but it was mainly in the
glassy state. In the present result, the whole temperature region was probed for differ-
ences in diffusion behavior for different types of atoms. The pictures that can emerge
from the current study is that for temperatures above T,, diffusion is dominated by
flow-type of motion, and cooperative flow of interacting atoms guarantees that even for
different sizes of atoms with different local bonding, since they are moving together in a
cooperative way, their diffusion behavior is the same. Below T, the main contribution
for relaxation should be activated process, and for different types of atoms, a difference
in activation energy provides different slopes for 3'P and Co below T, in Figure 4.9.

Therefore, the study of slow processes is still best explained in the framework of
extended MCT. Above T., the dominant slow process is cooperative flow, and the
relaxation time for such process exactly follows the MCT power law equation (Figure
4.4). According to ideal MCT, the supercooled liquid would freeze at T,. But when
activated process is included in the extended MCT, ergodicity can be restored by such
processes. So below T, the dominant slow process becomes “activated hopping”, and
we see a difference in activation energy for >'P and Co.

The current result also points to a temperature 7., the same as the dynamic
crossover temperature in the previous chapter. This temperature is also close to
the temperature where a crossover in crystallization mechanism was observed(Schroers
et al., 2002). It is also reported that this is also the point where the Debye-Einstein
relationship fails (Zollmer et al., 2003). Naturally these are connected observations that

all points to a crossover temperature 7., where definitely there is a transition is the
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dynamics of the system. Whether there is corresponding change in thermodynamics
still remains to be verified. In the following section we’ll crudely examine some of the
thermodynamic theory of glass transition and make our suggestions.

One feature in Figure 4.9 remains yet to be explained, namely, the change of slope
at T, for 3P data. Is there something important happening at 7,7 And what is it
if there is? Omne can probably dismiss this question by saying that this is just the
consequence of the relaxation timescale of the supercooled liquid crossing the timescale
of the experiment. Below T}, the sample doesn’t have enough time to relax, so it may
have more free volume and hence the increased hopping. If one anneals the sample
below T}, for long enough time, the hopping rate will be smaller and there will be no
obvious change of slopes at Tj,. This is a possible explanation, but not the only answer
at the present time. There are indications that something more fundamental is going on
around T}, and it’s in the author’s belief that later studies will reveal the fundamental

physics around Tj,.

4.5 Discussion within the Context of Thermodynamic

Theories

4.5.1 Energy Landscape

The energy landscape picture was articulated more than 30 years ago (Goldstein, 1969),
and offers a convenient topographical view (Figure 4.10) for interpreting the complex
phenomenology regarding the glass transition (Stillinger, 1995). It considers the po-
tential energy function of an N-body system ®(77,...,7x), where vectors 7; comprise
the position, orientation and vibration coordinates. For the simplest case, the particles

do not have internal orientational or vibrational degrees of freedom, the landscape is a
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(3N +1)-dimensional object. The quantities of interest here are the number of potential
energy minima (often called inherent structures) of a given depth, and the nature of
saddle points separating the neighbouring minima.

An important observation in our experiment is that there is a 7. above T, that
marks a crossover of dynamical processes. Any theoretical considerations shall have to
be able to take this into account. In fact, in Goldstein’s seminal paper which raised the
idea of potential energy barrier (Goldstein, 1969), he stated that in very “viscous” liquid
with shear relaxation time > 1079 sec, flow is dominated by potential energy barriers
high compared to thermal energy, whereas at higher temperatures this will no longer
be true. On the other hand, it was noted by Angell (Angell, 1988) that experimentally
it is often found that the shear relaxation time is on the order of 107 seconds for the
MCT T,. So it’s very possible that there’s a connection between these two descriptions.
So far, however, real energy landscape is mainly explored in computer simulations, and
some of them did establish such connections between energy landscape and MCT to
provide a description of crossover behavior in term of system potential energy. A lot
of these simulations have appeared in literature (Angelani et al., 2000; Broderix et al.,
2000; Denny et al., 2003). Here we’ll use one as a particular example (Sastry et al.,
1998).

For an N-body material system in volume V', the landscape is fixed. The way the
system samples its landscape as a function of temperature provides information on its
dynamical behaviour, while how a landscape deforms as a result of changes in density
provides information on the mechanical properties of the material. Figure 4.11 shows
the average IS energy for a mixture of unequal-sized atoms as a function of tempera-
ture. At higher temperatures (labeled as free diffusion in Figure 4.11) the IS energy is
is virtually temperature independent, suggesting that the system has enough thermal

energy to sample the entire energy landscape, and the overwhelming number of the en-
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Figure 4.10: Schematic view of an energy landscape. The z-axis represents all con-
figurational coordinates. Adapted from (Stillinger, 1995; Debenedetti and Stillinger,
2001).

ergy minima are shallow and the deep minima are rare. But as the reduced temperature
decreases to a point of 7" = 1, the system becomes unable to cross the highest energy
barriers and is forced to sample the much rarer deeper minima. When this happens,
the kinetics of structural relaxation changes from exponential to stretched exponential,
and the activation energy increases with decreasing temperature (landscape influenced
in Figure 4.11). Below a temperature of 7' ~ 0.45, the height of the barriers separating
sampled IS increases abruptly (landscape dominated in Figure 4.11). Finally at low
enough temperature the system becomes stuck in a single minimum, the depth of which
increases as cooling rate decreases (Glass in Figure 4.11).

Three important temperature was pointed out in these type of simulations: Ty, T},
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Figure 4.11: Mean IS energy per particle of a binary mixture of unequally sized Lennard-
Jones atoms as a funtion of reduced temperature. When 7" > 1, the energy of the system
is sufficiently high to sample all the energy minima (free diffusion); between 7" = 1 and
T =~ 0.45, the mechanically stable configuration the system can sample are strongly
temperature dependent and the activation energy of the system increases upon cooling
(landscape influenced); below T & 0.45, the height of the barriers seperating sampled
adjacent energy minima seems to increase abruptly, and the particles execute rare jumps
over distances roughly equal to interparticle distance (landscape dominated). Adapted
from (Sastry et al., 1998; Debenedetti and Stillinger, 2001).
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and T,, where Tj stands for the transition from free diffusion to “landscape influenced”
region, 7T, from “landscape influenced” to “landscape dominated”, and 7T the glass
transition. From our experimental results, we don’t see the existence of a Tj, but
it’s possible that this is due to our temperature not being able to go high enough
(about 1500 K if T, ~ T, = 0.45Tp). We do see a crossover in dynamics at T, ~ 700
K, and almost all the simulations show that T} is in proximity to MCT T.. If this
picture is true, T, then is the point below which the liquid is trapped most of the time
in the local minima of the energy landscape, while at higher temperature the liquid
can explore high order saddle points (Angelani et al., 2000). In terms of diffusion, at
higher temperature (above T.), the system can cross over saddle points and change
configurations easily. This type of configuration change involves nearby atoms (high
order saddles) so it is reasonably expected that all type of atoms would diffuse in the
same way in the “flow” process. At lower temperatures (below T,), the diffusion would
be more like solid which is dominated by activated hopping process, so smaller and
lighter elements have a higher probability for hopping. Although in this region the
system is “landscape dominated”, it still has chances to cross the saddle points, or to
have flow process; but below T, such chances would diminish to zero, and activated
hopping becomes the single dominant process. In terms of the vibrational processes,
it seems that when the system is trapped in a local minima, it has lower degrees of
freedom for such processes, hence the abrupt changes between T, and T}, and a higher
slope for T' > T, compared to that for T' < T, (Figure 3.8).

While this type of explanation based on energy landscape offers an appealing pic-
ture, one has to bear in mind that the energy landscape theory is still qualitative.
No quantitative predictions can be given, at least as to our observations here. So our
results can not act as a verification of the theory, although it shouldn’t be deemed as

adventurous either to state that there’s no serious contradictions between the energy
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Figure 4.12: “Mosaic structure” in random first order transition theory. The mosaic
structure represents local metastable configuration in supercooled liquids. The system
escapes from a local metastable configuration by an activated process equivalent to
forming a liquidlike droplet inside a mosaic element. Adapted from (Xia and Wolynes,
2001b).

landscape picture and our experimental results.

4.5.2 Random First Order Transition

The notion of random first order transition (RFOT) is based on the early efforts to
connect the dynamical MCT of structural glass to the mean field theory of spin glasses
(Kirkpatrick and Wolynes, 1987a; Kirkpatrick and Thirumalai, 1987; Kirkpatrick and
Wolynes, 1987b). The RFOT theory considers the activated dynamics which is termed
as “hopping process” in MCT, and give a physical picture and thermodynamical de-
scription of such activated processes. According to RFOT theory of glasses (Xia and
Wolynes, 2001b; Lubchenko and Wolynes, 2003), the barriers for activated dynamics

in supercooled liquids vanish as the temperature of a viscous liquid approaches the dy-
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namical transition temperature from below. The dynamical transition thus represents
a crossover from low T activated behavior to a “collisional transport regime” at high
T'. The theory is also able to explain the fragility of the supercooled liquid and Vogel-
Fulcher law (Xia and Wolynes, 2000), the deviation from Stokes-Einstein relationship
(Xia and Wolynes, 2001a), stretched exponential relaxation (Xia and Wolynes, 2001b),
the aging phenomenon (Lubchenko and Wolynes, 2004). Recently Efforts have also
been made to bridge the RFOT theory and MCT (Bhattacharyya et al., 2005).
Important temperature points in RFOT theory are Ty and T}. T4 is the dynamical
transition at high temperature (above T},), and T}, is a static transition below T,. T4
has further been identified same as 7. in mode coupling theory, and 7T} identified as
Kauzmann temperature. in RFOT theory, T} is nothing but a temperature at which
the relaxation timescale of the liquid reaches the laboratory time scale of about 1
hour. It’s encouraging that such a naive picture illustrated in 4.12 can produce rich
theoretical predictions in RFOT theory, but it seems to me to be a little awkward to
imagine that below T}, there are still “liquid droplets” in the solid matrix. Nevertheless,
RFOT theory points to a promising direction: use new thermodynamic models at a
microscopic level to describe the dynamics below T.. At present stage, we believe
that such a thermodynamic model must take into full account the change of dynamics
around 7,. We may imagine that with a microscopic model which introduces solid-
like cluster in the supercooled liquid at T, and transforms the supercooled liquid into a
complete solid at 7T, would be able to bridge the gap between MCT and low temperature

phenomena observed in supercooled liquids and glasses.



CHAPTER 5

STRUCTURE

Metallic glasses, being amorphous in nature, may possess intriguing local structural
ordering. Such local structure can not only influence the glass forming ability, it may
also have an impact on the phenomena of glass transition itself. So the study of struc-
ture in metallic glasses under various conditions may help us find ways to improve the
glass forming ability and look for new compositions that can form metallic glasses. For
basic science, such studies will also help us better understand metallic glasses, glass in

general, crystallization processes, and glass transition itself.

5.1 Primary Crystallization in AlgySmyg

Metallic glasses have many desirable properties such as great strength, high elastic limit,
corrosion resistance and wear resistance, etc, so naturally people would like to combine
these properties with the lightness of some metallic elements to produce a metallic glass
that is light and strong. A perfect candidate would then be an aluminum-based metallic
glass, with the atomic percentage of aluminum as high as possible. Yet so far Al-based
metallic glasses proved to be difficult to make. Since the first published research results
that demonstrated some Al-based metallic glasses in ribbon shape (He et al., 1988;

Inoue et al., 1988), the glass forming ability of Al-based glasses haven’t been improved
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much (Greer, 1995). So the important question is what type of crystalline phase these
Al-based metallic glasses would most easily form out of amorphous matrix.

The metallic glass we studied here is of the composition AlgySmg. This type of
alloy can not produce bulk glasses but rather require rapid quenching to form glasses
in ribbon shape. While many bulk glass forming alloys have substantial levels of a
number of components, the marginal glasses are derived from alloys that are rather lean
in solute content with solvent concentration in 85-90 at.% range. There is still ongoing
investigation of the structural and alloy chemical origins of glass formation. Under
the usual diagnostic examination for glass formation based upon transmission electron
microscopy (TEM), x-ray diffraction analysis (XRD) and DSC, this type of glasses
appears to be true amorphous materials. There’s an unusual phenomenon related to
this material, however, and we may call it primary crystallization (Perepezko et al.,
2003a; Perepezko et al., 2003b). It is seen clearly in Figure 5.1 that there’s no clear glass
transition temperature in the DSC curve, while for samples obtained from cold-rolling
does show a glass transition temperature of 172 °C (Wilde et al., 1999). There’s a clear
exothermic peak for each of the melt-spinning samples (batch A, B, C) presented here
with an onset temperature of about 170 °C. We call this peak primary crystallization
peak. From Figure 5.3 it’s obvious that even by annealing the sample at 130 °C which is
far below T}, part of the sample will crystallize into aluminum crystalline phase. To find
out exactly what’s the reason for such early crystallization, one has to characterize the
CSRO inside the sample. As one can see from XRD pattern 5.3 and TEM images 5.2,
such usual structural characterization techniques won’t be able to tell exactly what'’s
going on. On the other hand, NMR is very sensitive on the local chemical environment
of specific type of nuclei. More importantly, for quadrupole nuclei, NMR is extremely
sensitive on the local symmetry around the nucleus of interest. In this sample 27Al is

a good candidate for NMR study. 2"Al is a spin 5/2 nuclei, we would also expect that
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local symmetry around 27Al is able to give us detailed structural information.

5.1.1 Sample processing

Homogeneous ingots of AlgySmg were produced by repeatedly arc-melting high-purity
(99.999%) constituents of each alloying element in a Ti-gettered, argon atmosphere.
Amorphous melt-spun ribbon samples were synthesized by ejecting the molten alloy
from a quartz crucible onto a rapidly spinning Cu wheel (55 m/s tangential velocity)
in an Ar atmosphere. The structure of the melt-spun ribbon samples was confirmed
to be macroscopically amorphous by XRD with Cu-Ka radiation. As solidified ribbon
samples were annealed for various times at 130 °C to induce primary Al nanocrystals

in the residual amorphous matrix. Subsequently, NMR measurements were performed.

5.1.2 NMR Measurement

The NMR experiments were carried out on a 9.4 T and a 4.9 T magnet. the 27Al central
transition was observed at 104.356 MHz in the 9.4 T magnet and 52.22 MHz in the 4.7
T magnet with a Hahn echo pulse sequence.

As we have known already, the main NMR, shift mechanism in a metallic system is
the Knight shift due to the interactions between nuclei and electrons. In this system,
27Al is a spin 5/2 quadrupole nucleus with an NMR spectrum that is also very sensitive
to quadrupole interactions between the nuclear spin and the EFG present at the 27Al
nucleus. If the structure around the 27Al nucleus is cubic, as is the case for crystalline
Al, the EFG is reduced to zero and the quadrupole coupling vanishes between 27Al
and the EFG. If, on the other hand, the local structure is not cubic, as one would
expect for an amorphous environment, the transition between the 27Al spin states will
split into three levels. For a powder pattern, the satellite transitions normally extend

over MHz and “thin-out” in an NMR spectrum (Figure 4.1). The central transition
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Figure 5.1: DSC trace of different batches of AlgsSmg glass sample produced in condi-
tions controlled as identical as possible. Figure is from Prof. Perepezko’s group (see
ACKNOWLEDGEMENT).
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Figure 5.2: TEM images of samples of Alg;Smg. Batch A and batch B as-quenched
sample appears to be amorphous, while sample of batch A annealed at 130 °C for
10 hours contains nano-crystals inside the amorphous matrix. Figure is from Prof.

Perepezko’s group (see ACKNOWLEDGEMENT).
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Figure 5.3: X-ray diffraction pattern of AlgsSmg. (a) 3 batches (A, B, C) of samples pro-
duced undered conditions controlled as identical as possible. (b) batch A as quenched
and batch A annealed under 130 °C for 10 hours. Little difference is seen among the
as-quenched samples, although it does seem to show small peaks in (a) batch B and
batch C pattern at Aly1; and Alsgg diffraction angles, with the pattern of batch C more
clear. Figure is from Prof. Perepezko’s group (see ACKNOWLEDGEMENT).
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Figure 5.4: Nutation effect. 2"Al NMR spectra of AlgySmg batch B under same condi-
tions except that the pulse length is different. The difference in spectra indicates that
the quadrupole coupling constants for the two peaks are different, so there are two 27Al
environment with different symmetry.
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Figure 5.5: Fitting of 2’ Al NMR spectrum of AlgpSmg with two peaks. Green lines are
the two peaks; red line is the sum of the two peaks; gray line the experimental data;
blue line is the baseline.
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batch C 23
batch B 3.2
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Figure 5.6: NMR spectra of as-quenched and annealed AlgySmg samples. (a) as
quenched; (b) after annealing at 130 °C for 10 hours. Spectra of crystalline aluminum
are also presented at the bottom of those of the three samples for comparison. The
numbers on the right of the figures are atomic percentage of the atoms in the crystalline-
aluminum like peak from simulation/calculation.
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will experience a second order broadening that is inversely proportional to the external
applied magnetic field. For the analysis of NMR spectra one complication introduced
by quadrupole coupling is the convolution of RF pluses and the quadrupole interactions
(Figure 5.4). Analytical solutions to allow deconvolution can only be obtained for the
two extreme conditions (i.e. “hard” pulses and “soft” pulses) while for other conditions
it is necessary to rely on numerical calculations. Here we see convolution effect in
Figure 5.4, so numerical methods must be employed to study the quadrupole effects.

For analysis of the NMR, spectra involving quadrupole nuclei it is essential to de-
termine the quadrupole coupling constant. For the broad peak corresponding to the
amorphous phase in Figure 5.5, the quadrupole coupling constant was determined by
frequency sweeping method where a set of RF frequencies is used to observe steps for
the satellite transitions. From this approach the quadrupole coupling constant was
calculated to be about 9 MHz. The quadrupole coupling constant for the narrow peak
in Figure 5.5 was determined from the field dependence of the line shape. A fitting of
the line shape using the SIMPSON program resulted in a quadrupole coupling constant
of 7.5 MHz for the broad peak and 3 MHz for the narrow peak. The line-broadening
used for the fitting analysis is for 60 kHz and 15 kHz for the broad and narrow peak
respectively at high field and 30 kHz and 7.5 kHz at the low field.

For a quadrupole coupling constant of about 9 MHz, a 20 kHz RF pulse will remain
in the “soft” pulse limit while the 90 and 180 degree pulses are still sufficiently short to
cover the whole spectrum. In order to set the RF strength exactly an aqueous solution
of aluminum nitride was used while the () factor effect is also taken into account when
the samples are changed in the instrument. For a 3 MHz quadrupole coupling constant,
although a 20 kHz pulse is not strictly soft, the effect of convolution is very small on
the overall analysis as can be verified by simulation. For the same number of nuclei in

the sample, but with different quadrupole coupling constants (i.e. 3 MHz and 9 MHz),
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the SIMPSON simulation that was carried out with the same parameters as those in a
real experiment, yielded a relative output of spectrum intensity of 111 for the narrow

peak and 97 for the broad peak.

5.1.3 Experimental Results

In order to establish a basis for comparison, the observations on melt spun amorphous
ribbons are analyzed from three separate processing runs that were conducted to be
replicate runs. For this purpose, in addition to processing the identical alloy chemistry
(i.e. AlgeSmyg), the key melt spinning process parameters that can be controlled such
as wheel speed (55 m/s), melt superheat and duration, gas ejection pressure and nozzle
size were maintained to be as identical as is possible. As revealed in Figure 5.3, the x-ray
diffraction patterns from the three samples were essentially identical and indicate that
they are macroscopically amorphous. There might be slight indication of crystalline
aluminum phase in Figure 5.3(a) batch C sample, but it’s barely distinguishable. Other
common diagnostic measures such as TEM examination and DSC examination that are
shown in Figure 5.2 and 5.1 provide evidence that the three samples are amorphous
and in terms of the usual structural and thermal behavior for the onset of primary
crystallization are essentially identical.

While XRD, thermal analysis, and electron microscopy studies do not indicate sig-
nificant differences in the microstructure of as-solidified samples due to processing con-
ditions during melt spinning, the NMR spectra from the independent specimens show
clear and quantitative differences 5.6(a). Based upon a comparison with the Knight
shift from pure crystalline Al the different samples display a noticeable amount of
Al in a crystalline-like environment as well as the majority of Al in less well-defined
amorphous environment.

NMR scans (measured with identical pulse sequences under identical conditions) of
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different ribbon samples show a broad signal peaking at a Knight shift position slightly
up-field (lower shift) than that of the pure Al coupled with the presence of a small
peak at the Knight shift position corresponding to pure Al (Figure 5.5). However, the
relative magnitude of the Al peak is distinctly different between the sample batches,
indicating that different volume fractions of each sample exist in a specific local atomic
configuration corresponding to clusters of Al atoms. Since NMR is sensitive to the local
atomic environment, the configuration of the Al cluster represents Al with Al atoms as
first nearest neighbour with similar coordination number to that for crystalline fcc Al.
The broad peak at the up-field position corresponds to the Al-rich amorphous phase
in the as-solidified samples. Analysis of NMR measurements on the independent as-
solidified MSR, batches show that the volume percentage of aluminum in the amorphous
matrix, clustered into a specific local atomic environment representative of crystalline
Al, ranges from 0.4-23 vol% in separate sample batches. From this analysis it is ap-
parent that amorphous Al alloys are indeed sensitive to processing conditions. Even
in a given laboratory and when processing of a given alloy composition is replicated
as much as possible, there is a notable difference in the as-quenched condition of the
samples.

For further comparison, NMR scans of MSR samples that were annealed at 130 °C
for 10 hrs show an intense Al peak indicating that a large volume fraction with a small
variation between 23 and 28 vol.% of Al clusters is present in the matrix. Of course,
in this case as illustrated by the TEM image in Figure 5.2(c), the Al is now present in
the form of a high number density of nanocrystals. It is remarkable that in spite of the
rather large variation in the initial condition of the samples with respect to the volume
fraction containing Al clusters, the final state after a common annealing treatment was

essentially the same.
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5.1.4 Discussions

It is important to note that according to the NMR spectra, the disparity in initial states
does not affect significantly the final state after annealing. This has two implications.
First, a relaxation process must be occurring during the isothermal annealing treatment
to allow for the approach to a common end state in terms of the fraction of the volume
in an Al crystalline environment. Secondly, there’s a metastable equilibrium state for
AlgoSmg at temperatures well below the reported glass transition temperature. This
metastable equilibrium state must be, according to Figure 5.3 and 5.2, nanocrystalline
Al embedded in amorphous matrix.

There’s no obvious difference in NMR spectra between as-quenched and annealed
sample of batch C. The x-ray results are obviously different, however. If we look closely,
there’s some indication of crystalline Al phase in batch C as-quenched x-ray pattern
(5.3), this suggests that there should be some small clusters of Al, however dilute, in at
least medium range ordered structure to be observable via x-ray diffraction, and these
clusters should be shown in NMR spectrum. But this is not enough to account for
the high fraction of the narrow peak in NMR spectrum. The high fraction of narrow
peak in batch C must be coming from Al that have crystalline-Al like short range order
but lacking a long range order necessary for x-ray observation. From the difference
among three batches of sample, such crystalline-Al like local configuration is sensitive
to quenching. A less favorable quenching would induce Al local ordering and growing
of Al-rich region. But even at low temperatures, the Al atoms have enough mobility to
migrate across several atoms to form large crystalline clusters.

In conclusion, our studies show that: 1) Al in AlgsSmg like to form local crystalline
Al ordering; 2) The percentage of locally ordered Al is dependent on subtle quenching
conditions; 3) even at low temperatures (130 °C), Al have enough mobility, and will

migrate towards more crystalline Al ordering. 4) there’s a common metastable state
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at low temperature and that’s nano-crystalline Al clusters embedded in amorphous

matrix.

5.2 Glass Forming Ability

5.2.1 GFA and CSRO

Metallic glass sample discussed in this session, except that of the Yttrium-base sample,
are obtained from Dr. Wang’s group at the Institute of Physics, Chinese Academy of
Sciences. Alloys with nominal compositions were prepared by arc melting pure Cu,
Al) Zr with industrial grade Ce in Ti-gettered argon atmosphere. The purity of Ce is
only about 99.5 wt%, which is much lower that that of other base elements. The alloy
ingots were remelted and suck cast into a Cu mold to get cylindrical rods with different
diameters. The Yttrium-based sample was obtained from Poon’s group at Univ. of
Virginia. The glass forming ability of Y35Sco0Ala4NijgCoyg is so good that a cast step
is not necessary—the alloys can directly form metallic glass ingots. Yttrium-based
metallic glass rods can also be produced by vacuum sealing the ingots in quartz tubes,
heating to molten state in an oven and a subsequent water quenching.

We see very small shifts for Y3gScogAloyNijgCoyg and ZrysCuysAlyg and Zry;CuyrAlg
samples (Figure 5.7a). An interesting but probably too simplistic explanation is that
there is a minimum in the density of states at the Fermi level. Some believe that such
minimum in electronic energy stabilizes the structure of metallic glasses and is respon-
sible for the GFA of some metallic glasses (Nagel and Tauc, 1975). Such situation
occurs in icosahedral alloys which indeed show a very small 2?Al Knight shift (Tang
et al., 1997). Icosahedral short range order in metallic supercooled liquids and glasses
has been observed experimentally (Kofalt et al., 1986; Xing et al., 2000; Saida et al.,

2001; Chen et al., 2001; Takagi et al., 2001; Luo et al., 2004) and via computer simula-
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Figure 5.7: RT 27Al and %°Cu spectra of various matellic glass systems at 9.4 Tesla.
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5.1



93

f=1.3  k=1630 JJL Al
=13 k=406 /\ Y, Sc, Al Ni. Co.

f=0.7 k=258 Zr,Cu Al
/\ Zr,.Cu, Al

A A iy . -

4OIOO 0 -4000 -8000
Shift (ppm)

_h
1
—
o
=
1l
N
o
(8)]

Figure 5.9: Knight shift and enhancement factor of ?"Al for various metallic glass
samples. k is Knight shift value, and f is enhancement factor according to Eq. 3.10.
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tions (Jonsson and Andersen, 1988; Clarke and Jonsson, 1993; Cozzini and Ronchetti,
1996). Since most of the icosahedral short range order in supercooled metallic liquids
and glasses reported in literature are Zr-based, it is possible that high content of Zr
favors the formation of icosahedral ordering. The current situation is more compli-
cated when we look at the %Cu spectra. Figure 5.7b shows the ®Cu NMR spectra
of CezgAl1gCuygNijg, CergAlgCusg, ZrysCuysAlyg and Zry;Cuyz Alg BMGs. The Knight
shift of Cu in CuusZrssAlyy and Zry;CugrAlg are 1300 ppm and 1100 ppm, respec-
tively, significantly smaller than that of pure copper at 2300 ppm. However, a shift of
over 1000 ppm still represents a strong metallic character unlike that at the Al sites.
We noticed that increasing the Al content from 6 to 10 at% increases the ®*Cu Knight
shift (thus the density of state at the Cu sites) notably (Figure 5.7b) although the shift
of 2"Al peak decreases very slightly at the same time (Figure 5.7a). This might explain
the decreasing of GFA when the Al content goes from 6 at% to 10 at%. This result
suggests that a balance has to be observed in the process of promoting GFA. Adding
Al to ZrCu introduces covalent bonding (possibly with Zr) which favors chemical short
range order and obviously improved the GFA over that of CuZr. However, too much
Al could also lead to unfavorable effect, namely, increasing the density of states at the
Fermi level at the Cu sites thus increasing the electronic energy. It’s also possible that
too much Zr-Al bonding will lead to easier aggregation of ZrAl atoms and less binding
energy between Cu and other elements and thus favors nucleation and growth.

The character of bonding can be further characterized by the rate of spin-lattice
relaxation. For quadrupole nuclei, the situation can be more complicated since there
can be multiple relaxation rates (Andrew and Tunstall, 1961; McDowell, 1995). We
used saturation recovery pulse sequences with echo detection and chose a pulse length

such that we only saturate the central transition. In this condition, the recovery curve
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should follow the equation:

t 6t 15t
M = My |1 025714 exp(—7) — 0.26067 exp(—7) — 047619 exp(—-) | (5.1)

1 1 1

Now we can calculate the enhancement factor according to Eq. 3.10. The final results
are listed in Figure 5.9. We see that for sample Zr sCuysAlyg, the enhancement factor
is even smaller than 1 which indicates that there’s a significant portion of the shift that
may come from chemical shift or second order effect of quadrupole Hamiltonian. There
might also exist contributions of 7} from NQR. Detailed information can be obtained

from accurate studies on temperature dependence.

5.2.2 GFA and Electronic Structure

In contrast to YszsScogAlasNijgCorg, ZrasCussAlyg and Zry;CuyrAlg systems, the 27Al
spectra of CezgAl;gCuypNijg and CerzgAlgCuyg in Figure 5.7a exhibit a shift that is even
larger than that of pure aluminum. Moreover, there is also a broad peak underlying the
sharp peak. The most likely reason for this larger than pure aluminum shift as well as
the presence of the broad peak is the paramagnetic effect from 4 f orbitals in Ce sites.

Cerium metal as well as Cerium compounds have been studied extensively in the
past because of its interesting electronic properties. For example, FCC cerium metal
can have an isomorphic phase transition from low density (ag = 5.15 A) ~ state to high
density (ag = 4.85 A) « state by increasing pressure or reducing temperature. The
large increase in cell volume associated with this transition arises from the change in
electronic structure. In the v state cerium ions primarily have the trivalent 4f*(5d6s)?
structure, while in the « state, the electronic structure of cerium fluctuates between
trivalence and tetravalence 4 f°(5d6s)*. The fluctuation of valency has been observed in

a number of cerium crystalline and amorphous alloys, and under low temperatures com-
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plicated magnetic interactions will occur. However, under room temperature, cerium
ion can be paramagnetic or non-magnetic depending on its electronic state. Here the
anomalous Knight shift and the extremely broad peak under a relatively narrow one

must be related to this intriguing electronic properties of cerium.

5.2.2.1 Ce Valence Fluctuation

First of all, the Knight shift of 2" Al is even larger in Ce-based metallic glasses than in Al
metal which is not common in these type of metallic glasses (Figure 5.7). However, if we
consider the transferred hyperfine field H; at Al site mediated through 4 f/conduction
electron exchange, this can be readily explained.

The effective magnetic field at Al site can be written as (Ghoshray et al., 2002):
H = H, + H, + H}/ + H}} (5.2)

where Hj is the applied magnetic field, H. is the contact hyperfine field due to con-
duction electrons, H?‘lf is the dipolar field due to the Ce 4f electrons, and Hifc is the
contribution to the contact hyperfine field due to transfered magnetic moment from 4 f

orbitals. The additional Knight shift that arises from the 4 f valence fluctuations is:

_ Hof
Napp

Koy X5 (T) (5.3)

where H,; is the transferred hyperfine field which is related to the transferred hyperfine
coupling constant Ay as H,r = Ans/vh, N4 is the Avogadro’s number, ;15 is the Bohr
magneton, Xﬁ/[ is the Ce 4f electron contribution to the molar susceptibility. Thus
as long as H,; remains constant, K,_y should follow X%, (T) linearly. In our metallic
glass system, the unusually large Knight shift should come from this contribution of

4 f-conduction electron fluctuation effect.
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5.2.2.2 Dipolar Coupling

When there are dipolar interactions between nuclear and electron spins, the classic
Pake doublet will not occur due to the extremely fast electronic relaxation time on
NMR time scale. The line shape then resembles that of CSA. The Hamiltonian can be
represented by

Ho _ <

He =20 D, 5.4
d" = o HeDen (5.4)

where (. is the averaged magnetic moment of the electrons, u, the magnetic moment
of the nuclei, po the permeability, and D., is the dipolar coupling tensor between the

unpaired electron and the nucleus, defined at follows:
1
Dij == ﬁ(éw - 362'63') (55)

If w, is isotropic, the diploar interaction results in a line broadening of the resonance
only but no overall shift. But this will not be the case for an anisotropic magnetic
moment. Here both line broadening and a pseudo-contact shift will occur. The pseudo-
contact shift due to a lanthanide ion is shown to be proportional to 1/7? (Grey et al.,
1990; Bleaney, 1972).

If we assume that the main contribution to the Knight shift of the narrow peak in
NMR spectra of Ce-based alloys (Figure 5.7a) is due to valence fluctuation effect, then
the influence of dipolar coupling should be small. This is not surprising (Ghoshray
et al., 2002; Grey and Dupre, 2004). But then it’s difficult to account for the broad
peak underlying the narrow one. So here in Ce-based metallic glasses there exist at least
two types of Al environment, one with Ce neighbors that are completed depleted with
4f orbitals, so the dipole coupling with 4f electrons now remains minimal, the other
one with Ce neighbors that have fluctuating 4 f orbitals. In a metallic system where

we can have very different valency state for the same element, the atomic configuration
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and bonding of the same element must be very different so that the energy level of the

same orbital can be altered.

5.2.2.3 Micro-alloying

Recently some unusual GFA in the Ce-based system was observed (Zhang et al., ):
with the addition of 0.5 % Co in CezgAl1oCusgg, the critical thickness of the BMG can
increase from 2 mm to 10 mm. We speculate that such unusual GFA may be intimately
related to the electronic properties. Figure 5.10 presents some preliminary results of this
study. From Figure 5.10, we see the difference between the spectrum of Ce;qAl;zCusgg
and that of CeggAl;CugoCoy. First of all, with the addition of Co, the Knight shift of
the narrow peak becomes lower. With the introduction of Co and thus more states at
lower energy, the average occupation number of 4 f states might get lower and so there
will be less contribution from s-4 f exchange interaction. More interesting phenomenon
is that the overall percentage of the broad peak is much smaller with the addition of
Co. This might indicate that with the addition of Co and a change in electronic state,
the system now favors a more ordered CSRO and has tighter bonding and thus the

GFA is improved!.

! After the writing of this dissertation, recent studies suggest that the convolution of the Hamiltonian
due to the interaction of spin dipole moment with electronic magnetic dipole moment and that of spin
system with the rf pulses may also play a role in the change of relative intensity of the two peaks.
Detailed investigation is still ongoing.
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Figure 5.10: NMR spectra of 2 in C669A110Cu20001 and CQ70A11001120. The Kﬂlght
shift of the sample that contains 1% Co changed to lower frequency, which means that
the DOS gets lower. At the same time, the intensity of the broad peak is reduced.
Dashed line is the base line of the spectra.
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