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ABSTRACT<br>JAMES C. GEAR: A Test For Detecting Space-Time Clustering<br>And A Comparison With Some Existing Methods (Under the direction of Dana Quade)

This research introduces a new statistical test for evaluating space-time clustering in data where exact location and time information are available for the points of interest (cases). The test statistic, DP, is defined as the length of the path from $X_{[1]}$ to $X_{[n]}$ when the n cases are ordered by time of occurrence. Significance of the test is most appropriately determined by comparing the directed path length of the data to the empirical distribution of lengths obtained from all possible orderings of the n cases, or a random subset of those orderings when n is large.

The first three moments of DP are developed, and its properties are investigated using simulation on clustered and unclustered data. DP is then compared with Knox's test and Mantel's Generalized Regression using simulation on clustered and unclustered data. Two data sets from the literature (fifteen years of Burkitt's Lymphoma data from Uganda, and three years of birth defect data from California) are then used to compare the performance of these tests on actual data.

This work was largely done as this author's dissertation under the competent, inspirational, and greatly appreciated advisement of Professor Emeritus Dana Quade, Department of Biostatistics, UNC-Chapel Hill.
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## Chapter I

## INTRODUCTION AND REVIEW OF THE LITERATURE

### 1.0 Introduction.

In various disciplines it is often of interest to examine the pattern of occurrence of some event. As an example, in botany one might be interested in the growth pattern of some specific type of tree in the forest, or plant in a field (Strauss, 1975). In astronomy one might be interested in the patterns exhibited by constellations and galaxies in the sky (Peebles, 1974). Other examples can be found in disciplines as diverse as geography, sociology, biology, ecology, and archaeology, as well as the various health sciences, where the purpose of study is to examine the pattern of occurrence of some event of interest. If there is no pattern, the events are said to be distributed at random. However, it is usually the alternatives to randomness that are of most interest.

There are several alternatives to randomness in the pattern of occurrence of events of interest. Events could occur in regular or irregular clusters. Events could occur in cycles, or there could be trends in their occurrence. In fact, when events are too evenly spaced, that also represents a departure from randomness. Randomness (and alternatives) can occur in any of several 'dimensions' of measurement; physical location in space and/or the occurrence in time are by far the most common. Randomness has, however, been considered in other 'dimensions', such as interpersonal relationships (Mantel, 1967) and occupations (Whittemore et al., 1986). The departure from randomness that is of the most interest is clustering. In a very general sense, events are thought to be clustered if they occur more closely together than would be expected if they were randomly
distributed ${ }^{1}$. Most common tests are those for clustering in space alone, clustering in time alone, or clustering in space and time simultaneously. In the last case, called spacetime clustering or space-time interaction, clustering is considered present if events that are near neighbors in space are also near neighbors in time.

Tests for clustering fall into two broad categories: general and focused (Besag and Newell, 1991). General clustering tests do not partition or group observations into 'clusters' in the manner that hierarchical clustering methods do, while Focused clustering tests are concerned with identifying disease clusters. General clustering tests look for the presence of clustering in data, usually over a large geographic region. For these tests, clustering is a characteristic of the data, rather than a construct of the data, and detecting the presence of clustering identifies a characteristic that is related to the mechanism that generated the data. The presence of general clustering can provide valuable clues to understanding the underlying mechanism that generated the data under analysis, provide support for theories about that mechanism, and may occasionally suggest other factors that may be important to the etiology of the disease (Besag and Newell, 1991).

As an example, consider the etiology of leukemia. It is conjectured that leukemia may be caused by some infectious agent, since a virus has been found to be the cause of feline leukemia (Hardy and McClelland, 1977). If one visually inspects the spatial distribution of the location of leukemia cases in some geographic area, a "clumping together" of cases may not be apparent. However, a positive indication from a test of general clustering, while not proving anything in itself, would certainly lend credence to the aforementioned theory of causation, and has been used as evidence to support further investigation in that vein (Kulldorff and Hjalmars, 1999). This was indeed the case in the investigation of Burkitt's lymphoma. Attention to and observation of the spatial

[^0]distribution of the disease was vital to hypothesizing and demonstrating that the disease is caused by Epstein-Barr virus (de-The', 1979).

Focused clustering tests are concerned with identifying disease clusters, often by grouping disease cases in a smaller region or regions, because of some factor (e.g. nuclear installation, toxic waste dumps) previously hypothesized to be associated with the disease. The primary goal of focused clustering tests is to identify smaller areas (those containing the disease clusters) that warrant further investigation and/or more sophisticated study.

Both general and focused clustering tests are most appropriately considered as a part of 'pre-epidemiology' studies (Wartenberg and Greenberg 1993). These are analytic investigations that precede more traditional, time-consuming and costly epidemiologic studies. Cluster analyses are among the few useful tools available to epidemiologists for screening and surveillance. Hence, these tests may be used to generate hypotheses and ideas, provide demographic explanations for unusual observations, prioritize cluster reports for field investigation, and sometimes to address public concern and fear when the lack of clustering can be demonstrated.

### 1.1 Conducting Cluster Analyses.

Because cluster analyses are preliminary 'pre-epidemiology' studies, they often are conducted less rigorously than are 'real' epidemiologic studies. This can be an advantage, in that more ideas and potential hypotheses may be generated for further consideration and study. However, some guidelines are needed for selecting cluster tests. Many tests exist for detecting clustering, and for identifying disease clusters. In an unpublished review article, Kulldorff (2002) has documented and characterized over 100 cluster tests from various disciplines. With such a wide range of choices, guidelines are needed to select an appropriate cluster test, and to appropriately conduct cluster analyses. Wartenberg and Greenberg (1993) suggest that consideration be given to four areas, in order to conduct an appropriate cluster analysis. These are:

1. Determining the domain (or cluster type) to be considered.
2. Characterizing the data available for analysis.
3. Specifying the null hypothesis.
4. Specifying the alternative hypothesis.

Determining the domain refers to the type of clustering that is appropriate for the disease or other problem being studied. Are we looking for temporal clustering, spatial clustering, or space-time clustering? ${ }^{2}$ The etiology of the disease under study and the specific null hypothesis are factors that impact on this choice. Grimson (1983) used time clustering methods to compare the incidence of birth defects over several areas in England to several areas in the United States, because his specific null hypothesis was that the series of cases in each location are independent of each other, as opposed to all the data being a part of, or belonging to, the same epidemic. Spatial clustering methods may be chosen if the time component is so small that it becomes irrelevant in the analysis (Lloyd and Roberts, 1973) or if long and/or variable time periods exist between exposure and the onset of disease (Whittemore et al., 1986). However, nearly every such analysis actually involves space-time clustering, for clustering in space usually refers to data collected over some time period, and clustering in time to data over some geographic area. Space-time techniques can be used in almost every application, but should be applied when concurrent clustering in both time and space is of interest and supported by the (presumed) etiology of the disease under study.

Characterizing the data available for analysis involves understanding what the data are, what data are available, and how the data may be aggregated. The actual event of interest may be an individual (case), or a household, block, or county containing a case or cases, etc. Also, some tests will accept individual events of interest with time and location recorded for each as data, while some require that these observations be aggregated into larger space and/or time sub-units, with the analysis being performed on

[^1]these sub-units (i.e., the counts within each sub-unit), while other tests must be performed on rates for regions or sub-regions. Other tests require data for both cases and controls; these data may be case and control counts, case and control locations, etc. Regional confounding data and/or exposure data may also be available that can be utilized in the cluster analysis.

Next, it is important to specify and understand the null hypothesis. This is often the hypothesis that the events occur randomly, or with uniformly distributed probability or risk, throughout the study area, given the domain being considered, e.g. the space-time dimensions of the study area. The presence of confounding factors in the study area may have an impact on this. For cluster methods that can utilize confounding information, the null hypothesis is typically that the events occur randomly throughout the study area after adjusting for these factors (Wartenberg and Greenberg, 1993).

Finally, the alternative hypothesis must be specified and understood. In what way is departure from randomness expected? For cluster tests, what kind of clustering is expected to be found in the data? Because cluster tests are usually designed to detect specific departures from randomness, the better we can specify the kind of clustering that we expect to find, the more powerful the cluster analysis is likely to be. A cluster test that is designed to detect one type of clustering may be sensitive to others, but it will certainly be less powerful at detecting them. Similarly, cluster tests intended to detect general departures from randomness may do so, but typically at a loss of power as compared to those designed to detect a specific type of clustering.

Careful attention to these areas of consideration will produce a more structured approach to cluster studies, one that is likely to yield more consistent, reliable and useful results.

### 1.2 The Effect of Scale in Clustering Studies.

Optimal detection of disease clusters also involves the judicious choice of scale when using the test. In a generic sense, scale refers to the precision of the elements of the analysis. This precision may impact on several of the elements of the analysis, and it may impact on them in several ways.

First, an appropriately sized geographic area and/or time period must be chosen for analysis, since one too small would clearly not detect clustering, while one too large may mask or obscure any indication of clustering by including many events unrelated to the mechanism under consideration. In some instances the area under analysis may be predetermined by the nature of the problem. For example, clustering tests are routinely used as proactive surveillance tools for state public health departments, to signal when an increase in localized disease rates warrant a response. County or census tract may be the default area for analysis in such cases (Waller and Turnbull, 1993). When the selection of the area for analysis is up to the researcher, this selection must be made with care.

Scale also enters in when considering the data involved in the analysis. The actual event of interest (or unit of analysis) may be an individual (case), or a household, block, or county containing a case or cases, etc. Further, some tests will accept as data the individual events of interest with time and location recorded for each, while some require that these observations be aggregated into larger space and/or time sub-units, with the analysis being performed on these sub-units (i.e., the counts within each sub-unit). As data are aggregated, not only is information lost (Clark and Avery, 1976), but the power of the test is adversely affected (Waller and Turnbull, 1993). Further, the actual event of interest (or unit of analysis) may be an individual (case), or a household, block, or county containing a case or cases, etc.

And all of this assumes that scale remains constant throughout the study period. There are instances in which the scale of the data is aggregated differently for different sub-regions in the study area, or for different time segments of the overall time period
under consideration (King, 1979). This usually forces a re-aggregation of the study data, and that can impact significantly on the power of the test.

Finally, many tests require that some parameter be specified, such as the choice of a 'critical' distance in time or space. Determining these critical parameters is often heuristic, with only general guidelines provided for their selection. Because cluster tests are notoriously non-robust with regard to the values of these parameters (Roberson and Fisher, 1983), improperly specifying critical parameters can have a profound impact on the power of cluster tests (Kulldorff and Hjalmars, 1999). Hence these critical parameters must be chosen with care.

The upshot of this is that the universally applicable, general and robust clustering test cannot exist. After considering factors such as the etiology of the disease under study, the hypothesis to be tested, available data and scale, a good test for the specific analysis can be chosen.

### 1.2.1 Categorization of Clustering Tests.

If a 'good' test for a particular analysis is to be chosen, comparisons must be made between the available space-time clustering tests. Valid comparisons are difficult to make for several reasons. First, several factors must be considered when choosing an appropriate clustering test (i.e., disease etiology, scale, null hypothesis, data, etc.). Also, not much work has been done to group or classify space-time clustering tests, or to clarify which situations are most appropriate for which kinds of space-time clustering tests (Waller and Turnbull, 1993). Finally, while a framework has been established so that tests for clustering in space alone can be compared with regard to statistical power (Kulldorff, Tango and Park, 2003), almost no work has been done to compare space-time clustering tests in this regard (Waller and Turnbull, 1993). Hence, reducing the scope of any of these factors can only simplify the task of comparing (and choosing among) the available clustering tests.

A great reduction in the scope of the null hypotheses to be considered can be achieved by organizing clustering tests according to some categorization of their null hypotheses. Then, if a specific analysis implies a certain category of null hypothesis, only those tests which address that type of null hypothesis need be considered.

Many areas of statistical analyses have been grouped into three categories, according to the null hypotheses of the analyses. In basic statistics, chi-squared tests are generally categorized in the following way: the test for homogeneity, the goodness of fit test, and the test of independence (Remington and Schork, 1985). Applied statistics courses tend to be organized around a similar trichotomy: goodness-of-fit tests and other one-sample problems, two-sample problems (or homogeneity tests, for more than two samples), and association or independence tests (Hollander and Wolfe, 1973).

Clustering tests seem to naturally fall into three analogous groups. Tests in the first group, which we call "goodness-of-fit" tests, specify that the distribution of the points of interest is the same as some theoretical distribution. Often the null hypothesis is randomness, meaning that the underlying theoretical distribution is uniform (in space alone, or in time alone, or in space and time jointly), and departures from a uniform distribution are considered departures from randomness. Hence, these tests approach the clustering problem from a "goodness-of-fit" perspective.

Tests in the second group compare the distribution of the events of interest to the distribution of events in some actual population. These tests tend to be data-driven and consider the clustering problem as a "two-sample" problem. Often, such tests evaluate significance using a randomization technique such as repeatedly testing samples chosen from the comparison population and using the empirical distribution of the results from these tests to determine an empirical p -value for the test that the events of interest are distributed in the test population in the same manner as they are distributed in the comparison population. We call these "two-sample" tests.

Tests in the third group consider space-time clustering from an "independence" perspective, for they assess the marginal distributions of the data in space and in time, and evaluate the independence of these marginal distributions. Knox's test does this by a simple binary categorization of the data in space and time. Barton and David's test compares within-group mean squared pairwise distances (a function of the temporal distribution) to overall mean squared spatial distances (a function of the spatial distribution). We call tests of this type "independence" tests.

This categorization of clustering tests clarifies the problem in at least two ways. First, when choosing a clustering test, once the null hypothesis under consideration has been appropriately categorized, the number of valid tests is greatly reduced, simplifying the choice of test. Secondly, when evaluating clustering tests, this categorization facilitates comparison of tests within the same category, so that tests similar to each other are being compared. Occasionally in the literature one test is implied to be better than certain others, when actually the difference is one of type of test rather than of power of the test (Whittemore et al., 1986). In effect, such comparisons are analogous to 'comparing apples and oranges'; while the tests in question may not necessarily be better than the others, they are different from the others.

This introduction continues with a review of some of the more widely used tests in the literature for clustering in space and/or time. The tests are identified according to our type categorization.

### 1.3 Literature Review: Description of Specific Methods.

This section contains a review of selected specific methods for detecting space-time clustering. These are general methods, in that they detect the presence of clustering in the data rather than identifying clusters. Additionally, the methods reviewed here are not adjusted for lack of homogeneity in the underlying population (population shift bias).

### 1.3.1 Knox's Tests (Independence)

Knox (1963) first approached this problem from a contingency table standpoint. He created a cross-classification by dividing distances in space and time into r and c categories, respectively (see Table 1.1). Each pair of cases was then assigned to a specific spacetime cell according to the spatial and temporal distances between the two cases. Knox analyzed the table using a $X^{2}$ test with $(\mathrm{r}-1)(\mathrm{c}-1) \mathrm{df}$, though he acknowledged that the test might not be appropriate due to the dependence of the pairs. The appropriate test for this kind of table was derived by Abe (1973).

## Table 1.1

## DATA FORMAT FOR SPACE-TIME TESTS AND PROCEDURES

Time Interval Total

$\mathrm{n}_{\mathrm{ij}}$ is the number of events in the ij th space-time unit;

$$
\mathrm{i}=1,2, \ldots, \mathrm{r}, \mathrm{j}=1,2, \ldots, \mathrm{c}
$$

Refining his original idea, Knox (1964a) proposed the use of a $2 \times 2$ table to categorize the pairs of cases. A 'critical' time and distance are chosen, and the pairs of cases are classified as to which pairs are close in space, or in time, or both. The number
of pairs that are close in both space and time, $\mathbf{a}$, is the test statistic. Knox felt that 'close pairs' could reasonably be considered as rare events, so that the null distribution of a could be assumed Poisson, with parameter $\lambda$ equal to the expected value of a computed from the marginals of the table. The test of significance using this procedure has come to be known as Knox's test.

## Table 1.2

## KNOX'S TEST

SPACE


The distributional assumptions of Knox's test were later questioned in the literature. Barton and David (1966), using a graph theoretic approach, identified conditions under which the Poisson approximation is appropriate, specifically, when the first two moments of $\mathbf{a}$ are sufficiently large, in comparison to the other moments. Mantel (1967) suggested that the permutational distribution of $\mathbf{a}$, or the appropriate normal distribution, might have wider application than the Poisson approximation, and outlined the methodology for obtaining the exact permutational distribution.

Knox's test has been widely utilized in the literature, because it is intuitive and elegant, and calculation of the Knox test statistic is simple and straightforward. At least 59 studies using Knox's test appear in the literature between 1960 and 1990 (Kulldorff and Hjalmars, 1999). Many of these were leukemia studies, (including Knox, 1964b), and the results of these studies have been used as evidence of a viral etiology of leukemia (Kulldorff and Hjalmars, 1999).

Knox's test has been criticized because of the arbitrariness involved in selecting a critical distance and time. It has been shown (Roberson, 1979) that the choice of a critical distance and time greatly affects the power of the test. Baker (1996) has proposed a modification to Knox's test that requires only that ranges of critical distances and times be specified to conduct the test. Also, a weakness of many space-time clustering tests is that they do not take into account possible geographic shifts or temporal trends in the underlying population. Kulldorff and Hjalmars (1999) have proposed a modification to such tests that can account for population shifts, if the background population and its temporal shifts are known. If random replications of cases generated under the null hypothesis are obtained, these replications can be used for hypotheses testing using the Monte Carlo procedure. Because randomization is conducted proportionate to population size at each time and place, population shifts are adjusted for.

### 1.3.2 Barton and David's Test (Independence)

Barton et al., (1965) and David and Barton (1966) proposed for use in detecting space-time clustering a test adapted from one originally used for evaluating randomness of points on a line (Barton and David, 1962). In this test, the events of interest are divided into temporal clusters by grouping together cases that occur within some critical time span of each other. The test statistic is then defined as:

$$
\mathrm{Q}=\left(\frac{\mathrm{n}-1}{\mathrm{n}-\mathrm{h}}\right)\left[1-\sum_{\mathrm{t}=1}^{\mathrm{h}} \frac{\mathrm{r}_{\mathrm{t}}\left(\left(\overline{\mathrm{X}}_{\mathrm{t}}-\overline{\mathrm{X}}\right)^{2}+\left(\overline{\mathrm{Y}}_{\mathrm{t}}-\overline{\mathrm{Y}}\right)^{2}\right)}{\mathrm{n}(\operatorname{Var}(\mathrm{X})+\operatorname{Var}(\mathrm{Y}))}\right]
$$

where $h$ is the number of clusters, and $r_{t}$ the number of events in the $t^{\text {th }}$ cluster. This is the ratio of the average squared within-group spatial distance between pairs of events to the squared overall spatial distance between pairs of events. Essentially, this is the ratio of within-group variance to overall variance and, as such, is analogous to traditional analysis of variance. Under the null hypothesis there is no difference between the
within-group variance and the overall variance, and the expected value of $\mathbf{Q}$ is 1 . When clustering exists, $\mathbf{Q}$ should be less than 1. Significance can be assessed using a randomization test to determine the exact distribution of $\mathbf{Q}$. When this is not feasible (and it often is not), various approximations are suggested. For small numbers of events, Barton and David suggest a Beta approximation is appropriate. When the number of events and/or the number of clusters is large, $\mathbf{Q}$ is approximately normally distributed.

The Barton and David test uses the actual times and distances so there is no loss of information, and the only arbitrariness is in choosing the critical time span. However, this test magnifies the effect of large distances, while small distances are of most interest. This results in loss of power of this test and, in some instances, existing clustering may not be detected at all because of the presence of large pairwise distances in the data.

### 1.3.3 The EMM Test ${ }^{3}$

Ederer, Myers and Mantel (1964) proposed a test of temporal clustering that can easily be expanded to accommodate space-time clustering. The test is based on dividing the time period under consideration into disjoint sub-intervals, each containing the same number of time units. Their original example used fifteen years of leukemia data, divided into three 5 -year intervals. Under the null hypothesis of random distribution of cases throughout the time periods, the probability of any given arrangement of cases among the time intervals is multinomial. The test statistic is based on a, the maximum number of cases in a time unit and $n_{+}$, the total number of cases in a sub-interval. Tables of the distribution of $\mathbf{a}$, given $\mathrm{n}_{+}$, appear in their paper and extended tables are given in Mantel, Kryscio and Myers (1976).

In order to assess space-time interaction, this test can be performed on several spatial locations (or on subdivisions of one spatial location). Then the significance of the overall test can be assessed by:

[^2]$$
X^{2}=\frac{\left(\sum m_{1}-\sum E\left(m_{1}\right)-0.5\right)^{2}}{\sum \operatorname{Var}\left(m_{1}\right)} \text {, with } 1 \mathrm{df}
$$

This test was used to examine clustering in Down's syndrome by Stark and Mantel (1967a), and childhood leukemia by Stark and Mantel (1967b), but did not detect significant clustering for either. Disadvantages of this test include its sensitivity to marginal clustering in space or time alone, as well as its sensitivity to space-time clustering. Additionally, dividing the time period into sub-intervals, or the spatial location into sub-divisions, requires the subjective determination of critical criteria.

### 1.3.4 Mantel's Generalized Regression

Mantel felt that since small temporal and spatial interpoint (pairwise) distances were of greatest interest in determining space-time clustering, statistics to detect space-time clustering would be more powerful if they emphasized small pairwise distances. After considering the regression of temporal pairwise distance on spatial pairwise distance (time vs. space), Mantel (1967) proposed the following:

$$
\mathrm{Z}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{~g}\left(\mathrm{X}_{\mathrm{ij}}+\mathrm{a}\right) \mathrm{h}\left(\mathrm{Y}_{\mathrm{ij}}+\mathrm{b}\right)
$$

where $\mathrm{x}_{\mathrm{ij}}$ and $\mathrm{y}_{\mathrm{ij}}$ are the temporal and spatial distances between points i and j respectively. $\mathrm{g}($.$) and \mathrm{h}($.$) are functions chosen to emphasize closeness, and a and \mathrm{b}$ are arbitrarily small constants (spatial and temporal "offset constants") to preclude operation by the functions on zero distances. Significance of $\mathbf{Z}$ would be determined by obtaining its exact randomization distribution for small sample sizes, Monte Carlo simulations to approximate its distribution for larger sample sizes, or by calculating a normal deviate under the assumption of asymptotic normality.

Since $\mathbf{Z}$ has the form of a U-statistic, asymptotic normality was felt to be a reasonable assumption. However, simulation studies have shown that the distribution of $\mathbf{Z}$ is highly skewed and use of the normal approximation is not reasonable when trying to assess borderline significance. In borderline cases, Klauber (1971) and Siemiatycki (1971) were unable to consistently determine significance using the normal approximation, even with sample sizes as large as 250 .

The 'closeness' function recommended by Mantel is the reciprocal transform (hence, the need for constants $a$ and $b$ ). However, the choice of these constants does affect the power of the test: the larger they are, the smaller the value of $\mathbf{Z}$ (Glass et al, 1971 and Siemiatycki, 1971). Mantel suggested that the constants be close to the expected distance between pairs and that finding the 'best' constants might involve trial and error, affecting the validity of the test. The reciprocal transform is not the only appropriate choice as a 'closeness' function. In fact, if the 'closeness' functions are selected to be the following indicator functions:

$$
\begin{array}{r}
\mathrm{g}(\mathrm{x})=\mathrm{I}\left\{\mathrm{x}_{\mathrm{ij}}<\mathrm{t}^{*}\right\} \\
\mathrm{h}(\mathrm{x})=\mathrm{I}\left\{\mathrm{y}_{\mathrm{ij}}<\mathrm{d}^{*}\right\},
\end{array}
$$

where $\mathrm{t}^{*}$ and $\mathrm{d}^{*}$ are critical time and distance respectively, then $\mathbf{Z}$ reduces to Knox's test. The effect of different 'closeness' functions on $\mathbf{Z}$ and its corresponding normal deviate was examined by Siemiatycki (1971) and Siemiatycki and McDonald (1972), and found to be minimal in the Pearson percentage points. But Mantel felt (and Siemiatycki confirmed in 1978) that this test has low power when no transform is used. Mantel's Generalized Regression has been widely used to examine clustering in such diverse areas as typhoid and salmonellosis data (Siemiatycki, 1971) and childhood leukemia (Glass et al, 1971).

### 1.3.5 Zero-One Matrix Tests ${ }^{4}$

Dat (1982) has derived three tests, one test for clustering in space alone, one for clustering in time alone, and one for space-time interaction. When the data are organized as in Figure 1.1, the statistic is:

$$
\mathrm{A}=\sum_{\mathrm{i}}^{\mathrm{r}} \sum_{\mathrm{j}}^{\mathrm{c}} \mathrm{a}_{\mathrm{ij}}
$$

For time clustering:

$$
\mathrm{a}_{\mathrm{ij}}=\mathrm{I}\left\{\mathrm{n}_{\mathrm{ij}}>=\mathrm{n}_{\mathrm{i}} / \mathrm{c}\right\} ;
$$

For space clustering: $\quad \mathrm{a}_{\mathrm{ij}}=\mathrm{I}\left\{\mathrm{n}_{\mathrm{ij}}>=\mathrm{n}_{. \mathrm{j}} / \mathrm{r}\right\} ;$
For space-time interaction: $\quad a_{i j}=I\left\{n_{i j}>=n_{i .} n_{. j} / n_{. .}\right\}$.

Given a random distribution of cases over the intervals of interest (space, time or both), one would expect the same number of cases in each cell. The 'comparison ratio' in each test is the appropriate expected number of cases. These statistics are approximately binomially distributed, with $\mathrm{p}=1 / 2$ and $\mathrm{n}=\mathrm{rc}$. When n is large (greater than 10 , say), the distribution of $\mathbf{A}$ is approximated by a normal distribution with mean equal to $\mathrm{rc} / 2$ and variance equal to rc/4. From simulation results, Dat (1982) found that the distribution of $\mathbf{A}$ in his three tests is closer to the binomial distribution if the 'comparison ratio' is adjusted by subtracting 0.5 , then rounding the result up to the next integer. So, in his test for space-time interaction the definition of $\mathrm{a}_{\mathrm{ij}}$ becomes:

$$
\mathrm{a}_{\mathrm{ij}}=\mathrm{I}\left\{\mathrm{n}_{\mathrm{ij}}>=\left[\left(\mathrm{n}_{\mathrm{i} .} \mathrm{n}_{. j} / \mathrm{n}_{. .}\right)-0.5\right]\right\},
$$

where the expression in the square brackets [X] indicates the smallest integer greater than X.

The Zero-One Matrix tests are interesting in that, since the null value of $\mathbf{A}$ is $\mathrm{n} / 2$ and its range is $[0, n], \mathbf{A}$ can test for departures from randomness at both extremes of its range

[^3]of values. Small values of $\mathbf{A}$ indicate the presence of clustering, while large values indicate cluster avoidance. A particular advantage of the Zero-One Matrix test for spacetime clustering is that it is sensitive only to joint clustering in both space and time.

### 1.3.6 Nonrandom Concordant Clustering (Two-Sample)

Occasionally one has incidence or morbidity data collected at two locations over the same period of time. Nonrandom concordant clustering exists if some degree of temporal clustering exists for each spatial location, and if the pattern of occurrence of the data is similar across the spatial locations (concordance). For data organized as in Table 1.l, where the spatial sub-units are the two locations of collection and the time period is divided into (equal) sub-units, Ingram (1983) proposed the following test of nonrandom concordant clustering, where the statistic of interest is:

$$
\mathrm{X}=\sum_{\mathrm{i}}^{\mathrm{n}_{1}} \sum_{\mathrm{j}}^{\mathrm{n}_{2}} \mathrm{x}_{\mathrm{ij}}
$$

where $X_{i j}=I\{$ events i and j occur in the same time cell $\}$.

A computational formula for $\mathbf{X}$ is:

$$
\mathrm{X}=\sum_{\mathrm{j}=1}^{\mathrm{c}} \mathrm{n}_{1 \mathrm{j}} \mathrm{n}_{2 \mathrm{j}}
$$

where $n_{1 i}$ and $n_{2 i}$ are the numbers of events from the two locations that fall into the $j^{\text {th }}$ time sub-unit or cell.

Under the null hypothesis of no concordance between the two series and no temporal clustering, the probability of an event falling into any given time cell is $1 / C$, for the $n_{1 .}$ and $\mathrm{n}_{2 .}$ events are mutually independent and distributed randomly amongst the C time cells. $\mathbf{X}$, then, is the sum of N dependent binomial variables. But the dependencies among the variables affect only the higher moments of $\mathbf{X}$ (Grimson and Ingram, 1982). Hence, the first two moments of $\mathbf{X}$ :

$$
\begin{gathered}
\mathrm{E}[\mathbf{X}]=\mathrm{N} / \mathrm{c}, \\
\operatorname{Var}[\mathbf{X}]=(\mathrm{N} / \mathrm{c})(\mathrm{c}-1 / \mathrm{c})
\end{gathered}
$$

are identical to those of a binomial with parameters $\mathrm{n}=\mathrm{n}_{1} . \mathrm{n}_{2}$. and $\mathrm{p}=1 / \mathrm{C}$, and the asymptotic distribution of X is closely approximated by the standard normal variate

$$
\mathrm{Z}=\frac{[\mathrm{X}-\mathrm{E}[\mathrm{X}]]}{\sqrt{\operatorname{Var}(\mathrm{X})}}
$$

Results of simulations by Grimson and Ingram have shown that using the normal approximation for X yields a slightly conservative test for $\mathrm{p}>0.05$, and a slightly anticonservative test for $\mathrm{p}<=0.05$. This test has been used to examine shigellosis morbidity in urban North Carolina, and cancer mortality in counties around and including Cherokee County, N.C. (Ingram, 1983).

### 1.4 Conclusions.

This review surveys some of the more popular general tests in the literature for detecting clustering in space, or time, or both. This work continues in Chapter 2, with the introduction of the directed path statistic DP, and an examination of its moments and theoretical properties.

## Chapter II

## DESCRIPTION AND THEORETICAL PROPERTIES OF DP

### 2.0 Introduction

Many of the existing tests for joint clustering in space and time have characteristics that make them inherently unsuitable for wide application, or generally unwieldy and difficult to use. Some tests require the choice of a critical value or constant that introduces arbitrariness into the application of the test. Tests for joint space/time clustering are often inappropriately more sensitive to marginal clustering in space or time. Some of the tests are difficult to apply, or to understand and use properly, and for many, levels of significance are difficult to compute.

This research proposes a statistic for space-time clustering that attempts to address some of these shortcomings. In this chapter we will define the directed path length statistic, DP, and examine its characteristics.

### 2.1 Definition of the Statistic

First, let us define for two points (cases) in space, $\mathrm{c}_{1}$ and $\mathrm{c}_{2}$, the ordinary Euclidean distance between them as $d\left(c_{1}, c_{2}\right)$. Then, for a set of N points, $\left\{\mathrm{c}_{1}, \ldots, \mathrm{c}_{\mathrm{N}}\right\}$, we denote as C an ordered arrangement of them, $\left\{\mathrm{c}_{[1]}, \ldots, \mathrm{c}_{[\mathrm{N}]}\right\}$. Then we define the path length function, PL(C), such that:

$$
\mathrm{PL}(\mathbf{C})=\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)
$$

Now, for a set of N points in space, with associated times of occurrence $\mathrm{t}_{1}, \ldots \mathrm{t}_{\mathrm{N}}$, if we denote by $\mathrm{C}_{\mathrm{t}}$ the set of points ordered by their times of occurrence, we define the directed path length of the points, DP, as:

$$
\operatorname{PL}\left(\mathbf{C}_{\mathbf{t}}\right)=\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)
$$

which is simply the length of the path from $\mathrm{c}_{[1]}$ to $\mathrm{c}_{[\mathrm{N}]}$, where the N points are ordered by their times of occurrence.

The directed path statistic is conceptually straightforward and easy to understand. The statistic is based on the classical model of contagion with direct case-to-case transmission (Benenson, 1975). While DP directly models the presumed path of the disease through the population under study under the assumption that each case causes only one other, it is a valid assessment of joint clustering in space and time even when the above assumption does not hold. If there is joint clustering in space and time in the data, the length of this path will be relatively short, compared to the lengths of other paths through the data, computed with the cases permuted. Hence, DP can easily be utilized in a Monte Carlo test as a randomization statistic.

As a randomization statistic, DP is compared with its empirical distribution from the actual data under study. This makes DP useful in situations where the disease has a long or variable incubation period, for significance is based on the actual data, and not on distributional assumptions.

### 2.2 The Significance Level of DP

Given some regularity assumptions on the underlying population of points and assuming complete spatial randomness of the cases of interest, the exact theoretical distribution of DP under the null hypothesis (of complete spatial randomness) can be specified or approximated. Under these assumptions, the first three moments of DP have
been derived, and appear in a later section. However, using the theory to determine the significance level of DP is impractical for several reasons. The assumption of regularity on the base population is quite severe and unrealistic. Also, expressions for the moments of DP contain symbols that represent the mean path length for connected points (two, three, four, and so on) in that population. These values are almost never known. They can be derived from the density of points in the area under study, but that derivation depends on regularity assumptions already acknowledged as unrealistic.

The significance level of DP can also be determined using Monte Carlo procedures, so that is the recommended method. Specifically, the empirical permutational distribution of DP can be determined by tabulating the path length for all possible permutations of the N cases ( N ! permutations). The value obtained for DP is then compared to this empirical distribution. If DP is less than or equal to M of the N ! values in the empirical distribution, then the exact significance is $\mathrm{P}=\mathrm{M} / \mathrm{N}!^{5}$ The number of permutations, N!, rapidly increases as N increases, so that tabulating the path length for all possible permutations of the N cases quickly becomes computationally prohibitive ${ }^{6}$. For large N , the empirical distribution can be estimated by tabulating the path length for an arbitrarily large number ( $\mathrm{say}, \mathrm{N}_{\mathrm{p}}$ ) of random permutations of the N cases. Then, the exact significance is estimated by $\mathrm{P}=\mathrm{M} / \mathrm{N}_{\mathrm{p}} .{ }^{7}$

[^4]In general, the question of whether significance should be determined using classical distribution theory or Monte Carlo testing is a philosophical one, and has been the subject of some debate. Diggle (1983) made the following observation in his book, Statistical Analysis of Spatial Point Patterns:
"When asymptotic distribution theory is available, Monte Carlo testing provides an exact alternative for small samples and a useful check on the applicability of the asymptotic theory. If the results of classical and Monte Carlo tests are in substantial agreement, little or nothing has been lost; if not, the explanation is usually that the classical test uses inappropriate distributional assumptions."

The general experience of this researcher is in agreement with this observation. Also, while theoretical results are presented for this statistic, DP is defined so that the comparison of its value to other path lengths generated from permutations of the data is quite natural and intuitive. Hence, DP is most appropriately utilized in a Monte Carlo test.

It is clear from its definition that DP is a spatial statistic, but constrained temporally so that significance only exists if the cases that are close together in space are also close together in time. Since temporal information is utilized simply to order the pairwise distances that make up DP, only the ranks of the times influence the ordering of the points (and the value of DP). This serves the purpose of making DP insensitive to temporal clustering alone, for the ordering of the points is not affected by the spacing between them.

### 2.3 Illustrative Example

Let us look at an application of DP in the following illustrative example. Suppose that cases of a disease (or some other points of interest) appear on a 'map' of some geographic area as in Figure 2.1 below:

Figure 2.1

## DP Example - Cases of Interest

- 

We will impose an arbitrary coordinate system on the map as in Figure 2.2, so that we can quantitatively locate points and compute distances.

Figure 2.2

## DP Example - Coordinates



If we number the points according to their times of occurrence (Table 2.1)

## Table 2.1

## CASES OF INTEREST

| Point | Coordinates |
| :---: | :---: |
| 1 | $(1,6)$ |
| 2 | $(13,6)$ |
| 3 | $(15.4,4.2)$ |
| 4 | $(13,1)$ |

Then, the pairwise Euclidean distances between the points can be computed as:

## Table 2.2

## PAIRWISE DISTANCES

|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | - | 12 | 14.512 | 13 |
| $\mathbf{2}$ | 12 | - | 3 | 5 |
| $\mathbf{3}$ | 14.512 | 3 | - | 4 |
| $\mathbf{4}$ | 13 | 5 | 4 | - |

The value of DP for these data is the length of the path from point 1 to point 4 , or the sum of the pairwise distances $d(1,2), d(2,3)$, and $d(3,4)$, which is $(12+3+4)=19$ units. The order of the cases is permuted, and DP is computed. This is repeated for each of the twenty-four possible permutations of the cases, and tabulated in Table 2.3. These values are ordered, to generate the permutational distribution shown in the right-most column of Table 2.3, shown below.

Table 2.3
PERMUTATIONAL DISTRIBUTION

| Permutation | Pairwise Distances | Path Length | Ordered Path Length |
| :---: | :---: | :---: | :---: |
| 1,2,3,4 | 12+3+4 | 19 | 19.0 |
| 1,2,4,3 | $12+5+4$ | 21 | 19.0 |
| 1,3,2,4 | $14.5+3+5$ | 22.5 | 20.0 |
| 1,3,4,2 | $14.5+4+5$ | 23.5 | 20.0 |
| 1,4,2,3 | $13+5+3$ | 21 | 21.0 |
| 1,4,3,2 | $13+4+3$ | 20 | 21.0 |
| 2,1,3,4 | $12+14.5+4$ | 30.5 | 21.0 |
| 2,1,4,3 | 12+13+4 | 29 | 21.0 |
| 2,3,1,4 | $3+14.5+13$ | 30.5 | 22.5 |
| 2,3,4,1 | $3+4+13$ | 20 | 22.5 |
| 2,4,1,3 | $5+13+14.5$ | 32.5 | 23.5 |
| 2,4,3,1 | $5+4+14.5$ | 23.5 | 23.5 |
| 3,1,2,4 | $14.5+12+5$ | 31.5 | 28.0 |
| 3,1,4,2 | $14.5+13+5$ | 32.5 | 28.0 |
| 3,2,1,4 | $3+12+13$ | 28 | 29.0 |
| 3,2,4,1 | $3+5+13$ | 21 | 29.0 |
| 3,4,1,2 | $4+13+12$ | 29 | 30.5 |
| 3,4,2,1 | $4+5+12$ | 21 | 30.5 |
| 4,1,2,3 | $13+12+3$ | 28 | 30.5 |
| 4,1,3,2 | $13+14.5+3$ | 30.5 | 30.5 |
| 4,2,1,3 | $5+12+14.5$ | 31.5 | 31.5 |
| 4,2,3,1 | $5+3+14.5$ | 22.5 | 31.5 |
| 4,3,1,2 | $4+14.5+12$ | 30.5 | 32.5 |
| 4,3,2,1 | $4+3+12$ | 19 | 32.5 |

There are two (out of all possible) permutations that have path lengths less than or equal to DP. So, the empirical p-value for these data is $2(1 / 24)=2(0.04167)=0.083$.

### 2.4 The Moments of DP

In order to document the distributional characteristics of DP, its first three moments are derived here. The moments could be used to develop a parametric test using DP, so that its significance can be determined directly. However, these moments depend on unknown parameters, which are the expected value of the lengths of various
combinations of path segments. These have been derived, and appear below. These parameters could conceivably be estimated from the data, should such a test be desired.

### 2.4.1 The First Moment of DP.

DP is defined as:

$$
\operatorname{PL}\left(\mathbf{C}_{\mathbf{t}}\right)=\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)
$$

The first moment of DP is:

$$
\begin{gathered}
\mathbf{E}\{\mathrm{DP}\}=\mathbf{E}\left(\mathrm{PL}\left(\mathbf{C}_{\mathbf{t}}\right)\right)=\mathbf{E}\left\{\left\{=\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)\right\}\right\} \\
=\mathbf{E}\left\{d\left(c_{[1]}, c_{[2]}\right)+d\left(c_{[2]}, c_{[3]}\right)+\ldots+d\left(c_{[N-1]}, c_{[N]}\right)\right\}(\text { a total of } \mathrm{N}-1 \text { terms }) \\
=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}\right],
\end{gathered}
$$

where $\mathbf{E}\left[\mathrm{d}_{12}\right]$ is the mean interpoint distance (or the average distance between two points) in a random sample of size N from the population under consideration. Note that the subscript notation used for defining terms is determined by the subscripts on the points of the first occurrence of a typical segment of a particular type. In this instance, the first occurrence of a pairwise distance is $d\left(c_{1}, c_{2}\right)$, so the subscript notation becomes $\mathrm{d}_{12}$.

Because this is the mean value of DP for random samples of size N from the population under consideration, we will also denote this quantity as $\mu_{\mathrm{DP}}$. That is:

$$
\mathbf{E}\{\mathrm{DP}\}=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}\right]=\mu_{\mathrm{DP}}
$$

### 2.4.2 The Second Moment of DP.

The second moment of DP is:

$$
\left.\begin{array}{l}
\begin{array}{rl}
\mathbf{E}\left\{\mathrm{DP}^{2}\right\} & =\mathbf{E}\left\{\operatorname{PL}\left(\mathbf{C}_{\mathbf{t}}\right)^{2}\right\}=\mathbf{E}\left\{\left(\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)\right)^{2}\right\} \\
= & \mathbf{E}\left\{\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)^{N-1} \sum_{j=1}^{N-1} d\left(c_{[j]}, c_{[j+1]}\right)\right\}
\end{array} \\
=\mathbf{E}\left\{\sum_{i=1}^{N-1 N-1} \sum_{j=1} d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[j]}, c_{[j+1]}\right)\right\}
\end{array}\right\}
$$

Evaluating the second moment of DP involves evaluating the sum of the square of the ( $\mathrm{N}-1$ ) terms of DP, where each term is the product of two line segments. To assist in understanding the $(\mathrm{N}-1)^{2}$ terms that make up this expression, we will lay these terms out in the following two-dimensional product matrix:

Table 2.4
PRODUCT MATRIX


The $(\mathrm{N}-1)^{2}$ terms that comprise this double sum fall into three groups. The first contains the terms where the segments in the product are identical (when $i=j$ ). The second group contains the terms where the two segments are connected, that is, when they share a common point (when $\mathrm{i}=\mathrm{j}+1$ or $\mathrm{j}=\mathrm{i}+1$ ). The third group contains the terms where the segments in the product are disjoint (all other terms). Evaluating these groups separately, we have:

Group 1: Identical Segments.
When $\mathrm{i}=\mathrm{j}$, the terms fall on the major diagonal of the product matrix. In this case Equation E2.1 above reduces to:

$$
\begin{gathered}
=\sum_{i=1}^{N-1} \mathbf{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right)^{2}\right\} \\
=\sum_{i=1}^{N-1} \mathbf{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right)\right\}^{2} \\
=\sum_{i=1}^{N-1} \mathbf{E}\left\{\left(\mathrm{~d}_{12}\right)^{2}\right\} \\
=(\mathrm{N}-1) \mathrm{d}_{12} \mathrm{~d}_{12} \\
=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]
\end{gathered}
$$

where $\mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]$ represents the expectation of the square of the mean interpoint distance for samples of size N from the population under consideration.

Group 2: Connected Segments.
When $\mathrm{i}=\mathrm{j}+1$ or $\mathrm{j}=\mathrm{i}+1$, the terms fall on the two minor diagonals just above and below the major diagonal of the product matrix. To select these terms, Equation E2.1 above becomes:

$$
\begin{aligned}
& =\sum_{i=1}^{N-1} \mathbf{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right)\right\} \\
& =\sum_{j=1}^{N-1} \mathbf{E}\left\{d\left(c_{[j]}, c_{[j+1]}\right) d\left(c_{[j+1]}, c_{[j+2]}\right)\right\}
\end{aligned}
$$

If we make the following definition:

$$
\mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]=\mathbf{E}\left\{d\left(c_{[j]}, c_{[j+1]}\right) d\left(c_{[j+1]}, c_{[j+2]}\right)\right\}
$$

then $\mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]$ is the expectation of the product of two connected segments, and the above expression becomes:

$$
\begin{gathered}
=\sum_{i=1}^{N-2} \mathrm{E}\left[\mathrm{~d}_{12} \mathrm{~d}_{23}\right]+\sum_{j=1}^{N-2} \mathrm{E}\left[\mathrm{~d}_{12} \mathrm{~d}_{23}\right] \\
\quad=2(\mathrm{~N}-2) \mathrm{E}\left[\mathrm{~d}_{12} \mathrm{~d}_{23}\right]
\end{gathered}
$$

Group 3: Disjoint Segments.
There are $(\mathrm{N}-1)^{2}-(\mathrm{N}-1)-(2(\mathrm{~N}-2))=(\mathrm{N}-2)(\mathrm{N}-3)$ terms left in this summation. Under the assumption that the segments in the terms are independent, the expectation in Equation E2.1 distributes over the product segments, yielding (N-2)(N-3) terms of the form

$$
\begin{gathered}
=\mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right)\right\} \mathrm{E}\left\{d\left(c_{[j]}, c_{[j+1]}\right)\right\} \\
=\mathbf{E}\left[\mathrm{d}_{12}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]=\mathbf{E}^{2}\left[\mathrm{~d}_{12}\right]
\end{gathered}
$$

$\mathbf{E}^{2}\left[d_{12}\right]$ is the square of the expectation of the mean interpoint distance for samples of size N from the population under consideration, and the sum of these independent terms is:

$$
(\mathrm{N}-2)(\mathrm{N}-3) \mathbf{E}^{2}\left[\mathrm{~d}_{12}\right]
$$

Note that the binomial expansion can be used to enumerate the terms in these groups. This double summation represents the square of an expression containing ( $\mathrm{N}-1$ ) terms, e.g. $\left(x_{1}+x_{2}+x_{3}+\ldots+x_{N-1}\right)^{2}$. From the binomial expansion, we know that this expression contains ( $\mathrm{N}-1$ ) squared terms, and $(\mathrm{N}-1)(\mathrm{N}-2)$ linear terms, for a total of $(\mathrm{N}-1)^{2}$ terms. The ( $\mathrm{N}-1$ ) squared terms are those terms that contain identical segments. Both the connected and disjoint terms are linear terms, so the ( $\mathrm{N}-1$ )(N-2) linear terms can be partitioned into connected and disjoint terms. So, the sum of the $2(\mathrm{~N}-2)$ connected terms
and the ( $\mathrm{N}-2$ ) ( $\mathrm{N}-3$ ) disjoint terms yields the $(\mathrm{N}-1)(\mathrm{N}-2)$ linear terms of the binomial expansion of this expression.

Now, combining the partial sums from the three groups above, we have:

$$
\mathbf{E}\left\{\mathrm{DP}^{2}\right\}=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]+2(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+(\mathrm{N}-2)(\mathrm{N}-3) \mathbf{E}^{2}\left[\mathrm{~d}_{12}\right]
$$

### 2.4.3 The Third Moment of DP.

In order to compute the third central moment of DP, we need to evaluate the expectation of $\mathrm{DP}^{3}$. This is:

$$
\begin{aligned}
& \mathbf{E}\left\{\mathrm{DP}^{3}\right\}=\mathbf{E}\left\{\mathrm{PL}\left(\mathbf{C}_{\mathbf{t}}\right)^{3}\right\}=\mathbf{E}\left\{\left(\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)\right)^{3}\right\} \\
& =\mathbf{E}\left\{\begin{array}{l}
N-1 \\
\sum_{i=1}^{N} d\left(c_{[i]}, c_{[i+1]}\right) \\
\left.\sum_{j=1}^{N-1} d\left(c_{[j]}, c_{[j+1]}\right) \sum_{k=1}^{N-1} d\left(c_{[k]}, c_{[k+1]}\right)\right\}, ~
\end{array}\right. \\
& \text { Equation E2.2: }=\sum_{i=1}^{N-1 N-1 N-1} \sum_{j=1} \mathrm{E}_{k=1}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[j]}, c_{[j+1]}\right) d\left(c_{[k]}, c_{[k+1]}\right\}\right.
\end{aligned}
$$

As before, the $(\mathrm{N}-1)^{3}$ terms that comprise this triple sum will be organized into groups to facilitate evaluating this expectation. The first of these six groups contains the terms where the three segments in the product are identical (when $\mathrm{i}=\mathrm{j}=\mathrm{k}$ ). The second group contains terms with two identical segments, and one connected segment (when $\mathrm{i}=\mathrm{j}=\mathrm{k}+1, \mathrm{i}=\mathrm{j}=\mathrm{k}-1, \mathrm{j}=\mathrm{k}=\mathrm{i}+1, \mathrm{j}=\mathrm{k}=\mathrm{i}-1, \mathrm{k}=\mathrm{i}=\mathrm{j}+1$ or $\mathrm{k}=\mathrm{i}=\mathrm{j}-1$ ). The third group contains terms made up of two identical segments, and one disjoint segment (when $\mathrm{i}=\mathrm{j}, \mathrm{i}=\mathrm{k}$ or $\mathrm{j}=\mathrm{k}$, and excluding terms in groups 1 and 2). The fourth group contains terms with three connected segments (when $\mathrm{i}=\mathrm{j}+1=\mathrm{k}+2, \mathrm{i}=\mathrm{k}+1=\mathrm{j}+2, \mathrm{j}=\mathrm{k}+1=\mathrm{i}+2, \mathrm{j}=\mathrm{i}+1=\mathrm{k}+2, \mathrm{k}=\mathrm{j}+1=\mathrm{i}+2$, or $\mathrm{k}=\mathrm{i}+1=\mathrm{j}+2$, excluding terms in groups 1,2 and 3 ). The fifth group contains terms with
two segments that share a common point (connected), and a third disjoint segment (when $\mathrm{i}=\mathrm{j}+1, \mathrm{i}=\mathrm{k}+1, \mathrm{j}=\mathrm{i}+1, \mathrm{j}=\mathrm{k}+1, \mathrm{k}=\mathrm{i}+1$. or $\mathrm{k}=\mathrm{j}+1$ ) excluding terms appearing in any preceding groups). The sixth group contains the terms with three disjoint segments. First we will enumerate the terms in these groups, and then we will evaluate these groups separately, as before.

## Group 1: Three Identical Segments:

When $\mathrm{i}=\mathrm{j}=\mathrm{k}$, the terms in the 3-tuple are identical, and fall on the major diagonal of the three-dimensional product matrix. In this case there are exactly $\mathrm{N}-1$ of these terms, so Equation E2.2 above reduces to:

$$
\begin{gathered}
=\sum_{i=1}^{N-1} \mathbf{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right)^{3}\right\} \\
=\sum_{i=1}^{N-1} \mathbf{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right)\right\}^{3} \\
=\sum_{i=1}^{N-1} \mathrm{E}\left[\mathrm{~d}_{12} \mathrm{~d}_{12} \mathrm{~d}_{12}\right] \\
=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{3}\right]
\end{gathered}
$$

where $\mathbf{E}\left[\mathrm{d}_{12}{ }^{3}\right]$ represents the expectation of the cube of the mean interpoint distance for samples of size N from the population under consideration.

Group 2: Two Identical and One Connected Segment.
The terms that contain two identical segments and one connected segment are of one of these following forms: $\mathrm{i}=\mathrm{j}=\mathrm{k}+1, \mathrm{i}=\mathrm{j}=\mathrm{k}-1, \mathrm{j}=\mathrm{k}=\mathrm{i}+1, \mathrm{j}=\mathrm{k}=\mathrm{i}-1, \mathrm{k}=\mathrm{i}=\mathrm{j}+1$ or $\mathrm{k}=\mathrm{i}=\mathrm{j}-1$. For any of these six forms, we have from Equation E2.2:

$$
\sum_{i=1}^{N-2} \mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right\}\right.
$$

If we make the following definition:

$$
\mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]=\mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right\},\right.
$$

then $\mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]$ is the expectation of a product that contain two identical segments, and one connected segment. Then we have:

$$
(\mathrm{N}-2) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]
$$

And, accounting for all six cases, we have:

$$
6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12}^{2} \mathrm{~d}_{23}\right]
$$

These terms may be enumerated more succinctly using combinatorics. First we count the number of ways to choose a pair of connected segments (for example, a,b). There are $\mathrm{N}-2$ ways to do that. Then, note that there are 6 ways to obtain a 3 -tuple that contains two identical segments and one connected segment: (a,a,b), (a,b,a), (b,a,a), (b,b,a), (b,a,b) and (a,b,b). So, there are 6(N-2) terms with two identical segments and one connected segment, and given the above definition, for this group we have:

$$
6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]
$$

Group 3: Two Identical and One Disjoint Segment.
All terms that contain two identical segments are of the following form:

$$
\sum_{i=1}^{N-1 N} \sum_{j=1}^{N-1 N-1} \sum_{k=1}^{\mathrm{E}}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[j]}, c_{[j+1]}\right) d\left(c_{[k]}, c_{[k+1]}\right\}\right.
$$

where $\mathrm{i}=\mathrm{j}, \mathrm{i}=\mathrm{k}$ or $\mathrm{j}=\mathrm{k}$. As an example, we have for any one of these three functionally identical cases:

$$
\sum_{i=1}^{N-1 N-1} \sum_{j=1} \mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[j]}, c_{[j+1]}\right\}\right.
$$

The subscripts on the first summation is unconstrained, and the subscript on the second summation can be anything except the (single) value of the first summation, so there are $(\mathrm{N}-1)(\mathrm{N}-2)$ terms of this form in each dimension, for a total of $3(\mathrm{~N}-1)(\mathrm{N}-2)$ of these terms to account for. $6(\mathrm{~N}-2)$ of these terms are accounted for in Group 2, the terms with two identical segments and one connected segment. Hence, there are:

$$
\begin{gathered}
3(\mathrm{~N}-1)(\mathrm{N}-2)-(6(\mathrm{~N}-2)) \\
=3(\mathrm{~N}-2)[(\mathrm{N}-1)-(2)] \\
=3(\mathrm{~N}-2)(\mathrm{N}-3)
\end{gathered}
$$

terms of this form. Evaluating the expectation for one term, we have:

$$
\begin{gathered}
=\mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[j]}, c_{[j+1]}\right\}\right. \\
=\mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{12} \mathrm{~d}_{34}\right] \\
=\mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mathbf{E}\left[\mathrm{d}_{34}\right]=\mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]
\end{gathered}
$$

Accounting for all terms in this group, we have:

$$
3(\mathrm{~N}-2)(\mathrm{N}-3) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]
$$

Again, let us confirm this result by using combinatorics to numerate these terms.
First we count the number of ways to choose a pair of disjoint segments. There are ${ }_{\mathrm{N}-1} \mathrm{C}_{2}$ ways to choose a pair of segments, but (from Group 2 above) N-2 of these pairs are adjacent. Because $\mathrm{N}-2={ }_{\mathrm{N}-2} \mathrm{C}_{1}$, the number of ways to choose a pair of disjoint segments from $\mathrm{N}-1$ segments is

$$
\mathrm{N}-1 \mathrm{C}_{2}-\mathrm{N}-2 \mathrm{C}_{1}
$$

Now, a basic relationship in combinatorics is:

$$
{ }_{\mathrm{n}} \mathrm{C}_{\mathrm{k}}={ }_{(\mathrm{n}-1)} \mathrm{C}_{(\mathrm{k}-1)}+{ }_{(\mathrm{n}-1)} \mathrm{C}_{\mathrm{k}}
$$

(see, for example, Charalambides 2002). Substituting N-1 for n, and 2 for $k$, we have

$$
{ }_{\mathrm{N}-1} \mathrm{C}_{2}={ }_{\mathrm{N}-2} \mathrm{C}_{1}+{ }_{(\mathrm{N}-2)} \mathrm{C}_{2} .
$$

And the number of ways to choose a pair of disjoint segments is

$$
{ }_{\mathrm{N}-1} \mathrm{C}_{2}-{ }_{\mathrm{N}-2} \mathrm{C}_{1}={ }_{(\mathrm{N}-2)} \mathrm{C}_{2}=\frac{(\mathrm{N}-2)(\mathrm{N}-3)}{2}
$$

Then (as demonstrated above), note that there are 6 ways to obtain a 3-tuple that contains two identical segments and one disconnected segment. So, the total number of terms that contain two identical segments and one disconnected segment are

$$
6 \frac{(\mathrm{~N}-2)(\mathrm{N}-3)}{2}=3(\mathrm{~N}-2)(\mathrm{N}-3)
$$

and given the above definition, for this group we have:

$$
3(\mathrm{~N}-2)(\mathrm{N}-3) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]
$$

Group 4: Three Connected Segments.

The terms that contain three connected segments are of the form:

$$
\sum_{i=1}^{N-3} \mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right) d\left(c_{[i+2]}, c_{[i+3]}\right\}\right.
$$

Note that there are $\binom{3}{2}$ distinct (and functionally identical) orderings of the three
summands: $(i, j, k),(i, k, j),(j, i, k),(j, k, i),(k, i, j)$ and $(k, j, i)$, so there are 6 ways to choose an appropriate 3-tuple. Now, how many such 3-tuples are there? Note that there are N-3 ways to select the last term. However, once that term is selected, the first two terms are already determined, so there are $\mathrm{N}-3$ ways to choose 3-tuples with three connected terms, for a total of $6(\mathrm{~N}-3)$ terms containing three connected segments. These terms are of the form:

$$
\begin{gathered}
\mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right) d\left(c_{[i+2]}, c_{[i+3]}\right\}\right. \\
=\mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23} \mathrm{~d}_{34}\right]
\end{gathered}
$$

And, accounting for all terms in this group, we have:

$$
6(\mathrm{~N}-3) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23} \mathrm{~d}_{34}\right]
$$

Group 5: Two Connected and One Disjoint Segment.
The terms that contain two connected segments and one disjoint segment are of the form:

$$
\sum_{\substack{i=1 \\ j \neq i i-1, i, i+1, i+2]}}^{N-2} \sum_{j=1}^{N-1} \mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right) d\left(c_{[j]}, c_{[j+1]}\right\}\right.
$$

First we will count the number of ways to obtain 3-tuples of this form. From Group 2 we know that there are $\mathrm{N}-2$ ways to choose a pair of adjacent terms. Now, we must select a term that is not adjacent to either of the terms in the pair. If the pair of adjacent terms is either the first two terms or the last two terms, there are $\mathrm{n}-4$ possible terms to choose. If the pair of adjacent terms is neither the first two terms nor the last two terms, there are $\mathrm{n}-5$ possible terms to choose. Therefore, there are a total of:

$$
2(\mathrm{~N}-4)+((\mathrm{N}-2)-2)(\mathrm{N}-5)=2(\mathrm{~N}-4)+(\mathrm{N}-4)(\mathrm{N}-5)=(\mathrm{N}-3)(\mathrm{N}-4)
$$

ways to select the terms that contain two connected segments and one disjoint segment.
We have shown earlier that there are 6 ways to choose an appropriate 3 -tuple, so there are a total of $6(\mathrm{~N}-3)(\mathrm{N}-4)$ terms in this group. Now, evaluating the expectation for one term, we have:

$$
\begin{gathered}
\mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right) d\left(c_{[j]}, c_{[j+1]}\right\}\right. \\
=\mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[i+1]}, c_{[i+2]}\right)\right\} \mathrm{E}\left\{d\left(c_{[j]}, c_{[j+1]}\right\}\right\} \\
=\mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \mathbf{E}\left[\mathrm{d}_{45}\right] \\
=\mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]
\end{gathered}
$$

because $\mathbf{E}\left[\mathrm{d}_{45}\right]$ is the same as $\mathbf{E}\left[\mathrm{d}_{12}\right]$. Accounting for all terms in this group, we have:

$$
6(\mathrm{~N}-3)(\mathrm{N}-4) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]
$$

## Group 6: Three Disjoint Segments.

The terms that contain three disjoint segments are of the form:

$$
\sum_{i=1}^{N-1 N-1 N-1} \sum_{j=1}^{N} \mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[j]}, c_{[j+1]}\right) d\left(c_{[k]}, c_{[k+1]}\right\}\right.
$$

Note that there are six distinct (and functionally identical) orderings of the subscripts; $i, j, k ; i, k, j ; j, i, k ; j, k, i ; k, i, j$ and $k, j, i$. This corresponds to the six ways to obtain appropriate 3-tuples of this form. Now we will determine the number of ways to choose three disjoint terms, the terms in this group will be 6 times this number.

We will use an inductive argument to demonstrate that there are ${ }_{\mathrm{N}-3} \mathrm{C}_{3}$ ways to choose three disjoint terms. It is clear by observation that N-3 must be greater than 4. First we count the number of ways to choose three disjoint segments where none of the segments is the last one. This is simply choosing three disjoint segments from the first N 2 segments, and by my inductive hypothesis there are ${ }_{(N-2-3)} \mathrm{C}_{3}$ or ${ }_{(\mathrm{N}-5)} \mathrm{C}_{3}$ ways to do this. Now, we determine the remaining ways to choose three disjoint segments, that is, the ways where one of the segments is the last one. In this case, the next to the last segment cannot be selected, and two disjoint segments must be selected from the remaining N-3 objects. From Group 3 we already know that the number of ways to choose a pair of disjoint segments from $\mathrm{N}-1$ segments is

$$
{ }_{\mathrm{N}-2} \mathrm{C}_{2}=\frac{(\mathrm{N}-2)(\mathrm{N}-3)}{2}
$$

So the number of ways to choose a pair of disjoint segments from $\mathrm{N}-3$ segments is

$$
\mathrm{N}-4 \mathrm{C}_{2}=\frac{(\mathrm{N}-4)(\mathrm{N}-5)}{2}
$$

Therefore, the total number of ways to select three disjoint segments is

$$
N-4 \mathrm{C}_{3}+\mathrm{N}-4 \mathrm{C}_{2}
$$

However, using the basic combinatorics relationship from Group 3, we know that

$$
{ }_{N-3} C_{3}=N-4 C_{3}+N-4 C_{2}
$$

Hence, the total number of terms that contain three disjoint segments is

$$
6\left(\mathrm{~N}-3 \mathrm{C}_{3}\right)=6\left(\frac{(\mathrm{~N}-3)!}{3!(\mathrm{N}-6)!}\right)=6\left(\frac{(\mathrm{~N}-3)(\mathrm{N}-4)(\mathrm{N}-5)(\mathrm{N}-6)!}{6(\mathrm{~N}-6)!}\right)=(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)
$$

So, for all six cases there are a total of $(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)$ terms.
Evaluating the expectation for one term, we have:

$$
\begin{gathered}
\mathrm{E}\left\{d\left(c_{[i]}, c_{[i+1]}\right) d\left(c_{[j]}, c_{[j+1]}\right) d\left(c_{[k]}, c_{[k+1]}\right\}\right. \\
=\mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{34} \mathrm{~d}_{56}\right] \\
=\mathbf{E}\left[\mathrm{d}_{12}\right] \mathbf{E}\left[\mathrm{d}_{34}\right] \mathbf{E}\left[\mathrm{d}_{56}\right] \\
=\mathbf{E}\left[\mathrm{d}_{12}\right] \mathbf{E}\left[\mathrm{d}_{12}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]=\mathbf{E}^{3}\left[\mathrm{~d}_{12}\right]
\end{gathered}
$$

And, accounting for all terms with three disjoint segments, we have:

$$
[(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)] \mathbf{E}^{3}\left[\mathrm{~d}_{12}\right]
$$

Note that we have now enumerated all of the terms that make up these six cases. As these cases represent the cube of ( $\mathrm{N}-1$ ) terms, the total number of terms in these six cases should be $(\mathrm{N}-1)^{3}$. As a check, we demonstrate that:

$$
(\mathrm{N}-1)^{3} \stackrel{?}{=}(\mathrm{N}-1)+6(\mathrm{~N}-2)+3(\mathrm{~N}-2)(\mathrm{N}-3)+6(\mathrm{~N}-3)+6(\mathrm{~N}-3)(\mathrm{N}-4)+[(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)]
$$

Note first the left side of the equation, and $(N-1)^{3}=N^{3}-3 N^{2}+-3 N-1$. Now, expanding the right-hand side of the above equation, we have:

$$
(\mathrm{N}-1)+(6 \mathrm{~N}-12)+\left(3 \mathrm{~N}^{2}-13 \mathrm{~N}+18\right)+(6 \mathrm{~N}-18)+\left(6 \mathrm{~N}^{2}-42 \mathrm{~N}+72\right)+\left(\mathrm{N}^{3}-12 \mathrm{~N}^{2}+47 \mathrm{~N}-60\right)
$$

And collecting like terms, we have:

$$
\begin{gathered}
\mathrm{N}^{3}+(3+6-12) \mathrm{N}^{2}+(1+6-15+6-42+47) \mathrm{N}+(-1-12+18-18+72-60) \\
\mathrm{N}^{3}-3 \mathrm{~N}^{2}+-3 \mathrm{~N}-1
\end{gathered}
$$

The expectation of $\mathrm{DP}^{3}$ is the sum of all of the expressions derived in the preceding six cases. Hence, the expectation of $\mathrm{DP}^{3}$ is:

$$
\begin{gathered}
\mathbf{E}\left\{\mathrm{DP}^{3}\right\}=\mathbf{E}\left\{\operatorname{PL}\left(\mathbf{C}_{\mathbf{t}}\right)^{3}\right\}=\mathbf{E}\left\{\left(\sum_{i=1}^{N-1} d\left(c_{[i]}, c_{[i+1]}\right)\right)^{3}\right\} \\
=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{3}\right]+6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]+3(\mathrm{~N}-2)(\mathrm{N}-3) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mathbf{E}\left[\mathrm{d}_{12}\right] \\
+6(\mathrm{~N}-3) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23} \mathrm{~d}_{34}\right]+6(\mathrm{~N}-3)(\mathrm{N}-4) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]+[(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)] \mathbf{E}^{3}\left[\mathrm{~d}_{12}\right] .
\end{gathered}
$$

Now, the third central moment is

$$
\begin{gathered}
\mathrm{E}\left(\mathrm{DP}-\mu_{\mathrm{DP}}\right)^{3}=\mathrm{E}\left(\mathrm{DP}^{3}-3 \mu_{\mathrm{DP}} \mathrm{DP}^{2}+3 \mu_{\mathrm{DP}}{ }^{2} \mathrm{DP}-\mu_{\mathrm{DP}}{ }^{3}\right) \\
=\mathrm{E}\left(\mathrm{DP}^{3}\right)-3 \mu_{\mathrm{DP}} \mathrm{E}\left(\mathrm{DP}^{2}\right)+3 \mu_{\mathrm{DP}}{ }^{2} \mathrm{E}(\mathrm{DP})-\mu_{\mathrm{DP}}{ }^{3} \\
=\mathrm{E}\left(\mathrm{DP}^{3}\right)-3 \mu_{\mathrm{DP}} \mathrm{E}\left(\mathrm{DP}^{2}\right)+3 \mu_{\mathrm{DP}}{ }^{2} \mu_{\mathrm{DP}}-\mu_{\mathrm{DP}}{ }^{3} \\
=\mathrm{E}\left(\mathrm{DP}^{3}\right)-3 \mu_{\mathrm{DP}} \mathrm{E}\left(\mathrm{DP}^{2}\right)+2 \mu_{\mathrm{DP}}{ }^{3}
\end{gathered}
$$

Substituting the previously derived expressions for $\mathrm{E}\left(\mathrm{DP}^{3}\right)$ and $\mathrm{E}\left(\mathrm{DP}^{2}\right)$ in the equation above, we have for the third central moment:

$$
\begin{gathered}
\mathrm{E}\left(\mathrm{DP}-\mu_{\mathrm{DP}}\right)^{3}=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{3}\right]+6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]+3(\mathrm{~N}-2)(\mathrm{N}-3) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mathbf{E}\left[\mathrm{d}_{12}\right] \\
+6(\mathrm{~N}-3) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23} \mathrm{~d}_{34}\right]+6(\mathrm{~N}-3)(\mathrm{N}-4) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]+[(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)] \mathbf{E}^{3}\left[\mathrm{~d}_{12}\right] \\
-3 \mu_{\mathrm{DP}}\left\{(\mathrm{~N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]+2(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+(\mathrm{N}-2)(\mathrm{N}-3) \mathbf{E}^{2}\left[\mathrm{~d}_{12}\right]\right\}+2 \mu_{\mathrm{DP}}{ }^{3} \\
\text { or } \\
=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{3}\right]+6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]+3(\mathrm{~N}-2)(\mathrm{N}-3) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mathbf{E}\left[\mathrm{d}_{12}\right] \\
+6(\mathrm{~N}-3) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23} \mathrm{~d}_{34}\right]+6(\mathrm{~N}-3)(\mathrm{N}-4) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \mathbf{E}\left[\mathrm{d}_{12}\right]+[(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)] \mathbf{E}^{3}\left[\mathrm{~d}_{12}\right] \\
-3(\mathrm{~N}-1) \mu_{\mathrm{DP}} \mathbf{E}\left[\mathrm{~d}_{12}{ }^{2}\right]-6(\mathrm{~N}-2) \mu_{\mathrm{DP}} \mathbf{E}\left[\mathrm{~d}_{12} \mathrm{~d}_{23}\right]-3(\mathrm{~N}-2)(\mathrm{N}-3) \mu_{\mathrm{DP}} \mathbf{E}^{2}\left[\mathrm{~d}_{12}\right]+2 \mu_{\mathrm{DP}}{ }^{3}
\end{gathered}
$$

### 2.4.4 The Mean, Variance, Standard Deviation and Skewness of DP

From the moments of DP, the mean, variance and skewness can easily be derived.
The mean is simply the first (central) moment, so:

$$
\mu_{\mathrm{DP}}=(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}\right]
$$

The variance of DP is:

$$
\mathbf{E}\left\{\mathrm{DP}^{2}\right\}-\mathbf{E}^{2}\{\mathrm{DP}\}
$$

$$
\begin{aligned}
= & (\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}^{2}\right]+2(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+(\mathrm{N}-2)(\mathrm{N}-3) \mu_{\mathrm{DP}}^{2}-\mu_{\mathrm{DP}}{ }^{2} \\
& =(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}^{2}\right]+2(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+((\mathrm{N}-2)(\mathrm{N}-3)-1) \mu_{\mathrm{DP}}^{2}
\end{aligned}
$$

The standard deviation of DP is square root of the variance, or

$$
\left\{(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]+2(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+((\mathrm{N}-2)(\mathrm{N}-3)-1) \mu_{\mathrm{DP}}{ }^{2}\right\}^{1 / 2}
$$

The skewness of DP is the third central moment divided by the cube of the standard deviation, or

$$
\begin{gathered}
(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{3}\right]+6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]+3(\mathrm{~N}-2)(\mathrm{N}-3) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \boldsymbol{\mu}_{\mathrm{DP}} \\
+6(\mathrm{~N}-3) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23} \mathrm{~d}_{34}\right]+6(\mathrm{~N}-3)(\mathrm{N}-4) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \boldsymbol{\mu}_{\mathrm{DP}} \\
-3(\mathrm{~N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]+6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+3(\mathrm{~N}-2)(\mathrm{N}-3) \mu_{\mathrm{DP}}{ }^{2}+(2+(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)) \mu_{\mathrm{DP}}{ }^{3}
\end{gathered}
$$

divided by

$$
\left(\left\{(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]+2(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+((\mathrm{N}-2)(\mathrm{N}-3)-1) \mu_{\mathrm{DP}}{ }^{2}\right\}^{1 / 2}\right)^{3}
$$

or,

$$
\begin{gathered}
(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{3}\right]+6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2} \mathrm{~d}_{23}\right]+3(\mathrm{~N}-2)(\mathrm{N}-3) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right] \mu_{\mathrm{DP}} \\
+6(\mathrm{~N}-3) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23} \mathrm{~d}_{34}\right]+6(\mathrm{~N}-3)(\mathrm{N}-4) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right] \mu_{\mathrm{DP}} \\
-3(\mathrm{~N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]+6(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+3(\mathrm{~N}-2)(\mathrm{N}-3) \boldsymbol{\mu}_{\mathrm{DP}}{ }^{2}+(2+(\mathrm{N}-3)(\mathrm{N}-4)(\mathrm{N}-5)) \mu_{\mathrm{DP}}{ }^{3}
\end{gathered}
$$

divided by

$$
\left\{(\mathrm{N}-1) \mathbf{E}\left[\mathrm{d}_{12}{ }^{2}\right]+2(\mathrm{~N}-2) \mathbf{E}\left[\mathrm{d}_{12} \mathrm{~d}_{23}\right]+((\mathrm{N}-2)(\mathrm{N}-3)-1) \mu_{\mathrm{DP}}{ }^{2}\right\}^{1.5}
$$

### 2.5 Conclusions

The space-time clustering statistic DP was formally presented in this chapter, with some discussion of its properties. The first three moments of DP were derived here, along with its mean, variance and skewness. The next chapter describes the simulation studies that were carried out to further investigate DP and its properties.

## Chapter III

## METHODOLOGY AND RESULTS OF SIMULATION COMPARISON STUDIES

### 3.0 Introduction

Simulation studies were carried out on DP, Knox's Test (KNOX), and Mantel's Generalized Regression (MGR), to investigate the properties of DP under various conditions, and to compare the performance of DP to that of KNOX and MGR, using data of various sample sizes and degrees of clustering. In this chapter, the methods and rationale for generating the data for use in the simulation studies are described, and the procedure for carrying out these simulation studies is outlined.

### 3.1 Generating Clustered Data.

There are three generally recognized models for disease clustering. Point-source clustering occurs when the observed clustered data all arise from a single point source. Separate-source clustering occurs when the observed clustered data is made up of several separate point source clusters, which may or may not be complete clusters. Contagion clustering occurs when the observed clustered data may be made up of several separate clusters, but successive data points within a cluster arise from other data points (instead of from point sources). The observed contagion clustering data may or may not be complete.

To investigate the statistics in this research, data were generated using a separatesource clustering model in the following manner. Data were generated using the unit square as the spatial area and the unit interval as the time interval. So, a case is denoted
by the ordered triplet $(\mathrm{X}, \mathrm{Y}, \mathrm{T})$, where $0 \leq \mathrm{X} \leq 1,0 \leq \mathrm{Y} \leq 1$, and $0 \leq \mathrm{T} \leq 1$. Let n denote the number of observed cases, that is, the total sample size in this set of clustered data.

The sizes of the clusters in the observed set of data will be determined by the Poisson distribution. Select $\mathrm{n}_{1} \sim \operatorname{Poisson}(\boldsymbol{\lambda})$ as the size of the first cluster. If $\mathrm{n}_{1} \geq \mathbf{n}$, then set $\mathrm{n}_{1}=$ $\mathbf{n}$, and there is only one cluster in the observed set of data. If $\mathrm{n}_{1} \leq \mathbf{n}$, select $\mathrm{n}_{2} \sim$ Poisson ( $\boldsymbol{\lambda}$ ) as the size of the second cluster. If $\mathrm{n}_{1}+\mathrm{n}_{2} \geq \mathbf{n}$, then set $\mathrm{n}_{2}=\mathbf{n}-\mathrm{n}_{1}$, and there are two clusters in the observed set of data. If $n_{1}+n_{2} \leq \mathbf{n}$, select $n_{3} \sim \operatorname{Poisson}(\boldsymbol{\lambda})$ as the size of the third cluster. If $n_{1}+n_{2}+n_{3} \geq \mathbf{n}$, then set $n_{3}=\mathbf{n}-\left(n_{1}+n_{2}\right)$, and there are three clusters in the observed set of data. This continues until enough cluster sizes are determined that sum to $\mathbf{n}$, the sample size of the observed data set.

Data points (cases) within each of the clusters in the observed set of data will be determined as follows. The first cluster source $\left(\mathrm{X}_{\mathrm{S} 1}, \mathrm{Y}_{\mathrm{S} 1}, \mathrm{~T}_{\mathrm{S} 1}\right)$ is selected at random in the unit square and on the unit interval. The first case in the first cluster is located in a random direction $\theta_{1}$ away from the first cluster source, at a distance $\mathrm{d}_{1}$ from the first cluster source, where $d_{1} \sim$ exponential ( $\boldsymbol{\delta}$ ). The Cartesian coordinates $X_{1}$ and $Y_{1}$ of this point are $\mathrm{X}_{1}=\mathrm{X}_{\mathrm{S} 1}+\cos \left(\theta_{1}\right) * \mathrm{~d}_{1}$ and $\mathrm{Y}_{1}=\mathrm{Y}_{\mathrm{S} 1}+\sin \left(\theta_{1}\right) * \mathrm{~d}_{1}$. $\mathrm{T}_{1}$ is set equal to $\mathrm{t}_{1}$, where $\mathrm{t}_{1}$ $\sim$ exponential $(\tau)$. This produces the first point $\left(X_{1}, Y_{1}, T_{1}\right)$. The next case $\left(X_{2}, Y_{2}, T_{2}\right)$ will be located in a random direction $\theta_{1}$ away from the cluster source, at a distance $\mathrm{d}_{2}$ from the cluster source, where $d_{2} \sim$ exponential ( $\delta$ ). The Cartesian coordinates $X_{2}$ and $Y_{2}$ of this point are $\mathrm{X}_{2}=\mathrm{X}_{\mathrm{S} 1}+\cos \left(\theta_{2}\right) * \mathrm{~d}_{2}$ and $\mathrm{Y}_{2}=\mathrm{Y}_{\mathrm{S} 1}+\sin \left(\theta_{2}\right) * \mathrm{~d}_{2}$. $\mathrm{T}_{2}$ will be set at a time interval $t_{2}$ from the cluster source, where $t_{12} \sim \operatorname{exponential}(\tau)$. So, $T_{2}=T_{1}+t_{1}$, which produces the second point $\left(\mathrm{X}_{2}, \mathrm{Y}_{2}, \mathrm{~T}_{2}\right)$. Each subsequent case in the first cluster will be determined in the same manner: This continues until all of the points in the cluster have been generated. The entire process repeats for each cluster in the observed set of data, until all of the $\mathbf{n}$ data cases in the observed set of data have been generated.

Note that this process may generate cases that fall outside the unit square in space, or outside the unit interval in time. Cases that fall outside the unit square or the unit interval
are discarded. This emulates what happens in real life, for an investigation of disease clustering typically is bounded in space or time. Hence, there may be cases that are a part of the disease cluster but are unobservable, because they fall outside the geographic region or time interval of interest. Because of this, the actual number of data cases analyzed may be slightly less than $\mathbf{n}$, the target number of data cases in the observed set of data.

### 3.2 Simulation Plan.

The following parameters govern the simulation of clustered data cases:

| $\mathbf{n}$ | The number of cases in the complete data set. |
| :---: | :--- |
| $\boldsymbol{\lambda}$ | The Poisson parameter, which is the average cluster size in the complete data set. |
| $\delta$ | The exponential parameter, which is the average distance from a case to its point <br> source. |
| $\tau$ | The exponential parameter, which is the average time from a case to the next case <br> (if any) in the same cluster.. |

The observed number of cases and average cluster size have expectations slightly smaller than $\mathbf{n}$ and $\lambda$, respectively. A preliminary study was conducted to determine how these parameters influence the degree of clustering in the simulated data cases. In this study, clustered data were generated by varying $\delta$ and $\tau$ through 12 values ranging from 0.01 to 0.5 . Plots were made of $x$ vs. $y$, $x$ vs. $t$, and $y$ vs. $t$, for the data cases generated at each of these 12 parameter values, to examine the degree of clustering that these values produced. Examples of these plots appear on the following page; the different colors in the plots represent different clusters. Based on an evaluation of these results, $\delta$ and $\tau$ values of 0.01 were used to simulate data with strong clustering, values of 0.10 were used to simulate data with moderate clustering, and values of 0.20 were used to simulate data with weak clustering. To account for all of the possible combinations of the three values of $\delta$ and $\tau$, nine simulation runs must be conducted.
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Observed data cases were generated for $\mathbf{n}=25,50,100,250$ and 500. Cases were also generated for $\lambda=5,10,25$, and 50 . Because it is reasonable to expect $\lambda$ to be small as compared to $\mathbf{n}$, simulated data cases were generated only when $\boldsymbol{\lambda} \leq \mathbf{n} / 5$. So data cases were generated for $\lambda=5$ when $\mathbf{n}=25, \lambda=5$ and 10 when $\mathbf{n}=50$ and when $\mathbf{n}=100, \lambda=5$, 10 and 25 when $\mathbf{n}=250$, and $\lambda=5,10,25$, and 50 when $\mathbf{n}=500$. At each of these 12 combinations of $\lambda$ and $\mathbf{n}$, a simulation run was conducted for data generated at each of the nine combinations of the values of $\delta$ and $\tau$, for a total of 108 simulation runs.

In addition to the simulations conducted using data cases generated according to the separate-source clustering model, simulations were also conducted for data cases generated randomly in both space and time. Simulations on data that are completely random in both space and time serve to validate the computer programming in this research, for there should be no unusual patterns in the results of these statistics on random data. These simulations were conducted for $\mathbf{n}=25, \mathbf{n}=50, \mathbf{n}=100, \mathbf{n}=250$, and $\mathbf{n}=500$, for a total of 5 simulations on completely random data. Altogether, 113
simulations were conducted to investigate the statistics in this research. This is depicted in the following table:

Table 3.1: Number of Simulations Conducted to Examine the Performance of DP, Knox's Test, and Mantel's Generalized Regression

| lambda | delta | tau | $\mathbf{n}=25$ | $\mathbf{n}=50$ | $\mathbf{n}=100$ | $\mathbf{n}=250$ | $\mathbf{n}=500$ |  |
| ---: | :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 3 values | 3 values | 9 simulations | 9 simulations | 9 simulations | 9 simulations | 9 simulations |  |
| 10 | 3 values | 3 values |  | 9 simulations | 9 simulations | 9 simulations | 9 simulations |  |
| 25 | 3 values | 3 values |  |  |  |  | 9 simulations | 9 simulations |
| 50 | 3 values | 3 values |  |  |  |  | 9 simulations |  |
| Random |  | in space $\quad$ and time | 1 simulation | 1 simulation | 1 simulation | 1 simulation | 1 simulation |  |

A simulation run consisted of 500 simulated data sets. For unclustered data, the 500 data sets in a simulation run are made up of data cases generated randomly in both space and time. For clustered data, the 500 data sets in a simulation run are made up of data cases generated for the specified values of $\mathbf{n}, \boldsymbol{\lambda}, \boldsymbol{\delta}$ and $\tau$, according to the separate-source clustering model. DP, KNOX and MGR are all computed on each of the simulated data sets that are generated. In fact, the three cluster statistics are computed on exactly the same data sets in these simulation studies, as opposed to each statistic being computed on 500 data sets generated the same way, using the same parameters and the same clustering model. This greatly enhances the ability to compare the performance of these statistics.

### 3.3 Computational Details for these Cluster Statistics.

Various assumptions must be made in order to determine the significance for each of these statistics based on their distributional properties. To avoid any impact of the validity of the assumptions on significance, it was decided to compute significance for each of these statistics from their empirical distribution using randomization techniques as follows. The empirical permutational distribution of a statistic is determined by tabulating the value of the statistic for all possible permutations of the times of occurrence of the N cases ( N ! permutations). The value obtained for the statistic is then
compared to this empirical distribution. An estimate ${ }^{8}$ of the full empirical distribution can be determined by randomly re-assigning the times of occurrence to the cases some number of times, and re-computing the statistic for each of these random reassignments. If this is done ( $\mathrm{N}-1$ ) times, the resulting set of values (including the one calculated from the original assignment) produces an estimated empirical permutational distribution of size N . The value obtained for the statistic is then compared to this empirical distribution. If the statistic is more extreme than or equal to M of the N values in the empirical distribution, then the exact significance is $\mathrm{P}=\mathrm{M} / \mathrm{N}$.

For these simulation studies, estimated empirical distributions of size $\mathrm{N}=500$ were used to compute significance. Because of this, the smallest possible p-value is 0.002 , which will occur when the observed value of the statistic is the smallest value in the empirical distribution, so that $\mathrm{p}=1 / 500$. In these simulations, $0.002 \leq \mathrm{p} \leq 1.000$.

### 3.3.1 Computational Details for DP.

Because DP is defined as the length of the path from the first case to the last case when the cases are ordered by their times of occurrence, the simulated data are first ordered by time before the value of DP is computed. On these time-sorted data, the value of DP is the path length from the first to the last case. The p-value is then computed as described above, and in Chapter 2.

### 3.3.2 Computational Details for Knox's Test.

Knox's Test requires that a 'critical' distance and time be specified, in order to compute and evaluate the statistic. In practice, these are determined by considering the etiology of the disease under investigation. In simulation studies, there is no disease

[^5]etiology to provide clues regarding what values for the critical distance and time might be appropriate, so it is important to identify a way to determine these 'critical parameters' based on the generated simulated data.

Mantel (1967) argues that there should be relatively few close pairs when clustering is not present, and provides some discussion of K , the expected number of close pairs under the null hypothesis. With that in mind, expressions for T , the critical time difference and R, the critical distance difference, have been derived as follows: If points are chosen at random, a second point is close in time if it is no farther than $T$ from the first point. Ignoring any "edge effects", we have

$$
\operatorname{Pr}\{\text { a pair is close in time }\}=2 \mathrm{~T}
$$

Similarly, given one randomly chosen point, a second point is close in space if it is no farther than R from the first point. Again ignoring "edge effects", we have

$$
\operatorname{Pr}\{\text { a pair is close in space }\}=\pi R^{2}
$$

Under the null hypothesis that space and time are independent,

$$
\operatorname{Pr}\{\text { a pair is close in both time and space simultaneously }\}=2 T \pi R^{2} .
$$

In a set of $\mathbf{n}$ cases, there are $\mathbf{n}(\mathbf{n}-1) / 2$ pairs. The expected number of pairs that are close in both time and space simultaneously is then

$$
K=T \pi R^{2} n(n-1)
$$

This yields one equation with two unknowns, so an additional restriction is needed to arrive at a solution. It is reasonable to require that the probability that a pair of points is close in space is equal to the probability that a pair of points is close in time. Given this assumption, we obtain

$$
2 \mathrm{~T}=\pi \mathrm{R}^{2} \text { or } \mathrm{T}=\pi \mathrm{R}^{2} / 2 .
$$

Expressions for T and R may now be derived given any choice of K , based on the expected number of pairs that are close in both time and space simultaneously. For time, we have

$$
\begin{gathered}
\mathrm{K}=\mathrm{T} \pi \mathrm{R}^{2} \mathrm{n}(\mathrm{n}-1) \text { and } 2 \mathrm{~T}=\pi \mathrm{R}^{2} \\
\Rightarrow \mathrm{~K}=\mathrm{T}(2 \mathrm{~T}) \mathrm{n}(\mathrm{n}-1) \\
\Rightarrow \mathrm{T}=\operatorname{SQRT}(\mathrm{K} / 2 \mathrm{n}(\mathrm{n}-1))
\end{gathered}
$$

For space, we have

$$
\begin{aligned}
\mathrm{K} & =\mathrm{T} \pi \mathrm{R}^{2} \mathrm{n}(\mathrm{n}-1) \text { and } \mathrm{T}=\pi \mathrm{R}^{2} / 2 \\
& \Rightarrow \mathrm{~K}=\left(\pi \mathrm{R}^{2} / 2\right) \pi \mathrm{R}^{2} \mathrm{n}(\mathrm{n}-1) \\
& \Rightarrow 2 \mathrm{~K}=\mathrm{R}^{4}\left(\pi^{2} \mathrm{n}(\mathrm{n}-1)\right) \\
& \Rightarrow \mathrm{R}^{4}=2 \mathrm{~K} / \pi^{2} \mathrm{n}(\mathrm{n}-1)
\end{aligned}
$$

These expressions allow appropriate values for critical distance and time to be computed directly during a simulation run by simply specifying $K$, the expected number of pairs close in both time and space simultaneously. But how large should K be? Mantel determined that Knox used a K of 0.8 for $\mathbf{n}=96$, given the data in Knox's original paper (Mantel, 1967). Also, Mantel's hypothetical data in the same paper had 50 close pairs for $\mathbf{n}=100$, which would have been highly significant for $K$ of up to 15 or so.

To investigate this, simulations were conducted to help determine an appropriate value of K for our investigations. For $\mathbf{n}=50$ and $\lambda=5$, simulations were conducted for values of $K \in(0.5,1.0,3.0,5.0,7.5,10.0,12.5,15.0,20.0)$. In each simulation run, 500 data sets were generated for the specified values of $K$, with weak clustering ( $\delta=\tau=0.20$ ), medium clustering ( $\delta=\tau=0.10$ ), and strong clustering ( $\delta=\tau=0.01$ ). DP, KNOX and MGR were all computed on each of the simulated data sets. This was repeated for $\mathbf{n}=50$ and $\lambda=10$. The following graph is a typical example of the results from these simulations.
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In general, the results of these 54 simulation runs indicated that Knox's Test performed much better when K was at least 5 , and was less than optimal for values of K less than 5. Note that the results from Mantel's hypothetical data indicated that K should be no more than 15 or so. After considering this, K was set to a value of 5.0 for these simulation studies. While the critical distances and times from this process have no meaning from the perspective of disease etiology, they do produce a Knox's Test for these simulations that is close to optimal from a statistical sense, in terms of identifying clustering.

### 3.3.3 Computational Details for Mantel's Generalized Regression.

Because Mantel's Generalized Regression (MGR) is essentially the product of the reciprocals of the pairwise distances in space and time, the possibility of encountering values of 0 while computing the test statistic is of great concern. MGR is defined by adding a "small constant" to each value, to preclude operation on 0 values. The value of
this constant can greatly impact the power of the statistic; so determining this constant is an important issue.

However, in a simulation study there is almost no chance of encountering values of 0 while computing the test statistic. Real data are often rounded, so that the precision of measurement is by month or week with regards to time, or by county, mile, or block with regards to space. In a simulation study, data are all from continuous distributions, and it is virtually impossible to get two identical points at random. Hence, MGR was computed without adding the recommended constant in these simulations, avoiding any impact on the performance of the statistic from this source.

### 3.4 Comparing Cluster Statistics.

In a given simulation run, 500 data sets are generated. These data are generated either completely at random, or clustered based on the specified values of $\mathbf{n}, \boldsymbol{\lambda}, \boldsymbol{\delta}$ and $\tau$, according to the separate-source clustering model. The results of these simulation studies are sets of 500 p -values that represent the performance of DP, Knox's Test (KNOX), and Mantel's Generalized Regression (MGR) under the conditions determined by the simulated data. These sets of p -values are the empirical distributions of the p -values for DP, KNOX, and MGR under the specified conditions. In any meaningful discussion of the performance of these statistics, these empirical $p$-value distributions must be compared and assessed. The Kolmogorov-Smirnov Test was used when comparing these empirical distributions, and the expected significance level (ESL) was used to assess and compare the power of these statistics. The following discusses these methods.

### 3.4.1 The Kolmogorov-Smirnov Test.

The Kolmogorov-Smirnov test (also known as the Smirnov Test, see Conover, 1999) may be used to test for any kind of difference between two empirical distributions. If we denote the empirical distribution function of sample 1 as $F_{1}\left(x_{j}\right)$, and the empirical
distribution function of sample 2 as $F_{2}\left(x_{j}\right)$, the Kolmogorov-Smirnov test is the maximum absolute difference between the two empirical distributions, and is expressed as:

$$
\boldsymbol{D}=\max _{\mathrm{j}}\left|F_{1}\left(x_{j}\right)-F_{2}\left(x_{j}\right)\right| \text { where } j=1,2,3, \ldots, n
$$

$\boldsymbol{D}$ and its asymptotic p-value were computed by the NPAR1WAY procedure in SAS, and are reported here for all empirical distribution comparisons (SAS/STAT User's Guide, Version 8, 1999).

### 3.4.2 The Expected Significance Level, ESL.

Alternative tests are often compared in terms of statistical power, or in terms of asymptotic relative efficiency. However, using a power function requires that a specific level of significance be decided upon in advance. If this cannot be done, power functions must be considered at several levels of significance, which may be problematic. Also, when the test statistic is a discrete random variable, it may not be possible to obtain a specific level of significance directly. Further, if the asymptotic relative efficiency is used, some other criterion must be used for small n. Joiner (1969) suggests the use of the expected significance level for Monte Carlo studies. Also known as the expected p-value, the expected significance level was introduced by Dempster and Schatzoff (1965), and further discussed more recently by Hung, O’Neill, Bauer and Köhne (1997), and by Sackrowitz and Samuel-Cahn (1999). This alternative criterion for comparing tests is derived by considering the p -value as a random variable, deriving its expectation, and understanding some of its properties.

Given a random test statistic $T$, distributed under $H_{0}$ as $F_{0}$, and under $H_{\theta}$ as $F_{\theta}$, the $p$-value is the random variable X such that

$$
\mathrm{X}=1-F_{0}(T)
$$

Under $H_{0}$, the $p$-value is uniformly distributed on $[0,1]$. The power $\beta$ of a test of size $\alpha$ is the probability under $H_{0}$ that the p-value will be less than or equal to $\alpha$. So, for a given alternative $\theta$, the power $\beta$ of a test of size $\alpha$ is:
(Eqn. 3.1)

$$
\begin{gathered}
\beta=P_{\theta}(X \leq \alpha) \text { or } \\
P_{\theta}(X \leq \alpha)=1-F_{\theta}\left(F^{-1}{ }_{0}(1-\alpha)\right)
\end{gathered}
$$

If $\alpha$ takes on all values $0<\alpha<1$, this yields the distribution function of the $p$-value under $H_{\theta}$. Under $H_{\theta}$, the $p$-value is right-skewed, so that the $p$-value is always smaller under $H_{\theta}$ than under $H_{0}$. The expectation of the $p$-value under $H_{\theta}, \operatorname{ESL}(\theta)$, can be derived from Eqn.1. Note that expected value of the $p$-value under $H_{\theta}$ will be less than $1 / 2$, the expected $p$-value under $H_{0}$, and the smaller $\operatorname{ESL}(\theta)$ is, the better the test is suited for distinguishing between $H_{0}$ and $H_{\theta}$.

Alternately, if $T$ is distributed according to $F_{\theta}\left(\right.$, and $T^{*}$ is independently distributed according to $F_{0}()$,
(Eqn. 3.2)

$$
\operatorname{ESL}(\theta)=\mathrm{P}\left(\mathrm{~T}^{*} \geq \mathrm{T}\right)
$$

As derived in Eqn. 2, $\operatorname{ESL}(\theta)$ can easily be used in simulation studies and direct evaluation. For each simulation in this study, the empirical p-value was computed in precisely this way. In simulation studies such as this one, $\operatorname{ESL}(\theta)$ may be estimated by computing the average of these empirical $p$-values. That is, if $m$ is the number of simulations conducted:

$$
\operatorname{ESL}(\hat{\theta})=\frac{1}{m} \sum_{i=1}^{1} I\left(T^{*} \geq T\right)
$$

The arithmetic average of these empirical p-values, is an unbiased estimator of $\operatorname{ESL}(\theta)$, with variance of $\operatorname{ESL}(1-\mathrm{ESL}) / m$. Comparisons of two ESL's are conducted using a normal test based on the standard error of the difference of the two ESL's. This yields an approximate $p$-value for the comparison that is liberal, for it is always less than the theoretical p-value. Because of this, some significant ESL comparisons may not be truly significant. The test with the smaller $\operatorname{ESL}(\theta)$ is the one better suited for distinguishing between $H_{0}$ and $H_{\theta}$.

### 3.5 Simulation Studies on Random Data.

Simulations were conducted for data cases generated randomly in both space and time to validate the computer programming in this research. No unusual patterns should appear in the results of these statistics on random data. These simulations were conducted for $\mathbf{n}=25, \mathbf{n}=50, \mathbf{n}=100, \mathbf{n}=250$, and $\mathbf{n}=500$, and the histograms below were produced to assess the results of these statistics on random data.
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Notice the unanticipated strong bias towards large p-values for the Knox Test results. This bias exists for all sample sizes, indicating some unaddressed issue with the manner the Knox Test was calculated. After some thought, it became apparent that a fundamental assumption was no longer valid. Knox's Test requires that a 'critical' distance and time be specified, in order to compute and evaluate the statistic. In this work, these 'critical parameters' were based on K , the expected number of close pairs under the null hypothesis. When testing for clustering, Mantel argues that K should be relatively small,
as it avoids the detection of spurious clustering. However, it is clear that by avoiding the detection of spurious clustering, a bias towards large p -values is introduced.

When data are completely random, one expects a relatively uniform distribution of pvalues. Considering each axis separately, setting the critical value for distance and time at their respective medians will yield a K value of $1 / 4$ of the total number of pairs. So, setting K to $1 / 4$ of the total number of pairs should remove the systematic bias, and correct the propensity towards large $p$-values. These simulations on random data were repeated for $\mathbf{n}=25, \mathbf{n}=50, \mathbf{n}=100, \mathbf{n}=250$, and $\mathbf{n}=500$, with $K=1 / 4(\mathbf{n}(\mathbf{n}-1) / 2)$, at each sample size. Results from these simulations yielded the set of histograms below:
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The strong bias towards large p -values in the Knox Test results is virtually eliminated in all cases except for $\mathbf{n}=25$. The presence of the bias in the smallest sample size is a clue that it is related to the discrete nature of Knox's Test. To investigate this, additional sets of simulations were carried out using Knox's test for a variety of small sample sizes, with $K=1 / 4(\mathbf{n}(\mathbf{n}-1) / 2)$, at each sample size. The relationship between the
strength of this bias and the smallness of the sample size was confirmed through these simulations. Results from the simulations on smaller sample sizes (where $\mathbf{n}=4, \mathbf{n}=6$, $\mathbf{n}=8, \mathbf{n}=10, \mathbf{n}=15, \mathbf{n}=25, \mathbf{n}=35, \mathbf{n}=45$ and $\mathbf{n}=55$ ) appear in the following histograms:

Figure 3.5
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Note that apart from random variation, as $\mathbf{n}$ increases the bias becomes less and less. This indicates that this bias is, in fact, related to the discrete nature of Knox's Test. The p -value is the probability of obtaining the observed result, or a result more extreme than the observed result. This usually implies that the p -value is an upper tail probability. This definition poses no problems when the distribution is continuous, because a single observed value has no weight of probability in a continuous distribution. However, with a discrete distribution, each value represents some probability weight. The p-value is too large (biased) because the entire weight of probability of the observed value goes into the upper tail.

There are two implications to this result. First, some adjustment can be made to the way the p-value is computed for Knox's test, to compensate for this bias. However, it is unclear if the bias due to the discrete nature of Knox's test is known. The significance of Knox's test is typically determined either by using the Poisson approximation, or by using the permutational distribution of $\mathbf{a}$, the number of close pairs, or by considering a to be approximately normal and using the appropriate normal distribution. Neither of these methods is adjusted for discreteness in the literature. Because we want our results to be as general as possible, we have chosen not to adjust the p-values from Knox's test in this work for discreteness.

This also highlights the fact that these tests should not be conducted on data with small sample sizes. While we have conducted our simulations starting with $\mathbf{n}=25$, that number is likely too small for practical work. In practice, $n$ should probably be at least 50 or so, to avoid any untoward influence by the bias due the discreteness of the test.

### 3.6 Simulation Studies on Clustered Data.

Simulations were conducted for clustered data cases generated according to the plan detailed earlier in this chapter. Briefly, for 12 combinations of $\boldsymbol{\lambda}$ and $\mathbf{n}$, a simulation run consisting of 500 simulated data sets was conducted at each of the nine combinations of the values of $\boldsymbol{\delta}$ and $\tau$, for a total of 108 simulation runs. These simulation results are displayed graphically on cumulative distribution function plots (CDF plots). These graphs are organized so that for each $\boldsymbol{\lambda}-\mathbf{n}$ combination, nine CDF plot panels are produced that represent each of the nine combinations of the values of $\delta$ and $\tau$. The CDFs for DP, KNOX, and MGR are overlaid on each panel to facilitate comparisons between them. The nine plot panels are arranged together on the same plot, to facilitate panel-to-panel comparisons.

The table accompanying each set of plots contains the expected significance level (ESL) for each statistic and its standard deviation, and the results from all pairwise comparisons of ESLs among the three statistics. The table also contains the results from all pairwise comparisons of the EDFs among the three statistics, using the KolmogorovSmirnov test. These results follow.

Figure 3.6 Results from 500 Simulations, $n=25, \lambda=5$
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## Results from 500 Simulations, $n=50, \lambda=5$
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## Results from 500 Simulations, $n=50, \lambda=10$
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## Results from 500 Simulations, $n=100, \lambda=5$



Figure 3.10
Results from 500 Simulations, $\mathbf{n}=100, \lambda=10$


| $\boldsymbol{\delta}$ | $\tau$ | Statistic <br> $(1)$ | ESL <br> $(2)$ | sd $_{(2)}$ <br> $(3)$ | Stat <br> A vs Stat <br> $(4)$ | ESL $_{A}-$ ESL $_{B}$ <br> $(5)$ | p-val <br> $(5)$ <br> $(6)$ | K-S $\boldsymbol{D}$ <br> $(7)$ | p-val <br> $(7)$ <br> $(8)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.2 | DP | 0.1836 | 0.0173 | DP vs KNOX | -0.0133 | 0.5933 | 0.0840 | 0.0587 |
| 0.2 | 0.2 | KNOX | 0.1969 | 0.0178 | DP vs MGR | -0.0987 | 0.0002 | 0.2860 | $<.0001$ |
| 0.2 | 0.2 | MGR | 0.2823 | 0.0201 | KNOX vs MGR | -0.0854 | 0.0015 | 0.2380 | $<.0001$ |
| 0.2 | 0.1 | DP | 0.0369 | 0.0084 | DP vs KNOX | -0.0128 | 0.3183 | 0.1340 | 0.0003 |
| 0.2 | 0.1 | KNOX | 0.0498 | 0.0097 | DP vs MGR | -0.1194 | 0.0000 | 0.6240 | $<.0001$ |
| 0.2 | 0.1 | MGR | 0.1564 | 0.0162 | KNOX vs MGR | -0.1066 | 0.0000 | 0.5560 | $<.0001$ |
| 0.2 | 0.01 | DP | 0.0021 | 0.0020 | DP vs KNOX | 0.0001 | 0.9799 | 0.0020 | 1.0000 |
| 0.2 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0389 | 0.0000 | 0.9400 | $<.0001$ |
| 0.2 | 0.01 | MGR | 0.0410 | 0.0089 | KNOX vs MGR | -0.0390 | 0.0000 | 0.9420 | $<.0001$ |
| 0.1 | 0.2 | DP | 0.1020 | 0.0135 | DP vs KNOX | 0.0330 | 0.0615 | 0.1040 | 0.0090 |
| 0.1 | 0.2 | KNOX | 0.0690 | 0.0113 | DP vs MGR | -0.1039 | 0.0000 | 0.4820 | $<.0001$ |
| 0.1 | 0.2 | MGR | 0.2059 | 0.0181 | KNOX vs MGR | -0.1369 | 0.0000 | 0.5720 | $<.0001$ |
| 0.1 | 0.1 | DP | 0.0167 | 0.0057 | DP vs KNOX | 0.0109 | 0.1022 | 0.0980 | 0.0164 |
| 0.1 | 0.1 | KNOX | 0.0058 | 0.0034 | DP vs MGR | -0.0890 | 0.0000 | 0.7780 | $<.0001$ |
| 0.1 | 0.1 | MGR | 0.1057 | 0.0137 | KNOX vs MGR | -0.0999 | 0.0000 | 0.8660 | $<.0001$ |
| 0.1 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.1 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0201 | 0.0035 | 0.9260 | $<.0001$ |
| 0.1 | 0.01 | MGR | 0.0221 | 0.0066 | KNOX vs MGR | -0.0201 | 0.0035 | 0.9260 | $<.0001$ |
| 0.01 | 0.2 | DP | 0.0411 | 0.0089 | DP vs KNOX | 0.0361 | 0.0001 | 0.3280 | $<.0001$ |
| 0.01 | 0.2 | KNOX | 0.0049 | 0.0031 | DP vs MGR | -0.0726 | 0.0000 | 0.6440 | $<.0001$ |
| 0.01 | 0.2 | MGR | 0.1136 | 0.0142 | KNOX vs MGR | -0.1087 | 0.0000 | 0.8940 | $<.0001$ |
| 0.01 | 0.1 | DP | 0.0045 | 0.0030 | DP vs KNOX | 0.0024 | 0.4994 | 0.0940 | 0.0241 |
| 0.01 | 0.1 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0529 | 0.0000 | 0.8880 | $<.0001$ |
| 0.01 | 0.1 | MGR | 0.0573 | 0.0104 | KNOX vs MGR | -0.0553 | 0.0000 | 0.9760 | $<.0001$ |
| 0.01 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.01 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0149 | 0.0145 | 0.8500 | $<.0001$ |
| 0.01 | 0.01 | MGR | 0.0169 | 0.0058 | KNOX vs MGR | -0.0149 | 0.0145 | 0.8500 | $<.0001$ |

Figure 3.11

## Results from 500 Simulations, $n=250, \lambda=5$



| $\delta$ | $\tau$ | Statistic <br> (1) | $\begin{gathered} \text { ESL } \\ (2) \end{gathered}$ | $\overline{\operatorname{sd}_{(2)}}$ (3) | Stat $_{\mathrm{A}}$ vs Stat $_{\mathrm{B}}$ <br> (4) | $\begin{gathered} \text { ESL }_{A}-\text { ESL }_{\mathrm{B}} \\ (5) \end{gathered}$ | $\mathrm{p}-\mathrm{val}_{(5)}$ <br> (6) | $\begin{gathered} \text { K-S } \boldsymbol{D} \\ (7) \\ \hline \end{gathered}$ | $\mathrm{p}-\mathrm{val}_{(7)}$ <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.2 | DP | 0.3184 | 0.0208 | DP vs KNOX | -0.1183 | 0.0001 | 0.1860 | <. 0001 |
| 0.2 | 0.2 | KNOX | 0.4366 | 0.0222 | DP vs MGR | -0.0801 | 0.0081 | 0.1480 | <. 0001 |
| 0.2 | 0.2 | MGR | 0.3985 | 0.0219 | KNOX vs MGR | 0.0382 | 0.2206 | 0.0940 | 0.0241 |
| 0.2 | 0.1 | DP | 0.2134 | 0.0183 | DP vs KNOX | -0.0294 | 0.2675 | 0.0720 | 0.1497 |
| 0.2 | 0.1 | KNOX | 0.2428 | 0.0192 | DP vs MGR | -0.0953 | 0.0006 | 0.2380 | <. 0001 |
| 0.2 | 0.1 | MGR | 0.3087 | 0.0207 | KNOX vs MGR | -0.0659 | 0.0195 | 0.1800 | <. 0001 |
| 0.2 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | -0.0001 | 0.9688 | 0.0080 | 1.0000 |
| 0.2 | 0.01 | KNOX | 0.0021 | 0.0021 | DP vs MGR | -0.0700 | 0.0000 | 0.9640 | <. 0001 |
| 0.2 | 0.01 | MGR | 0.0720 | 0.0116 | KNOX vs MGR | -0.0699 | 0.0000 | 0.9560 | <.0001 |
| 0.1 | 0.2 | DP | 0.2793 | 0.0201 | DP vs KNOX | 0.0282 | 0.3118 | 0.0720 | 0.1497 |
| 0.1 | 0.2 | KNOX | 0.2510 | 0.0194 | DP vs MGR | -0.0548 | 0.0599 | 0.1700 | <. 0001 |
| 0.1 | 0.2 | MGR | 0.3340 | 0.0211 | KNOX vs MGR | -0.0830 | 0.0038 | 0.2100 | <. 0001 |
| 0.1 | 0.1 | DP | 0.1080 | 0.0139 | DP vs KNOX | 0.0389 | 0.0299 | 0.1660 | <. 0001 |
| 0.1 | 0.1 | KNOX | 0.0691 | 0.0113 | DP vs MGR | -0.1032 | 0.0000 | 0.3580 | <. 0001 |
| 0.1 | 0.1 | MGR | 0.2111 | 0.0183 | KNOX vs MGR | -0.1421 | 0.0000 | 0.5160 | <. 0001 |
| 0.1 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.1 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0253 | 0.0008 | 0.8700 | <. 0001 |
| 0.1 | 0.01 | MGR | 0.0273 | 0.0073 | KNOX vs MGR | -0.0253 | 0.0008 | 0.8700 | <. 0001 |
| 0.01 | 0.2 | DP | 0.1899 | 0.0175 | DP vs KNOX | 0.1709 | 0.0000 | 0.5940 | <. 0001 |
| 0.01 | 0.2 | KNOX | 0.0190 | 0.0061 | DP vs MGR | 0.0545 | 0.0192 | 0.1660 | <. 0001 |
| 0.01 | 0.2 | MGR | 0.1354 | 0.0153 | KNOX vs MGR | -0.1164 | 0.0000 | 0.7400 | <. 0001 |
| 0.01 | 0.1 | DP | 0.0342 | 0.0081 | DP vs KNOX | 0.0321 | 0.0001 | 0.5480 | <. 0001 |
| 0.01 | 0.1 | KNOX | 0.0021 | 0.0020 | DP vs MGR | -0.0263 | 0.0496 | 0.5420 | <. 0001 |
| 0.01 | 0.1 | MGR | 0.0605 | 0.0107 | KNOX vs MGR | -0.0584 | 0.0000 | 0.9740 | <. 0001 |
| 0.01 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.01 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0062 | 0.1685 | 0.7020 | <. 0001 |
| 0.01 | 0.01 | MGR | 0.0082 | 0.0040 | KNOX vs MGR | -0.0062 | 0.1685 | 0.7020 | <. 0001 |

Figure 3.12

## Results from 500 Simulations, $\mathbf{n}=250, \lambda=10$



Figure 3.13
Results from 500 Simulations, $\mathbf{n}=250, \lambda=25$


Figure 3.14

## Results from 500 Simulations, $n=500, \lambda=5$



| $\delta$ | $\tau$ | Statistic <br> (1) | ESL <br> (2) | $\overline{\operatorname{sd}_{(2)}}$ (3) | Stat $_{\mathrm{A}}$ vs Stat $_{\mathrm{B}}$ <br> (4) | $\mathrm{ESL}_{\mathrm{A}}-\mathrm{ESL}_{\mathrm{B}}$ <br> (5) | $\mathrm{p}-\mathrm{val}_{(5)}$ <br> (6) | $\overline{\mathrm{K}}-\mathrm{S} \boldsymbol{D}$ <br> (7) | $\mathrm{p}-\mathrm{val}_{(7)}$ <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.2 | DP | 0.3957 | 0.0219 | DP vs KNOX | -0.0728 | 0.0198 | 0.1200 | 0.0015 |
| 0.2 | 0.2 | KNOX | 0.4685 | 0.0223 | DP vs MGR | -0.0557 | 0.0742 | 0.0920 | 0.0290 |
| 0.2 | 0.2 | MGR | 0.4514 | 0.0223 | KNOX vs MGR | 0.0171 | 0.5874 | 0.0580 | 0.3696 |
| 0.2 | 0.1 | DP | 0.2744 | 0.0200 | DP vs KNOX | -0.0716 | 0.0141 | 0.1280 | 0.0006 |
| 0.2 | 0.1 | KNOX | 0.3460 | 0.0213 | DP vs MGR | -0.1138 | 0.0001 | 0.2360 | <. 0001 |
| 0.2 | 0.1 | MGR | 0.3883 | 0.0218 | KNOX vs MGR | -0.0423 | 0.1652 | 0.1260 | 0.0007 |
| 0.2 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | -0.0004 | 0.9039 | 0.0280 | 0.9895 |
| 0.2 | 0.01 | KNOX | 0.0024 | 0.0022 | DP vs MGR | -0.0844 | 0.0000 | 0.9740 | <. 0001 |
| 0.2 | 0.01 | MGR | 0.0864 | 0.0126 | KNOX vs MGR | -0.0840 | 0.0000 | 0.9460 | <. 0001 |
| 0.1 | 0.2 | DP | 0.3103 | 0.0207 | DP vs KNOX | -0.0178 | 0.5467 | 0.0520 | 0.5085 |
| 0.1 | 0.2 | KNOX | 0.3281 | 0.0210 | DP vs MGR | -0.0389 | 0.1900 | 0.1160 | 0.0024 |
| 0.1 | 0.2 | MGR | 0.3492 | 0.0213 | KNOX vs MGR | -0.0212 | 0.4793 | 0.1060 | 0.0073 |
| 0.1 | 0.1 | DP | 0.1691 | 0.0168 | DP vs KNOX | 0.0050 | 0.8325 | 0.0540 | 0.4595 |
| 0.1 | 0.1 | KNOX | 0.1641 | 0.0166 | DP vs MGR | -0.1092 | 0.0000 | 0.3300 | <. 0001 |
| 0.1 | 0.1 | MGR | 0.2783 | 0.0200 | KNOX vs MGR | -0.1142 | 0.0000 | 0.3540 | <. 0001 |
| 0.1 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.1 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0390 | 0.0000 | 0.9020 | <. 0001 |
| 0.1 | 0.01 | MGR | 0.0410 | 0.0089 | KNOX vS MGR | -0.0390 | 0.0000 | 0.9020 | <. 0001 |
| 0.01 | 0.2 | DP | 0.2707 | 0.0199 | DP vs KNOX | 0.2500 | 0.0000 | 0.6620 | <. 0001 |
| 0.01 | 0.2 | KNOX | 0.0207 | 0.0064 | DP vs MGR | 0.1241 | 0.0000 | 0.2740 | <. 0001 |
| 0.01 | 0.2 | MGR | 0.1467 | 0.0158 | KNOX vs MGR | -0.1260 | 0.0000 | 0.7640 | <. 0001 |
| 0.01 | 0.1 | DP | 0.0782 | 0.0120 | DP vs KNOX | 0.0762 | 0.0000 | 0.7760 | <. 0001 |
| 0.01 | 0.1 | KNOX | 0.0020 | 0.0020 | DP vs MGR | 0.0164 | 0.3100 | 0.2800 | <. 0001 |
| 0.01 | 0.1 | MGR | 0.0618 | 0.0108 | KNOX vs MGR | -0.0598 | 0.0000 | 0.9820 | <. 0001 |
| 0.01 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.01 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0038 | 0.3368 | 0.6300 | <. 0001 |
| 0.01 | 0.01 | MGR | 0.0058 | 0.0034 | KNOX vs MGR | -0.0038 | 0.3368 | 0.6300 | <. 0001 |

Figure 3.15

## Results from 500 Simulations, $\mathbf{n}=500, \lambda=10$



Figure 3.16

## Results from 500 Simulations, $n=500, \lambda=25$



| $\delta$ | $\tau$ | Statistic (1) | $\begin{gathered} \hline \text { ESL } \\ (2) \\ \hline \end{gathered}$ | $\overline{\operatorname{sd}_{(2)}}$ (3) | Stat $_{\mathrm{A}}$ vs Stat $_{\mathrm{B}}$ <br> (4) | $\begin{gathered} \text { ESL }_{A}-\text { ESL }_{\mathrm{B}} \\ (5) \end{gathered}$ | $\mathrm{p}-\mathrm{val}_{(5)}$ <br> (6) | $\begin{gathered} \text { K-S } \boldsymbol{D} \\ (7) \\ \hline \end{gathered}$ | $\mathrm{p}-\mathrm{val}_{(7)}$ <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.2 | DP | 0.1079 | 0.0139 | DP vs KNOX | -0.1127 | 0.0000 | 0.2860 | <. 0001 |
| 0.2 | 0.2 | KNOX | 0.2206 | 0.0185 | DP vs MGR | -0.1907 | 0.0000 | 0.4840 | <. 0001 |
| 0.2 | 0.2 | MGR | 0.2986 | 0.0205 | KNOX vs MGR | -0.0780 | 0.0047 | 0.2540 | <. 0001 |
| 0.2 | 0.1 | DP | 0.0091 | 0.0043 | DP vs KNOX | -0.0273 | 0.0037 | 0.4060 | <. 0001 |
| 0.2 | 0.1 | KNOX | 0.0364 | 0.0084 | DP vs MGR | -0.1576 | 0.0000 | 0.8720 | <. 0001 |
| 0.2 | 0.1 | MGR | 0.1668 | 0.0167 | KNOX vs MGR | -0.1303 | 0.0000 | 0.6080 | <. 0001 |
| 0.2 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.2 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0281 | 0.0004 | 0.9060 | <. 0001 |
| 0.2 | 0.01 | MGR | 0.0301 | 0.0076 | KNOX vs MGR | -0.0281 | 0.0004 | 0.9060 | <.0001 |
| 0.1 | 0.2 | DP | 0.0377 | 0.0085 | DP vs KNOX | -0.0072 | 0.5667 | 0.1460 | <. 0001 |
| 0.1 | 0.2 | KNOX | 0.0449 | 0.0093 | DP vs MGR | -0.1504 | 0.0000 | 0.7020 | <. 0001 |
| 0.1 | 0.2 | MGR | 0.1881 | 0.0175 | KNOX vs MGR | -0.1432 | 0.0000 | 0.6620 | <. 0001 |
| 0.1 | 0.1 | DP | 0.0025 | 0.0023 | DP vs KNOX | 0.0001 | 0.9839 | 0.0060 | 1.0000 |
| 0.1 | 0.1 | KNOX | 0.0025 | 0.0022 | DP vs MGR | -0.0819 | 0.0000 | 0.9440 | <. 0001 |
| 0.1 | 0.1 | MGR | 0.0845 | 0.0124 | KNOX vs MGR | -0.0820 | 0.0000 | 0.9420 | <.0001 |
| 0.1 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.1 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0134 | 0.0222 | 0.8020 | <. 0001 |
| 0.1 | 0.01 | MGR | 0.0154 | 0.0055 | KNOX vS MGR | -0.0134 | 0.0222 | 0.8020 | <. 0001 |
| 0.01 | 0.2 | DP | 0.0085 | 0.0041 | DP vs KNOX | 0.0065 | 0.1556 | 0.2100 | <. 0001 |
| 0.01 | 0.2 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0710 | 0.0000 | 0.8580 | <. 0001 |
| 0.01 | 0.2 | MGR | 0.0795 | 0.0121 | KNOX vs MGR | -0.0775 | 0.0000 | 0.9940 | <. 0001 |
| 0.01 | 0.1 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.01 | 0.1 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0368 | 0.0000 | 0.9900 | <. 0001 |
| 0.01 | 0.1 | MGR | 0.0388 | 0.0086 | KNOX vs MGR | -0.0368 | 0.0000 | 0.9900 | <. 0001 |
| 0.01 | 0.01 | DP | 0.0020 | 0.0020 | DP vs KNOX | 0.0000 | 1.0000 | 0.0000 | 1.0000 |
| 0.01 | 0.01 | KNOX | 0.0020 | 0.0020 | DP vs MGR | -0.0060 | 0.1790 | 0.6700 | <. 0001 |
| 0.01 | 0.01 | MGR | 0.0080 | 0.0040 | KNOX vs MGR | -0.0060 | 0.1790 | 0.6700 | <. 0001 |

Figure 3.17

## Results from 500 Simulations, $\mathbf{n}=500, \lambda=50$



### 3.6.1 Results From Simulation Studies on Clustered Data.

An examination of the CDF plots reveals that, in every instance, Mantel's Generalized Regression (MGR) did not perform as well as Knox's Test or DP. Also, in most cases, KNOX performed at least slightly better than DP; but in a few cases DP was better. Upon closer examination, DP was better when the clustering in the data was weaker ( $\delta$ or $\tau=0.20$ ), and KNOX performed better when the clustering in the data was stronger ( $\delta$ or $\tau=0.01$ ). However, when the clustering in the data was very strong (both $\boldsymbol{\delta}$ and $\tau=0.01$ ), DP and KNOX performed equivalently, because they both identified every data set in the simulation run as highly significant. These findings are discussed in more detail in the sections that follow.

### 3.6.2 Comparisons Against Mantel's Generalized Regression.

The ESL for MGR is numerically larger than the ESL for KNOX and DP in every instance. This difference is nearly always significant ( $\alpha=0.05$ ), with KNOX and DP always having the smaller ESL. Also, Kolmogorov-Smirnov test results were nearly always highly significant $(\alpha<0.01)$ for the CDF comparisons against MGR. In general, MGR simply did not perform as well as DP or KNOX, in detecting the separate-source clustering examined in this study.

### 3.6.3 Comparisons Between DP And Knox's Test.

The comparisons between DP and Knox's Test are very interesting, because these tests performed quite similarly in this study. To facilitate examination of the numerical results, the p-values from comparisons between KNOX and DP have been extracted from the previous tables and put into a single table. When these p-values are less than 0.05 , it is indicated in this table with an asterisk (*) for K-S test results, and with 'DP' or ' $\mathbf{K X}$ ' for the ESL comparisons, to denote which test is superior.

Table $3.2 \quad$ All DP versus KNOX Comparison Results on Clustered Data

| n | $\lambda$ | $\delta$ | $\tau$ | ESL p-val | K-S D p-val | n | $\lambda$ | $\delta$ | $\tau$ | ESL p-val | K-S D p-val |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25 | 5 | 0.2 | 0.2 | 0.6105 | 0.5596 | 250 | 10 | 0.2 | 0.2 | DP 0.0023 | * <. 0001 |
| 25 | 5 | 0.2 | 0.1 | 0.5023 | 0.7699 | 250 | 10 | 0.2 | 0.1 | DP 0.0081 | * <. 0001 |
| 25 | 5 | 0.2 | 0.01 | 0.3715 | 0.0815 | 250 | 10 | 0.2 | 0.01 | 1.0000 | 1.0000 |
| 25 | 5 | 0.1 | 0.2 | 0.1211 | 0.1114 | 250 | 10 | 0.1 | 0.2 | 0.5646 | 0.1294 |
| 25 | 5 | 0.1 | 0.1 | 0.1071 | * 0.0038 | 250 | 10 | 0.1 | 0.1 | 0.1933 | * 0.0290 |
| 25 | 5 | 0.1 | 0.01 | 0.7441 | 1.0000 | 250 | 10 | 0.1 | 0.01 | 1.0000 | 1.0000 |
| 25 | 5 | 0.01 | 0.2 | 0.0551 | * 0.0004 | 250 | 10 | 0.01 | 0.2 | KX <. 0001 | * < 00001 |
| 25 | 5 | 0.01 | 0.1 | 0.3963 | * 0.0495 | 250 | 10 | 0.01 | 0.1 | 0.3801 | * 0.0073 |
| 25 | 5 | 0.01 | 0.01 | 0.3332 | 0.7699 | 250 | 10 | 0.01 | 0.01 | 1.0000 | 1.0000 |
| 50 | 5 | 0.2 | 0.2 | 0.6630 | 0.8632 | 250 | 25 | 0.2 | 0.2 | DP 0.0001 | * <. 0001 |
| 50 | 5 | 0.2 | 0.1 | 0.5582 | 0.5596 | 250 | 25 | 0.2 | 0.1 | 0.1483 | * <. 0001 |
| 50 | 5 | 0.2 | 0.01 | 0.7693 | 1.0000 | 250 | 25 | 0.2 | 0.01 | 1.0000 | 1.0000 |
| 50 | 5 | 0.1 | 0.2 | 0.2577 | 0.1979 | 250 | 25 | 0.1 | 0.2 | 0.8793 | 0.1725 |
| 50 | 5 | 0.1 | 0.1 | 0.0047 | * <. 0001 | 250 | 25 | 0.1 | 0.1 | 0.9694 | 1.0000 |
| 50 | 5 | 0.1 | 0.01 | 0.9966 | 1.0000 | 250 | 25 | 0.1 | 0.01 | 1.0000 | 1.0000 |
| 50 | 5 | 0.01 | 0.2 | KX 0.0007 | * <. 0001 | 250 | 25 | 0.01 | 0.2 | 0.4872 | * 0.0059 |
| 50 | 5 | 0.01 | 0.1 | KX 0.0124 | * <. 0001 | 250 | 25 | 0.01 | 0.1 | 0.9787 | 1.0000 |
| 50 | 5 | 0.01 | 0.01 | 0.9989 | 1.0000 | 250 | 25 | 0.01 | 0.01 | 1.0000 | 1.0000 |
| 50 | 10 | 0.2 | 0.2 | 0.7667 | 0.1497 | 500 | 5 | 0.2 | 0.2 | DP 0.0198 | * 0.0015 |
| 50 | 10 | 0.2 | 0.1 | 0.6061 | 0.9600 | 500 | 5 | 0.2 | 0.1 | DP 0.0141 | * 0.0006 |
| 50 | 10 | 0.2 | 0.01 | 0.7590 | 1.0000 | 500 | 5 | 0.2 | 0.01 | 0.9039 | 0.9895 |
| 50 | 10 | 0.1 | 0.2 | 0.2297 | * 0.0348 | 500 | 5 | 0.1 | 0.2 | 0.5467 | 0.5085 |
| 50 | 10 | 0.1 | 0.1 | 0.1676 | 0.1114 | 500 | 5 | 0.1 | 0.1 | 0.8325 | 0.4595 |
| 50 | 10 | 0.1 | 0.01 | 0.9944 | 1.0000 | 500 | 5 | 0.1 | 0.01 | 1.0000 | 1.0000 |
| 50 | 10 | 0.01 | 0.2 | KX 0.0037 | * <. 0001 | 500 | 5 | 0.01 | 0.2 | KX <. 0001 | * <. 0001 |
| 50 | 10 | 0.01 | 0.1 | 0.4574 | 0.0587 | 500 | 5 | 0.01 | 0.1 | KX <. 0001 | * <. 0001 |
| 50 | 10 | 0.01 | 0.01 | 1.0000 | 1.0000 | 500 | 5 | 0.01 | 0.01 | 1.0000 | 1.0000 |
| 100 | 5 | 0.2 | 0.2 | DP 0.0392 | * 0.0009 | 500 | 10 | 0.2 | 0.2 | DP 0.0001 | * <. 00001 |
| 100 | 5 | 0.2 | 0.1 | 0.9710 | 0.9600 | 500 | 10 | 0.2 | 0.1 | DP 0.0006 | * <. 0001 |
| 100 | 5 | 0.2 | 0.01 | 0.9899 | 1.0000 | 500 | 10 | 0.2 | 0.01 | 1.0000 | 1.0000 |
| 100 | 5 | 0.1 | 0.2 | Kx 0.0033 | * <. 0001 | 500 | 10 | 0.1 | 0.2 | 0.8738 | 0.5085 |
| 100 | 5 | 0.1 | 0.1 | KX 0.0057 | * <. 0001 | 500 | 10 | 0.1 | 0.1 | 0.3888 | * 0.0290 |
| 100 | 5 | 0.1 | 0.01 | 1.0000 | 1.0000 | 500 | 10 | 0.1 | 0.01 | 1.0000 | 1.0000 |
| 100 | 5 | 0.01 | 0.2 | KX <. 0001 | * <. 0001 | 500 | 10 | 0.01 | 0.2 | KX <. 0001 | * <. 00001 |
| 100 | 5 | 0.01 | 0.1 | KX 0.0033 | * <. 0001 | 500 | 10 | 0.01 | 0.1 | KX 0.0475 | * <. 00001 |
| 100 | 5 | 0.01 | 0.01 | 1.0000 | 1.0000 | 500 | 10 | 0.01 | 0.01 | 1.0000 | 1.0000 |
| 100 | 10 | 0.2 | 0.2 | 0.5933 | 0.0587 | 500 | 25 | 0.2 | 0.2 | DP <. 0001 | * <. 0001 |
| 100 | 10 | 0.2 | 0.1 | 0.3183 | * 0.0003 | 500 | 25 | 0.2 | 0.1 | DP 0.0037 | *<.0001 |
| 100 | 10 | 0.2 | 0.01 | 0.9799 | 1.0000 | 500 | 25 | 0.2 | 0.01 | 1.0000 | 1.0000 |
| 100 | 10 | 0.1 | 0.2 | 0.0615 | * 0.0090 | 500 | 25 | 0.1 | 0.2 | 0.5667 | * <. 00001 |
| 100 | 10 | 0.1 | 0.1 | 0.1022 | * 0.0164 | 500 | 25 | 0.1 | 0.1 | 0.9839 | 1.0000 |
| 100 | 10 | 0.1 | 0.01 | 1.0000 | 1.0000 | 500 | 25 | 0.1 | 0.01 | 1.0000 | 1.0000 |
| 100 | 10 | 0.01 | 0.2 | Kx 0.0001 | * <. 00001 | 500 | 25 | 0.01 | 0.2 | 0.1556 | * <. 0001 |
| 100 | 10 | 0.01 | 0.1 | 0.4994 | * 0.0241 | 500 | 25 | 0.01 | 0.1 | 1.0000 | 1.0000 |
| 100 | 10 | 0.01 | 0.01 | 1.0000 | 1.0000 | 500 | 25 | 0.01 | 0.01 | 1.0000 | 1.0000 |
| 250 | 5 | 0.2 | 0.2 | DP 0.0001 | *<. 0001 | 500 | 50 | 0.2 | 0.2 | DP 0.0000 | * <. 0001 |
| 250 | 5 | 0.2 | 0.1 | 0.2675 | 0.1497 | 500 | 50 | 0.2 | 0.1 | 0.2751 | * <. 0001 |
| 250 | 5 | 0.2 | 0.01 | 0.9688 | 1.0000 | 500 | 50 | 0.2 | 0.01 | 1.0000 | 1.0000 |
| 250 | 5 | 0.1 | 0.2 | 0.3118 | 0.1497 | 500 | 50 | 0.1 | 0.2 | 0.5322 | * 0.0002 |
| 250 | 5 | 0.1 | 0.1 | KX 0.0299 | * <. 0001 | 500 | 50 | 0.1 | 0.1 | 0.9989 | 1.0000 |
| 250 | 5 | 0.1 | 0.01 | 1.0000 | 1.0000 | 500 | 50 | 0.1 | 0.01 | 1.0000 | 1.0000 |
| 250 | 5 | 0.01 | 0.2 | KX <. 0001 | * <. 0001 | 500 | 50 | 0.01 | 0.2 | 0.9364 | 0.9959 |
| 250 | 5 | 0.01 | 0.1 | KX 0.0001 | * <. 0001 | 500 | 50 | 0.01 | 0.1 | 1.0000 | 1.0000 |
| 250 | 5 | 0.01 | 0.01 | 1.0000 | 1.0000 | 500 | 50 | 0.01 | 0.01 | 1.0000 | 1.0000 |

The CDF plots show that DP and KNOX are very close, even though KNOX is usually slightly better than DP. The numerical results bear this out. The K-S test results are often very non-significant for these comparisons. When these comparisons do produce significant K-S test results, some patterns can be seen. For smaller sample sizes, the CDFs tended to be significantly different when clustering was strong. As the sample sizes increased, the CDFs tended to be significantly different more often when clustering was weaker.

There were fewer significant ESL differences than were seen in the CDF comparisons, because the K-S test is sensitive to any kind of difference between two empirical distributions; however, the CDF comparison was always significant whenever the ESL comparison was significant. In the 108 comparisons that were conducted, the differences were significant 28 times. In 16 out of the 28 significant ESL comparisons, KNOX was superior, the other 12 times DP was superior. KNOX tended to be superior when clustering was moderate to strong; DP was superior when clustering was weaker. As $\mathbf{n}$ and $\boldsymbol{\lambda}$ increased, both tests detected strong clustering consistently, with a p-value of 0.002 all of the time. To summarize the ESL results, in the 108 DP-KNOX comparisons on simulated clustered data, 80 comparisons ( $74.1 \%$ ) indicated that neither test was significantly different, 16 comparisons (14.8\%) indicated that KNOX was significantly different, and 12 comparisons (11.1\%) indicated that DP was significantly different.

### 3.7 Discussion.

Summarizing the results of these studies, DP and Knox's Test performed quite similarly, while Mantel's Generalized Regression did not perform as well. This was not expected, but it seems to be tacitly assumed in the literature. There were surprisingly few instances of Mantel's Generalized Regression being used to analyze data in the literature. In addition to the fact that Knox's test is more popular, perhaps practitioners in this area
are aware that other tests perform better, and have opted instead to use these other tests. This fact does lend some credence to our result.

Knox's test was the first test for space-time interaction, and is the best known test of this sort. It is quite popular because of its simplicity and effectiveness. It is easy to apply and use, and understanding and explaining Knox's test is quite intuitive (Kulldorff and Hjalmars, 1999). In part because of its popularity, the issues with the use of Knox's test are well documented. Like DP, Knox's test is a general, or omnibus, space-time interaction test. These omnibus tests are intended to detect any difference between the distribution of cases in space and the distribution of cases in time, regardless of the cause of that difference. It is known that Knox's test may be biased if the rate of population growth is not constant for all geographic sub-areas (population shift bias). Adjusting for this bias can be done either by applying the test within stable population time strata and combining the results across strata (Klauber and Mustacchi, 1970), or by generating random replications of the cases under the null hypothesis (Kulldorff and Hjalmars, 1999). However, the first method sacrifices the power of the test, while the second method requires prior knowledge of the underlying population distribution (Kulldorff and Hjalmars, 1999).

Neither method addresses one basic issue with Knox's test - the choice of a critical distance and time. In practice, these are determined by knowledge of the etiology of the disease under study. However, this is not always known with certainty. In fact, one method of applying Knox's test allows the results of several applications of the test to be combined to produce a single assessment of clustering in a "meta-analytical" fashion (Kulldorff and Hjalmars, 1999). It is even suggested in the literature that the practitioner, uncertain about the proper choice of critical distance and time, should conduct the test repeatedly, and combine the results to get a single assessment of clustering (Kulldorff and Hjalmars, 1999).

In this context, DP appears to be a viable alternative to Knox's test. Under the conditions when it is appropriate to use an omnibus test for space-time clustering, and for the kind of clustering examined in this study, the performance of DP is quite competitive to that of Knox's test, and it does not require the determination of a critical distance or time. In fact, because DP is superior to Knox's test when clustering is weak or mild, it may be a better choice for a clustering test when early detection of clustering is desired.

Note also that DP is competitive in this study, using simulated data with the critical parameters for Knox's test determined in a nearly optimal manner. In practice, this may be not so, for these parameters are determined by knowledge of the etiology of the disease under study. This knowledge is often spotty, weak, or faulty. Even when the knowledge of the disease etiology is good and strong, the critical parameters selected may still not be optimal (in a statistical sense) for identifying clustering. It is likely that Knox's test, as conducted in practice, is much less powerful than the Knox test as conducted in this study. Because of this, DP may be just as powerful as the Knox test conducted in practice is, if not more so.

Also note that while this study has mentioned the challenges surrounding the selection of critical parameters, it is clear that this is a necessary challenge inherent in the nature of Knox's test. If the practitioner knows that the power of Knox's test may be optimized by the judicious choice of the critical parameters, that is, by basing the selection of the critical parameters on the expected number of close pairs under the null hypothesis, it would be inappropriate to use this knowledge to optimize the performance of the test. In actuality, the best option is to select a different test that does not depend as heavily on the selection of critical parameters. We propose DP as that choice.

### 3.8 Conclusions.

The simulation studies indicated that Mantel's Generalized Regression did not perform as well as DP or Knox's test, and that DP and Knox's test are comparable in
performance against clustering of the type evaluated here (separate-source clustering). In the next chapter, these statistics are used to analyze fifteen years of Burkitt's lymphoma data from Uganda

## Chapter IV <br> RESULTS OF ANALYSIS OF SPACE-TIME POINT DATA

### 4.0 Introduction

In order to compare and understand the performance of DP, Knox's test, and Mantel's Generalized Regression on actual data, these statistics are used to analyze two data sets. The first is fifteen years of Burkitt's Lymphoma (BL) data from Uganda. The second is a set of cardiac defects among newborn infants in Santa Clara County, CA for the three-year period 1981-1983. These analysis results are compared against the results of other analyses of these data sets in the literature.

### 4.1 Initial Cluster Analyses in the Uganda Region.

An early space-time clustering analysis of data from this region was conducted by Pike et al. (1967). They used both Knox's test and Barton and David's test to assess clustering, employing a range of critical distances and times for Knox's test, and using the average time interval between cases as the critical time parameter for Barton and David's test. Highly significant space-time clustering was found in cases during the period 19611965, for both Knox's test (over a wide range of the critical parameters used) and for Barton and David's test.

Cases from this region in the period 1966-1967 were assessed for space-time clustering in space and time by Williams, Spit and Pike (1969). Using Knox's test, they again found highly significant space-time clustering. In 1970 an important outbreak of BL was seen in Bwamba county (in the Toro District of southeastern Uganda) that would have demonstrated significant space-time clustering (Williams, Day and Geser, 1974).

Also, cases of new patients with BL in the West Nile District of Uganda demonstrated significant seasonal variation consistent with space-time clustering during the period 1966-1973 (Morrow et al. 1970).

These results all supported the conjecture that cases of BL cluster in space and time. However, some contradictory findings have also been reported. Morrow et al. (1976) examined data from the Mengo Districts of Uganda during the period 1959-1968. They were unable to find significant space-time clustering using both Knox's test and Barton and David's test on these data. Similarly, Brubaker, Geser and Pike (1973) were not able to find significant space-time clustering in the North Mara District of Tanzania in data from the period 1964-1970. Also, Smith (1974) reported an apparent reduction of the strength of space-time clustering in reported cases of BL in the West Nile district of Uganda. Because space-time clustering is believed to be related to the etiology of BL disease, it was troubling to find these inconsistent and somewhat contradictory results.

This was one impetus for the study conducted by Williams et al. (1978), in an attempt to confirm whether the space-time clustering detected in the West Nile district of Uganda represents a real biological phenomenon, or is simply spurious significance due to random variation in the data or some artifact of case selection. Data were collected on all 202 reported cases of BL from 1961 to 1975 in the West Nile District of Uganda. In this study, Knox's test was used to assess space-time clustering within the three 5-year groups spanned by the data (1961-1965, 1966-1970, and 1971-1975), and in the period 1972-1973. Five distances ( $2.5,5.0,10.0,20.0$ and 40.0 km ), and six times (30, 60, 90, 120, 180 and 360 days) were used as critical parameters for Knox's test, so Knox's test was performed 30 times on data from each quinquennial group, and 30 times on data from the period 1972-1973. Significance was found 19 times in the 1961-1965 data, 2 times in the 1966-1970 data, and 3 times in the 1971-1975 data. However, significance was found 13 times in the 1972-1973 data, primarily using the larger space and time critical parameters.

Siemiatycki, Brubaker and Geser (1980) analyzed 40 BL cases in North Mara, Tanzania, and reanalyzed a subset of the West Nile data (cases from 1961 to 1965) using both Knox's test and Mantel's Generalized Regression. Their analyses with Mantel's Generalized Regression confirmed the detection of space-time clustering in the 1961 to 1965 data, but found weak to no clustering in the latter time periods.

### 4.2 Description of the Burkitt's Lymphoma Data.

Assessing the presence and degree of space-time clustering has been historically important in understanding the etiology of Burkitt's Lymphoma. To accomplish this, epidemiologic data were collected on all 202 reported cases of BL from 1961 to 1975 in the West Nile District of Uganda (see Williams et al. 1978 for additional details). These data included for each case the date of onset of the disease, and the exact location of the cases as determined by a 1 kilometer grid superimposed on the map of this district in Uganda. This yielded spatial units of 1 kilometer and temporal units of 1 day, in these analyses. Because the location information was not available for nine of the reported cases, and the exact date of onset was not available for five additional cases, only 188 of these cases were available for analysis.

### 4.3 Cluster Analyses of the Burkitt's Lymphoma Data.

These data were previously analyzed by Williams et al. (1978), in the three 5-year groups 1961-1965, 1966-1970, and 1971-1975, and in the period 1972-1973. We replicated those analyses, and assessed clustering in the full data set, using Knox's test, Mantel's test, and DP. Knox's test was conducted setting K=5, as was done in the simulation studies, to produce a test that is close to optimal from a statistical sense, in terms of identifying clustering. Because ties exist in these data, spatial and temporal offset constants must be set, to preclude taking the reciprocal of 0 . It is known that the power of Mantel's test is related to the size of these offset constants (Glass et al, 1971 and

Siemiatycki, 1971), but only general guidelines exist for selecting these constants. Mantel (1967) indicated that these constants should be "arbitrarily small", and suggested that the constants be close to the expected distance between pairs. Robertson (1979) observed an important impact on the power of Mantel's test when the offset constants were larger than the expected distance between pairs. The expected spatial and temporal distance between pairs in these data is larger than 1 kilometer or 1 day, so Mantel's test was conducted using spatial and temporal offsets of 0.1.

P-values were also determined as was done in the simulation studies, using the estimated empirical distributions of these statistics. Because estimates of the empirical distribution are used, the observed individual p -values for actual data may be somewhat variable for estimated empirical distributions with relatively few simulations. To address this, the analyses were conducted using 10,000 simulations to estimate the empirical distributions of each of the three statistics. Also, standard errors are reported to give some sense of the variability in these observed p-values.

Table 4.1
Analysis Results For Burkitt's Lymphoma Data

| Data Group | \# Cases | DP $($ SE $)$ | Knox (SE) | MGR (SE) |
| :---: | ---: | ---: | ---: | ---: |
| 1961-75 data | 35 | 0.0103 | 0.0031 | 0.0323 |
|  |  | $(0.001010)$ | $(0.000556)$ | $(0.001768)$ |
| $1966-70$ data | 72 | 0.6796 | 0.2416 | 0.8651 |
|  |  | $(0.004666)$ | $(0.004281)$ | $(0.003416)$ |
| $1971-75$ data | 81 | 0.2955 | 0.1388 | 0.0023 |
|  |  | $(0.004563)$ | $(0.003457)$ | $(0.000479)$ |
| $1972-73$ data | 37 | 0.1702 | 0.0146 | 0.0005 |
|  |  | $(0.003758)$ | $(0.001199)$ | $(0.000224)$ |
| All BL data | 188 | 0.0627 | 0.2074 | 0.0023 |
|  |  | $(0.002424)$ | $(0.004054)$ | $(0.000479)$ |

All three tests found strong clustering in the first 5-year period, and neither test found significant clustering in the second 5-year period (although the Knox's test p-value was relatively low ( $\mathrm{p}=0.2416$ ). DP was not significant for any of the remaining time periods, or for the overall analysis of the data. Mantel's test was highly significant for all
of the remaining time periods, and for the overall analysis of the data, while Knox's test was significant only for the 1972-73 period. In fact, Mantel's test seems to be particularly sensitive to the type of clustering present in these data, as it was highly significant for every analysis except for the 1966-70 period.

### 4.4 Description and Prior Analyses of the Cardiac Defects Data.

In 1981, the drinking water supplied to part of Santa Clara County, California was found to be contaminated with chemical solvents. It was felt that this contamination was caused by leakage from solvent storage tanks that are associated with the prevailing electronics manufacturing industry. An increase in the number of cases of infants born with cardiac defects was also noticed during this period. Selvin (1996) presents these data as time of diagnosis in months (from January, 1981), and the location in space (given as coordinates in kilometers, modified to protect confidentiality). He then details a spacetime clustering analysis of these data using the correlation between the pairwise distances and the pairwise time intervals as the test statistic. No evidence of clustering was found ( $\mathrm{p}=0.889$ ) using this method.

Baker (1996) reanalyzed these data using Knox's test. A search through several possible critical values (as is customary when Knox's test is used in practice) yielded significant clustering ( $\mathrm{p}=0.0204$ ), using a critical distance of 2 km and a critical time of 1 month. However, suitable critical values for distance and time are not known in advance, so this p-value is inappropriately small. Baker then used a proposed modification of Knox's test to adjust for the fact that the critical parameters are unknown, and could detect only marginal clustering ( $\mathrm{p}=0.18$ ).

### 4.5 Cluster Analyses of the Cardiac Defects Data.

We used Knox's test, Mantel's test, and DP to assess clustering in the cardiac defects data set. Knox's test was conducted setting $\mathrm{K}=5$, as was done in the simulation studies,
to again produce a test that is close to optimal from a statistical sense, in terms of identifying clustering. Mantel's test was conducted using spatial and temporal offsets of 0.1 , due to the presence of ties in these data. P -values were also determined as was done in the simulation studies, using estimated empirical distributions based on 10,000 simulations for each of the three statistics. Standard errors are again reported to give some sense of the variability in these observed p -values.

## Table 4.2

## Analysis Results For Cardiac Defect Data

| Data | \# Cases | DP (SE) | Knox (SE) | MGR (SE) |
| :--- | ---: | ---: | ---: | ---: |
| Cardiac Defect data | 48 | 0.0976 | 0.0474 | 0.6157 |
| Saint Clara County, CA |  | $(0.002968)$ | $(0.002125)$ | $(0.004864)$ |

DP found marginal clustering in these data, corresponding to the conclusion that Baker reached from her analysis of these data using the proposed modification of Knox's test. Knox's test (using 'optimal' critical parameters) found significant clustering in these data, corresponding to the conclusion that Baker reached from her analysis of these data after searching for 'optimal' critical parameters. Mantel's test did not seem to be sensitive to the type of clustering present in these data, as it did not find significant clustering in these data.

### 4.6 Discussion.

The results from these analyses indicate that Mantel's test was better at identifying clustering in the Ugandan Burkitt's Lymphoma data, followed by Knox's test and DP. Knox's test and DP performed similarly on these data. The same conclusions regarding clustering in these data would be reached using either Knox's test or DP, except for the 1972-73 time period.

The results from the analyses of the Cardiac Defect data indicate that the performance of DP is similar to that of a Knox's test that has been modified to adjust for
the fact that the critical parameters are unknown. Mantel's test did not indicate clustering in these data as the other statistics did.

## Chapter V <br> CONCLUSIONS AND SUGGESTIONS FOR ADDITIONAL RESEARCH

### 5.0 Introduction

The purpose of this research is to introduce and investigate the directed path statistic (DP), a new statistical test for evaluating space-time clustering in data where exact location and time information are available for the disease cases or other points of interest. Disease clustering is discussed in a general manner in Chapter 1, and other important selected statistics in this area are reviewed. DP is formally defined in Chapter 2, and its distributional properties are developed there. Chapter 3 describes and presents results from the simulation studies that were carried out on DP, Mantel's Generalized Regression, and Knox's test to better understand these statistics and to compare their performance. Finally, the classic Burkitt's Lymphoma data set from Uganda and three years of birth defect data from California were used in Chapter 4 to compare the performance of these tests on actual data.

In this chapter we will further discuss the challenge of assessing disease clustering, to help clarify the setting in which DP makes a novel contribution. Then, some opportunities for additional research with DP will be identified

### 5.1 The Role of Disease Cluster Analyses

Historically, disease cluster analyses were initially conducted primarily to provide clues to the cause of diseases with unknown etiology. Cluster analysis results were used to confirm or validate hypotheses that were postulated about the mechanism of causation. More recently, these analyses have been used as screening tools by public health agencies.

Routinely applied to health data, a positive indication may alert health officials when action should be taken to address some health issue. Purposefully applied to health data, a negative indication may be used to dispel public concerns about some health concern. There statistics are also being considered for use to provide warning signals in bioterrorism attacks.

The common factor in most of these applications is that cluster analyses are rarely an end in themselves. Their results are generally precursors to additional, more rigorous and more refined studies. This observation motivated Wartenberg and Greenberg (1993) to promote the use of cluster analyses as preliminary 'pre-epidemiology' studies. Because of this, it is a distinct advantage when these analyses are simple, easy to carry out and understand, and have relatively meager data requirements. This reserves time, money and other resources for the more rigorous epidemiologic studies that should follow.

### 5.2 Comparing DP, Knox's Test, and Mantel's Generalized Regression.

The results of this research indicate that DP is a reasonable, viable alternative to Knox's test. General, or omnibus, tests for space-time clustering require a nondifferential population growth rate for all geographic sub-areas, or they will be affected by population shift bias. When the assumptions for the valid use of a general space-time interaction test apply, DP may be used without having to specify a critical distance and time, which is an important drawback to Knox's test. Mantel's Generalized Regression emphasizes small interpoint distances, so its performance for the kind of clustering examined in this study was disappointing ${ }^{9}$, as compared against DP and Knox's test. Because the power of DP is comparable to that of Knox's test, DP is a reasonable alternative to Knox's test for separate source clustering which was investigated in this research.

[^6]The major drawbacks to Knox's test have been addressed in the recent literature. Baker (1996) has proposed a modification to Knox's test that requires only ranges of critical distances and times to be specified, while Kulldorff and Hjalmars (1999) have proposed a modification which accounts for population shifts, given that knowledge of temporal shifts in the background population exists. These modifications may be effective, but they greatly increase the complexity of the test, and the burden of applying it in actual practice. Arguably, this may simply be too much for a 'pre-epidemiology' analysis. Also, data on the temporal shifts of the background population often is not available, or is not available given the available time, money, and other resources. When the resources are available to acquire the data on the temporal shifts of the background population, one should probably conduct a more rigorous, 'true' epidemiology study. Further, for a more rigorous study, a space-time interaction test specifically designed to account for possible geographic shifts or temporal trends in the underlying population should probably be considered before using a modified Knox test. So in this context, given the purpose of the test and for this kind of 'pre-epidemiology' analysis, DP is a viable alternative to Knox's test.

### 5.3 Suggestions for Additional Research.

It is of interest to better understand the performance of these statistics for data generated for other clustering models. Simulation studies using separate-source clustering were conducted to investigate the performance of DP, Knox's test, and Mantel's Generalized Regression in this research. Additional work using the other disease clustering models (point-source clustering and contagion clustering) would be helpful in characterizing the performance of these statistics, and in determining which statistics are superior for which disease clustering models.

Geographic features (such as a lake in the middle of the area under consideration) can make some interpoint distances impossible, thus excluding some possible paths
through the data. The way that the significance of DP is calculated can be adjusted to account for this. Some work investigating this adjustment could enhance the usefulness of DP.

As a general or omnibus space-time interaction test, DP is subject to population shift bias if there are geographic or temporal population shifts. Kulldorff and Hjalmars (1999) have proposed a method for adjusting space-time interaction tests for geographic or temporal shifts in the underlying population. If this method were applied to DP, it would be more robust to shifts in the underlying population. Some work investigating and applying this method could enhance the usefulness of DP.

Finally, DP actually looks at the relationship between a univariate variable (time) and a multivariate variable (space). In some sense, DP actually represents a kind of nonparametric 'multiple correlation' between a single univariate and a multivariate variable, and could possibly be used to assess the relative superiority of competing summary statistics. An example of this might be in psychometrics, where several test instruments are used to assess some multi-dimensional concept and characterize it with a single summary score (such as IQ). Suppose there are competing ways to generate this summary score from the component test scores. How might one determine which of these competing summary scores is 'best'? DP could provide a way to assess and rank these summary scores, and facilitate identifying the best one. Some work investigating this area of application could enhance the usefulness of DP in other settings.

## APPENDIX A -SIMULATION DRIVER PROGRAM

This is the SAS program used to conduct the simulation studies. The simulations are performed by the SIM macro; each execution of the SIM macro produces one simulation run. As written, this driver program executes the macro 9 times, once for each of the 9 combinations of $\boldsymbol{\delta}$ and $\tau$ considered at each of the 12 combinations of $\boldsymbol{\lambda}$ and $\mathbf{n}$. This code executes successfully in SAS Version 8.2 or higher.

```
*OPTIONS LS=116 PS=500 NOCENTER FORMCHAR="|----|+|---";
options ls=106 ps=56 pageno=1 FORMCHAR="|---|+|--"; /* 9 point portrait */
*OPTIONS MLOGIC MPRINT SYMBOLGEN;
LIBNAME USER "C:\Documents and Settings\James\My Documents\SAS_D\Temp";
/*
%LET N=50 ; %LET M=500 ; %LET SEED=0 ; %LET K=5 ; %LET W=100 ;
%LET AVCLUSIZ=10 ; %LET AVDIST=0.1 ; %LET AVTIME=0.1 ; %LET
PI=3.14159265358979 ;
*/
* N is the number of cases;
* M the number of random permutations to estimate P-values
    (This is the size of the empirical distribution);
* AVCLUSIZ = parameter LAMBDA or average cluster size
    (including cases OUT of bounds or discarded after N have been found);
* AVDIST = parameter DELTA, average spatial distance from point source to case;
* AVTIME = parameter TAU, average time from point source and case;
* SEED is the seed for the random number generator, 0 for production runs;
* K is the expected number of close pairs for the Knox test under the null
hypothesis;
* W is the number of simulations for given parameters;
%MACRO SIM(N=, AVCLUSIZ=, AVDIST=, AVTIME=) ;
%LET M=500 ; %LET SEED=0 ; %LET K=5 ; %LET W=500 ;
%LET PI=3.14159265358979 ;
%LET NC2 = %EVAL (&N* (&N-1)/2);
%LET CT = %SYSFUNC(SQRT(%SYSEVALF(&K/&NC2/4)));
%LET CD = %SYSFUNC(SQRT (%SYSEVALF(2*&CT/&PI)));
%DO I = 1 %TO &W;
TITLE1 "COMPARISON OF SPACE-TIME INTERACTION TESTS BASED ON PAIR DIFFERENCES";
TITLE2 "&W SIMULATIONS OF &N CASES USING &M PERMUTATIONS";
TITLE3 "LAM=&AVCLUSIZ, DEL=&AVDIST, TAU=&AVTIME, SEED=&SEED";
TITLE4 "EXPECTED NUMBER OF CLOSE PAIRS FOR KNOX TEST IS &K";
TITLE5 "CRITICAL DISTANCE AND TIME FOR KNOX TEST ARE &CD AND &CT";
DATA GOOD ALL; N = &N; LAM = &AVCLUSIZ; DEL = &AVDIST; TAU = &AVTIME; SEED =
&SEED;
    NN = 0; * NN is the ID# of the current case, not counting cases that are "out
of bounds";
```

$N C=0 ; * N C$ is the ID\# of the current cluster; * $C$ is the size of the current cluster:

START: $\mathrm{CC}=1 ;$ * CC is the ID\# of the case within the cluster;
NC + 1; IF CC = 1 THEN DO; GETC: C = RANPOI (0,LAM) ; IF C = 0 THEN GOTO GETC;
PX = RANUNI (SEED) ; PY = RANUNI (SEED) ; PT = RANUNI (SEED) ; STATUS =
"OUT";

* PX, PY, AND PT ARE THE COORDINATES OF THE POINT SOURCE; END;

GETDIST: DIST = RANEXP (SEED) *DEL; * DIST is the random distance from source to case;

ANGL $=2 * \& P I * R A N U N I(S E E D) ; ~ * ~ A N G L ~ i s ~ t h e ~ r a n d o m ~ a n g l e ~(i n ~ r a d i a n s) ; ~$
XX = PX + COS(ANGL)*DIST; YY = PY + SIN(ANGL)*DIST; TIME = PT + RANEXP (SEED) *TAU;

* XX, YY, and TIME are the coordinates of the current case;

IF ( $0<\mathrm{XX}$ < 1) AND $(0<Y Y<1)$ AND ( 0 < TIME < 1) THEN DO;
NN + 1; STATUS = "IN"; OUTPUT GOOD; END; OUTPUT ALL;
IF NN = N THEN STOP; IF CC = C THEN GOTO START; CC + 1; GOTO GETDIST; RUN;
*PROC PRINT DATA=ALL;
*PROC MEANS DATA=GOOD N MIN MEAN MAX STD;
*PROC PLOT DATA=GOOD;

* PLOT YY*XX=NC / HAXIS=0 TO 1 BY . 2 VAXIS=0 TO 1 BY .2; RUN; OPTIONS PS=500;

PROC SORT DATA=GOOD (KEEP = XX YY TIME); BY TIME; *OPTIONS NODATE NONUMBER; TITLE; RUN;

```
DATA RESULTS&I; SET GOOD END=LAST; FILE PRINT;
```

* READING IN THE GENERATED DATA AND CALCULATING THE SPATIAL AND TEMPORAL DIFFERENCES;
ARRAY $X(\& N)$ _TEMPORARY_; ARRAY Y(\&N) _TEMPORARY_; ARRAY $T(\& N) ~ \_T E M P O R A R Y \_;$ ARRAY DD (\&N, \&N) _TEMPORARY_; ARRAY TT (\&N, \&N) _ TEMPORARY_;
$X\left(\_N \_\right)=X X ; Y\left(\_\bar{N} \_\right)=Y Y ; T\left(\_N \_\right)=T I M E ; ~ D D\left(\_\bar{N} \_, \_N \_\right)=0 ; T T\left(\_N \_, \_N \_\right)=0$; IF _N_ > 1 THEN DO N = 1 TO _N_ - 1;
$\mathrm{I}=\operatorname{SQRT}((\mathrm{XX}-\mathrm{X}(\mathrm{N})) * * 2+(\mathrm{YY}-\mathrm{Y}(\mathrm{N})) * * 2) ; \mathrm{DD}\left(\_\mathrm{N} \_, \mathrm{N}\right)=\mathrm{I} ; \mathrm{DD}\left(\mathrm{N}, \_\mathrm{N} \_\right)=\mathrm{I} ;$
$\mathrm{J}=\mathrm{ABS}((\mathrm{TIME}-\mathrm{T}(\mathrm{N}))) ; \quad \mathrm{TT}\left(\_\mathrm{N} \_, \mathrm{N}\right)=\mathrm{J} ; \mathrm{TT}\left(\mathrm{N}, \_\mathrm{N} \_\right)=\mathrm{J} ;$
IF I*J = 0 THEN DO; PUT "THE IMPOSSIBLE HAS OCCURRED!" / _N_= N= I= J=; ABORT; END;

END; IF NOT LAST THEN RETURN;
/*
PUT "SPATIAL "; DO I = 1 TO \&N; PUT I 2. \%DO J = 1 \%TO \&N; DD (I,\&J) $6.3 \%$ END; ; END;
PUT "TEMPORAL"; DO I = 1 TO \&N; PUT I 2. \%DO J = $1 \% T O \& N ; T T(I, \& J) 6.3 \% E N D ;$ END;
*/

* COMPUTING THE VALUES OF DP, KX, AND MR (OF WHICH THE FIRST IS THE "OBSERVED"

VALUE) ;
ARRAY R(\&N) _TEMPORARY_; DO I = 1 TO \&N; R(I) = I; END;

* Vector R holds random permutations of $(1,2, \ldots, N)$, starting with $(1,2, \ldots, N)$;

DO M = $1 \mathrm{TO} \& \mathrm{M}$; * The DO loop in the next 2 lines randomly permutes the vector R;

IF M > 1 THEN DO I = N TO 2 BY -1; J = CEIL(I*RANUNI(\&SEED));
$\mathrm{Q}=\mathrm{R}(\mathrm{J}) ; \mathrm{R}(\mathrm{J})=\mathrm{R}(\mathrm{I}) ; \mathrm{R}(\mathrm{I})=\mathrm{Q}$; END;
DP = 0; KX = 0; MR = 0;
DO $I=1$ TO N-1; DP + DD(R(I),R(I+1));
DO J = I+1 TO N; DIJ = DD(R(I),R(J)); TIJ = TT(I,J); IF DIJ < \&CD AND TIJ < \&CT THEN KX + 1; MR + 1/DIJ/TIJ; END; END;
IF M = 1 THEN DO; DPOBSRVD = DP; KXOBSRVD = KX; MROBSRVD = MR; END;
*PUT M 2.0 DP 9.3 KX 6.0 MR 11.1;
IF DP LE DPOBSRVD THEN DPSIG + 1;
IF KX GE KXOBSRVD THEN KXSIG + 1;
IF MR GE MROBSRVD THEN MRSIG + 1; END;
DPPVAL $=$ DPSIG/\&M; KXPVAL $=$ KXSIG/\&M; MRPVAL $=$ MRSIG/\&M;

* Note that all P-values are estimated based on the same permutations of times; OUTPUT; KEEP DPOBSRVD--MRPVAL; RUN;
\%END;
DATA SUMMARY; SET \%DO I = 1 \%TO \&W; RESULTS\&I \%END;
/*PROC PRINT; VAR DPOBSRVD KXOBSRVD MROBSRVD DPPVAL KXPVAL MRPVAL;

```
PROC MEANS DATA=SUMMARY N MIN MEAN MAX STD;*/
PROC CORR; VAR DPPVAL KXPVAL MRPVAL;
%MEND SIM;
* Send LOG window contents to a file ;
proc printto log='C:\Documents and Settings\James\My
Documents\SAS_D\Temp\sim_log.txt' ;
    run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.2,AVTIME=0.2);
data p25_20_20 ; set summary ;
    lam=25 ; del=0.20 ; tau=0.20 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.2,AVTIME=0.1);
data p25_20_10 ; set summary ;
    lam=25 ; del=0.20 ; tau=0.10 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.2,AVTIME=0.01);
data p25_20_01 ; set summary ;
    lam=25 ; del=0.20 ; tau=0.01 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
            run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.1,AVTIME=0.2);
data p25_10_20 ; set summary ;
    lam=25 ; del=0.10 ; tau=0.20 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.1,AVTIME=0.1);
data p25_10_10 ; set summary ;
    lam=25 ; del=0.10 ; tau=0.10 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.1,AVTIME=0.01);
data p25_10_01 ; set summary ;
    lam=25 ; del=0.10 ; tau=0.01 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.01,AVTIME=0.2);
data p25_01_20 ; set summary ;
    lam=25 ; del=0.01 ; tau=0.20 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.01,AVTIME=0.1);
data p25_01_10 ; set summary ;
    lam=25 ; del=0.01 ; tau=0.10 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
```

```
%SIM(N=500,AVCLUSIZ=25,AVDIST=0.01,AVTIME=0.01);
data p25_01_01 ; set summary ;
    lam=25 ; del=0.01 ; tau=0.01 ;
    keep lam del tau DPPVAL KXPVAL MRPVAL ;
        run ;
proc printto log=log ;
run ;
data pv25_500 ; set p25_20_20 p25_20_10 p25_20_01 p25_10_20 p25_10_10
                                    p25_10_01 p25_01_20 p25_01_10 p25_01_01 ;
    run ;
data pv25_500 ; set pv25_500 ;
    rename DPPVAL=DP KXPVAL=KNOX MRPVAL=MGR ;
    keep lam del tau DP KNOXL MGR ;
    run ;
proc sort ; by lam del tau ;
    run ;
proc print data=pv25_500 ;
    title "P-values For N=500 and Lambda=25" ;
    run ;
PROC EXPORT DATA=user.pv25_500
    OUTFILE='C:\Documents and Settings\James\My
Documents\SAS_D\Results\pv25_500.xls'
    DBMS=excel2000 REPLACE;
    RUN;
```

quit ;
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[^0]:    ${ }^{1}$ This implies a decrease in the mean distance from a randomly chosen point and its nearest neighbor. That is, if nearest neighbors are closer together than would be expected if the points were randomly distributed, clustering exists.

[^1]:    ${ }^{2}$ Note that the domain may be something other than space and/or time, such as occupational cohort, school cohort, etc. (Wartenberg and Greenberg, 1993)

[^2]:    ${ }^{3}$ This is a goodness-of-fit test for time alone, and an independence test for space-time clustering.

[^3]:    ${ }^{4}$ These are goodness-of-fit tests for space or time alone, and independence tests for space-time interaction.

[^4]:    ${ }^{5}$ Note that the path length is the same regardless of the direction the path is traversed. Hence, there are actually $\mathrm{N}!/ 2$ distinct paths, and if $\mathrm{M}^{\prime}$ is the number of those $\mathrm{N}!/ 2$ distinct paths that are less than DP, the exact empirical significance is $\mathrm{P}^{\prime}=\mathrm{M}^{\prime} /(\mathrm{N}!/ 2)$. However, since each distinct path appears twice, $\mathrm{M}^{\prime}=\mathrm{M} / 2$, and $\mathrm{P}^{\prime}=\mathrm{M}^{\prime} /(\mathrm{N}!/ 2)=(\mathrm{M} / 2) /(\mathrm{N}!/ 2)=\mathrm{M} / \mathrm{N}!=\mathrm{P}$.
    ${ }^{6}$ On one IBM mainframe used during the course of this research, integers could not be represented with precision with more than twelve significant digits. Because of this, tabulating the path length for all possible permutations of the N cases became computationally prohibitive for N greater than 14.
    ${ }^{7}$ When the permutations of the N cases are randomly generated, they should yield a tabulation of path lengths that is proportionate to the full empirical distribution of DP, so that the number of permutations greater than DP in the tabulated distribution is proportionate to the number greater than DP in the complete distribution. Hence, this is a valid estimate of the exact significance of DP.

[^5]:    ${ }^{8}$ Randomly generated permutations of the $\mathbf{n}$ cases should yield an unbiased tabulation of path lengths that is proportionate to the full empirical distribution of DP, such that the number of permutations greater than DP in this tabulated distribution is proportionate to the number greater than DP in the complete empirical distribution. Hence, this is a valid estimate of the exact significance of DP.

[^6]:    ${ }^{9}$ The performance of Mantel's Generalized Regression on different types of clustering may be an area for further research.

