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Abstract

David Woodford Ripley: Negation in Natural Language
(Under the direction of Keith Simmons)

Negation is ubiquitous in natural language, and philosophers have developed plenty of different theories of the semantics of negation. Despite this, linguistic theorizing about negation typically assumes that classical logic’s semantics for negation—a simple truth-functional toggle—is adequate to negation in natural language, and philosophical discussions of negation typically ignore vital linguistic data. The present document is thus something of an attempt to fill a gap, to show that careful attention to linguistic data actually militates against using a classical semantics for negation, and to demonstrate the philosophical payoff that comes from a nonclassical semantics for natural-language negation.

I present a compositional semantics for natural language in which these questions can be posed and addressed, and argue that propositional attitudes fit into this semantics best when we use a nonclassical semantics for negation. I go on to explore several options that have been proposed by logicians of various stripes for the semantics of negation, providing a general framework in which the options can be evaluated. Finally, I show how taking non-classical negations seriously opens new doors in the philosophy of vagueness.
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Chapter 1

Introduction

Negation is ubiquitous in natural language, and philosophers have developed plenty of different theories of the semantics of negation. Despite this, linguistic theorizing about negation typically assumes that classical logic’s semantics for negation—a simple truth-functional toggle—is adequate to negation in natural language, and philosophical discussions of negation typically ignore vital linguistic data. The present document is thus something of an attempt to fill a gap, to show that careful attention to linguistic data actually militates against using a classical semantics for negation, and to demonstrate the philosophical payoff that comes from a nonclassical semantics for natural-language negation. Here’s a brief overview:

The first two chapters set the stage, providing a framework in which to discuss questions of compositional semantics, and arguing that a classical semantics cannot work for natural-language negation. Chapter 2 presents an intensional (possible-worlds-based) semantics for a fragment of English. It’s based on (Heim & Kratzer, 1998) and (von Fintel & Heim, 2007), but it does not follow them exactly. In particular, the treatment of intensionality is slightly different; whereas von Fintel & Heim (2007) opt for a semantics that assigns two distinct semantic values—an extension and an intension—to each expression, the present semantics operates purely at the level of intensions. The two methods are equivalent at a certain level of description, but the present method connects more cleanly to the logical frameworks occurring later (in chapter 5).

Chapter 3 applies this semantics to the case of propositional attitudes. It points out familiar problems that arise in this application of possible-worlds-based intensional semantics, and considers two possible fixes: structuralism (as defended in (Carnap, 1956), (Lewis, 1970), (Cresswell, 1985), (Cresswell & Von Stechow, 1982), and (King, 2007)) and circumstantialism (as defended
in (Edelberg, 1994), (Goddard & Routley, 1973), and (Priest, 2005)). According to structuralism, the difficulties faced by possible-worlds semantics should be fixed by treating the semantic values of clauses as syntactically structured in some way. According to circumstantialism, the difficulties should be fixed by considering more circumstances than just possible worlds. (In particular, the circumstantialist maintains, we need negation-incomplete and negation-inconsistent circumstances.) I argue that structuralism falls down on two fronts: it identifies propositions that should be kept distinct, and it distinguishes propositions that should be identified. I show that circumstantialism does not have to share these shortcomings (although it can: thus (Goddard & Routley, 1973)’s and (Priest, 2005)’s circumstantialisms are rejected for similar reasons). I also respond to two arguments: the motivation for structuralism given in (Cresswell & Von Stechow, 1982) and (Cresswell, 1985), and the argument against circumstantialism in (Soames, 1987).

If chapter 3 is correct, classical semantics for negation cannot be correct, as it would rule out negation-incomplete and negation-inconsistent circumstances. Thus, we need a different semantics for negation in natural language. The next two chapters begin to explore the available alternatives. Chapter 4 gives an overview of an important strain in recent logical literature on negation—the strain that treats negation as a unary modal operator—and provides an overview of certain linguistic research on various negative phrases and contexts. I draw important parallels between the two traditions, and show that the linguistic tradition has found important uses for negations weaker than those that can be treated using modal semantics. I show that the role played by neighborhood semantics in the study of positive modalities adapts to negative modalities as well, providing a framework in which to study these weaker negations.

Chapter 5 is the formal meat of the dissertation—here, I provide a unified approach to the semantics of nonclassical negations. This chapter adapts techniques from neighborhood semantics for intensional logic (as in (Chellas, 1980) and (Hansen, 2003)) and frame semantics for relevant and substructural logics (as in (Routley et al., 1982) and (Restall, 2000b)) to develop the theory of substructural neighborhood semantics for negative unary connectives. (Although substructural neighborhood semantics have been glanced at before—in (Mares & Fuhrmann, 1995) and (Mares, 2004)—both of these deal with conditionals; neither considers negation, or indeed any unary connective.) I give a base system—distributive lattice logic plus a certain sort of contraposition—and several extensions of it, proving soundness, completeness, and correspondence for each extension. I then show how neighborhood semantics collapses to the more familiar modal semantics for negation (discussed in chapter 4) when certain conditions are met. Showing that neighborhood semantics is equivalent to the familiar Routley star semantics for negation (see eg (Routley et al., 1982)) in certain
circumstances requires developing a bit of the algebraic theory of substructural neighborhood semantics. The chapter closes with an expanded “kite of negations” displaying inclusion relationships between many negations, both familiar and new.

The two closing chapters apply nonclassical theories of negation to the problem of vagueness, showing that exploring the semantics of negation can bear philosophical fruit. Chapter 6 considers the motivation behind a supervaluationist theory of vagueness, and argues that the motivation is better satisfied by a dialetheic theory of vagueness, such as that given by the paraconsistent logic LP, typically presented as a three-valued logic. One usual objection to three-valued logics of vagueness (pressed in eg (Williamson, 1994) and (Smith, 2008)) holds that considerations of “higher-order vagueness” cannot be properly addressed on such an approach. I show that, if the objection is taken seriously, the defender of an LP-based treatment of vagueness is forced to abandon their three-valued logic and adopt a particular infinite-valued logic—but this logic is itself LP! (The proof of this fact is in (Priest, 1984), but the application to vagueness and higher-order vagueness is original.) Thus, an LP-based theory of vagueness is immune to the objection.

If an LP-based theory of vague predicates is correct, then some contradictions are true. In particular, contradictions like ‘She’s nice and she’s not nice’, when ‘she’ picks out a borderline case of niceness, are true. Chapter 7 presents empirical research on speakers’ responses to borderline cases, showing that they agree (to a quite high degree) with such borderline contradictions. I consider several interpretations of this research, falling into roughly three classes: a) that participants in the experiment didn’t interpret the sentences in question as contradictions, b) that participants did interpret the sentences as contradictions, but they were wrong to agree, and c) that participants interpreted the sentences as contradictions, and were right to agree. Multiple interpretations fall into each of these classes. I argue that only two interpretations explain participants’ responses in a natural manner: a certain variety of contextualism about vagueness, augmented with hypotheses about participants’ understanding of conjunction, or dialetheism of the sort I recommend. I point out that these two interpretations are actually very similar; it is their similarity (in particular, they both allow that an item can both have and not have the very same property—but the contextualist requires a context shift for this to happen, where the dialetheist does not) that allows them both to work here.

Thus, the current document 1) shows that classical theories of negation are inadequate to negation as it occurs in natural language; 2) develops a semantic framework in which a great variety of nonclassical negations can be explored and compared to each other; and 3) demonstrates the philosophical payoff of nonclassical theories of negation. Along the way, new contributions are made to
theories of propositions, neighborhood and substructural semantics for unary connectives, theories of vagueness, and experimental semantics.
Chapter 2

An intensional semantics

There are many frameworks for compositional semantics available; to some extent any theorist’s selection of one over the others is arbitrary. Nonetheless, to explore the semantics of negation in natural language it’s vital to have some semantic framework in which to work. The task of this chapter is to present such a framework.

The arguments against classical theories of negation that follow will rely on intensional constructions, so it is vital for my purposes to use a framework sufficient to handle such constructions as conditionals, modals, and propositional attitudes. Well-known intensional frameworks have been presented in (Montague, 2002) and (Lewis, 1970), but those pieces rely on a syntax relatively far removed from the best current syntactic research. On the other hand, (Heim & Kratzer, 1998) and (Authier & Reed, 1999) present compositional frameworks sensitive to contemporary syntactic research, but these pieces remain in a purely extensional framework, and so are ill-equipped to deal with constructions I’ll be making heavy use of.

The closest relative to the framework I’ll present here can be found in (von Fintel & Heim, 2007). This uses the extensional framework of (Heim & Kratzer, 1998), but adds an intensional component, using possible worlds to provide semantics for a wider range of natural language constructions. Despite the similarities, my framework differs from theirs in functioning purely at the level of intension, rather than trafficking heavily in both intension and extension. (The difference is more stylistic than substantive.)

This chapter is structured as follows: §2.1 covers notation and preliminaries necessary for §§2.2–2.4, which present (Heim & Kratzer, 1998)’s treatment of predication, relative clauses, and quantification. Then, §2.5 covers preliminaries necessary for §§2.6–2.7, which present a treatment of modals,
conditionals, and propositional attitudes that hews closely to the treatment in (von Fintel & Heim, 2007).

2.1 Extensional preliminaries

The extensional framework I present here (in §§2.1–2.4) is (almost entirely) the framework of (Heim & Kratzer, 1998). Any differences will be explicitly noted.

2.1.1 Notation

Boldface will be used to quote object-language expressions; thus Mary is a person but Mary is a name.

We use a function $\llbracket \rrbracket$ to interpret object-language expressions as semantic entities. For example, for our purposes, the denotation of a name is its bearer. Thus $\llbracket Mary\rrbracket = Mary$. The interpretation function is officially to be read as relative to a model $M$ (and perhaps also a time, context, variable assignment, &c.). When this needs to be made explicit, it’ll show up as a superscript on $\llbracket \rrbracket$; thus $\llbracket Mary\rrbracket^M$ is the denotation of Mary in the model $M$, $\llbracket Mary\rrbracket^{M,t,g}$ is the denotation of Mary relative to a number of different parameters. For most of this chapter, though, we’ll be able to get by ignoring this, and so the $\llbracket \rrbracket$ function will stand alone much of the time.

2.1.2 Syntax

Here’s the plan: a sentence’s syntax determines the way we combine lexical denotations to get the denotation of the sentence. For example, if a sentence has the syntax (1a), we calculate its denotation by first combining $\llbracket \alpha \rrbracket$ with $\llbracket \beta \rrbracket$ to get $\llbracket \delta \rrbracket$, then combining $\llbracket \delta \rrbracket$ with $\llbracket \gamma \rrbracket$ to get $\llbracket \epsilon \rrbracket$, the sentence’s denotation. On the other hand, if a sentence has the syntax (1b), we’d calculate its denotation by first combining $\llbracket \beta \rrbracket$ and $\llbracket \gamma \rrbracket$ to get $\llbracket \delta \rrbracket$, then combining $\llbracket \alpha \rrbracket$ with $\llbracket \delta \rrbracket$ to get $\llbracket \epsilon \rrbracket$.

(1) a. $$
\begin{array}{c}
\epsilon \\
\delta \\
\gamma \\
\alpha \\
\beta \\
\end{array}
$$

1 'Denote' and ‘denotation’ are here used in a very thin way; every semantically non-vacuous linguistic expression denotes something (its semantic value), and no claims are implied (nor do I make any anywhere in this document) about reference or anything heavy-duty like that.
What is a sentence’s syntax? The syntacticians will tell us. In particular, I’ll pay attention to what the syntacticians call LF: the level of syntactic representation that is interpreted by whatever semantic system there is.²

That said, there is considerable controversy surrounding some of the features of LF representations. Much of this controversy won’t affect anything I have to say here; I’ll use syntactic representations general enough to apply more or less no matter how the controversies are settled. When the controversy matters (as in the case of Quantifier Raising, or QR), I’ll be more explicit. Also, the syntactic representations I use are general enough to apply to either a Government & Binding-style syntax (as in (Heim & Kratzer, 1998)) or a Minimalist-style syntax (as in (Authier & Reed, 1999)).

2.1.3 Types

This will be a typed semantics; I’ll use several types of semantic value, each with its own domain.³ For example, members of the set \( D_t = \{0, 1\} \) of truth-values are of type \( t \). Entities (things like you, me, tables, bananas, emotions, &c.) are of type \( e \), and they make up the domain of entities \( D_e \). The only two primitive types (for now) are \( e \) and \( t \), but there are complex types too, formed from other types. If \( \alpha \) and \( \beta \) are types, then \( \langle \alpha, \beta \rangle \) is a type too. Every type has its own domain: the domain of semantic values of any type \( \alpha \) is \( D_\alpha \). We specify \( D_e \) and \( D_t \), and build the remaining domains as follows: \( D_{\langle \alpha, \beta \rangle} = D_\beta^{D_\alpha} \) (the set of functions from \( D_\alpha \) to \( D_\beta \)).⁴

I take the denotation of a proper name to be the name’s bearer. For example, \([\text{GeorgeWashington}] = \text{George Washington}, \ [\text{NiagaraFalls}] = \text{Niagara Falls}. \) Name-bearers are of type \( e \).⁵ Sentences have truth-values (1 or 0) as their denotations (for now). These values are of type \( t \), the other primitive type.

²Some recent phase-based theories of syntax dispense with such a level altogether; see eg (Chomsky, 2004). Although I won’t pursue this here, I suspect that the present semantics can also be made to fit these theories, even if the fit has to be described a bit differently.

³For details on typed languages and their semantics, see eg (Church, 1940; Henkin, 1950; Rennie, 1974).

⁴Were a complete proof theory going to be a desideratum later, we’d want to be careful here, but it won’t be, so I won’t be.

⁵But see Partee (1987) for possible exceptions.
2.1.4 \( \lambda \)

Since the other domains (besides \( D_e \) and \( D_t \)) contain only functions, we’ll be talking about functions a lot, and some notation will help. I’ll follow (Heim & Kratzer, 1998) in using a version of the \( \lambda \) notation explored in eg (Church, 1941; Routley, 1980).

As an example, consider the following function: \( \lambda e [e’s \text{ favorite llama}] \). Call this function \( g \); for each \( x \in D_e \), \( g(x) = x’s \text{ favorite llama} \). Since \( x’s \text{ favorite llama} \) is of type \( e \) as well (indeed, all llamas are), \( g \) is a function of type \( \langle e, e \rangle \).

I’ll also use functions like the following (of type \( \langle e, t \rangle \)): \( \lambda e (e \text{ smokes}) \). Call this function \( f \). It looks as though \( f(x) = x \text{ smokes} \), but that would be weird, since ‘\( x \text{ smokes} \)’ isn’t of type \( t \). (Remember, \( D_t = \{1, 0\} \).) In fact I mean something slightly different: that \( f(x) = 1 \) iff \( x \text{ smokes} \), and \( f(x) = 0 \) otherwise. Thus \( f \) really is of type \( \langle e, t \rangle \). This’ll be important to keep in mind as we move forward.

Note as well that I frequently use the type labels \( e, t, s, p, u, v, a \), and their primes, as variables; when that happens, the variables should be interpreted as restricted to the appropriate types.\(^6\) An overriding convention, for when explicitness matters: whenever a variable bears a subscripted type label, it should be interpreted as restricted to that type; whenever a denotation bears a subscripted type label, it is of that type (so \( \llbracket eats \rrbracket_{\langle e, t \rangle} \) is of type \( \langle e, t \rangle \)); and whenever an object-language expression bears a subscripted type label, its denotation is of that type (\( \llbracket eats_{\langle e, t \rangle} \rrbracket \) is of type \( \langle e, t \rangle \) too).

2.2 Predication

This section explores the extensional semantics of predication. Here (and throughout) I’ll ignore tense and aspect.

2.2.1 Intransitive verbs

The simplest case of predication involves a subject and a simple intransitive predicate. As an example, consider the sentence \textbf{Sam flies}. It has the following (immediately relevant) structure:\(^7\)

---

\(^6\)Don’t worry about \( s, p, u, v, \) or \( a \) yet; they’ll come up later.

\(^7\)Although I use labels like \textbf{vP}, I do so mostly for convenience in referring to various constituents. Nothing here is incompatible with a so-called ‘bare phrase structure’ theory of syntax. See eg (Chomsky, 1995).
To interpret this sentence, we need axioms interpreting the words in it. As above, we’ll treat the denotations of names as of type \( e \). When it comes to intransitive verbs, we’ll take them to have denotations of type \( ⟨e, t⟩\). Assume:

(3) a. \( \llbracket Sam \rrbracket = Sam \)
   b. \( \llbracket flies \rrbracket = ω[e \text{ flies}] \)

We also need some story about how these denotations combine. The following rule of Functional Application (FA) is the linchpin of the framework in (Heim & Kratzer, 1998):

(4) a. When \( α, β, \) and \( γ \) are nodes in configuration (4b), and when \( \llbracket α \rrbracket \) can take \( \llbracket β \rrbracket \) as an argument, then \( \llbracket γ \rrbracket = \llbracket α \rrbracket(\llbracket β \rrbracket)\):\(^8\)
   b. \[
   \begin{tikzpicture}
   
   \node (gamma) at (0,0) {γ};
   \node (alpha) at (-2,-1) {α};
   \node (beta) at (2,-1) {β};
   \draw[->] (gamma) -- (alpha);
   \draw[->] (gamma) -- (beta);
   
   \end{tikzpicture}
   \]

Putting our lexical denotations together following the rule FA, we get:

(5) a. \( \llbracket vP \rrbracket = \llbracket flies \rrbracket(\llbracket Sam \rrbracket) = \llbracket flies \rrbracket(Sam) = \)
   b. \( ω[e \text{ flies}](Sam) \)
   c. \( \llbracket vP \rrbracket = 1 \text{ iff Sam flies} \)

We can see that this is the desired result; getting this result thus offers some support for the system of hypotheses (at least: the lexical entries, the syntactic analysis of Sam flies, and the rule FA) that entailed it.

### 2.2.2 Transitive verbs

Now that we see how the rough idea works, we can expand it beyond the simplest subject-predicate sentences. Consider a sentence involving a transitive verb like kick, and the appropriate number of proper names:

\(^8\)We want to be flexible here w/r/t linear order: maybe the function comes first, and maybe its argument does. Heim & Kratzer (1998) achieve this with a disjunctive version of FA, but it’s equally achievable by not taking linear order into account in the first place, paying attention only to hierarchical structure, and that’s the route we’ll take here. Thus, in the structure (4b), no assumptions are made about which of \( α \) or \( β \) is pronounced first; all that’s relevant are dominance relations. This is consonant with the hypothesis (as in eg (Chomsky, 2004)) that linear order is a phonological phenomenon only, unrelated to interpretation. NB: It can’t happen (since our types are well-founded) that \( \llbracket α \rrbracket \) and \( \llbracket β \rrbracket \) are of appropriate types to take each other as arguments, so we don’t need linear order to disambiguate: FA gives unique results.
(6)  a. Mary kicked Barry
     b. 

     vP

     Mary     v'
     kicked    Barry

The lexical entries for the names work as before. The entry for the verb is slightly more complex; we suppose that (mono)transitive verbs denote functions of type $\langle e, \langle e, t \rangle \rangle$.

(7)  a. $\{Mary\} = Mary$
     b. $\{Barry\} = Barry$
     c. $\{\text{kicked}\} = \lambda e \lambda e'[e' \text{kicked } e]$

Note the order of the arguments in $\{\text{kicked}\}$: the ‘kickee’ is the first argument taken, the ‘kicker’ the second. This corresponds to the structure in (6b): the object of the verb, Barry, is merged before the subject, Mary. This makes the calculation come out as follows:

(8)  a. $\{v\} = \{\text{kicked}\}(\{Barry\}) = \{\text{kicked}\}(Barry) =$
     b. $\lambda e \lambda e'[e' \text{kicked } e](Barry) =$
     c. $\lambda e'[e' \text{kicked Barry}]^9$

(9)  a. $\{vP\} = \{v\}'(\{Mary\}) = \{v\}'(Mary) =$
     b. $\lambda e'[e' \text{kicked Barry}](Mary) =$
     c. $\{vP\} = 1$ iff Mary kicked Barry

Again, this is clearly the right answer.

2.2.3 Common nouns

The simplest way to think of common nouns is as of type $\langle e, t \rangle$, the same as intransitive verbs. If that’s the way we go, we’ll probably ignore the copula and article typically involved: we’ll take $\{\text{bear}\}$ to be the same as $\{\text{isabear}\}$. Then the calculation for Sam is a bear looks much like the calculation for Sam flies above.

Note that this is an appropriate (extensional) denotation for kicked Barry. That kicked Barry has some denotation of its own worth exploring can be seen in subsentential uses of kicked Barry, to answer questions like What did Mary do yesterday?. For more, see eg (Barton & Progovac, 2004; Stainton, 2005).

10For more on the contribution made by ‘is’ and ‘a’ here, see eg (Partee, 1987).
2.2.4 Predicate Modification

Predicate nouns don’t always occur on their own: they come modified by adjectives as well. If \([\text{bear}]\) is of type \(\langle e, t \rangle\), so too it seems should be \([\text{bluebear}]\). That would seem to suggest that \([\text{blue}]\) should be of type \(\langle \langle e, t \rangle, \langle e, t \rangle \rangle\). But wait! Look at Jake is blue. The appearance of blue as a predicate adjective would seem to suggest that \([\text{blue}]\) is of type \(\langle e, t \rangle\).

Three potential solutions:

(10) a. Leave \([\text{blue}]\) as type \(\langle \langle e, t \rangle, \langle e, t \rangle \rangle\), and postulate an invisible nominal of type \(u\) in Jake is blue.

b. Allow \([\text{blue}]\) to type-shift: it’s of type \(\langle e, t \rangle\) in Jake is blue and \(\langle \langle e, t \rangle, \langle e, t \rangle \rangle\) in Jake is a bear.

c. Add a new rule of predicate modification: \([\text{blue}]\) is always of type \(\langle e, t \rangle\), but there’s a rule to allow a direct combination of two nodes with type \(\langle e, t \rangle\).

Heim & Kratzer (1998) go with (10c) for adjectives like blue, and the rule of Predicate Modification (PM) to be found there is simple and straightforward:11

\[
\text{PM:}\quad \text{When } \alpha, \beta, \text{ and } \gamma \text{ are nodes in configuration (11b), and when } [\alpha] \text{ and } [\beta] \text{ are both of type } \langle e, t \rangle, \text{ then } [\gamma]_{\langle e, t \rangle} = \lambda e [\alpha](e) = [\beta](e) = 1\]
\]

This works for so-called intersective adjectives, but note that not every adjective can be accommodated this way. Consider big. PM doesn’t get us the right result; Fran can be a big mouse without being both big and a mouse.12 So \([\text{big}]\) has to be of type \(\langle \langle e, t \rangle, \langle e, t \rangle \rangle\), at least sometimes; one of (10a) or (10b) is in order, for some (occurrences of some) adjectives. I won’t go further into this issue here.

2.3 Relative clauses

Of course, natural language constructions are not limited to simple predcations. Consider the sentence Mary saw the cat which John ate. We’ll deal with definite descriptions later (§2.4.3);

---

11Note that it can never happen that both FA and PM apply to the same tree, since no function of type \(\langle e, t \rangle\) can take another such function as an argument.

12Fran has to be a mouse to be a big mouse (big is subsective, in the terms of (Forbes, 2006)), but Fran doesn’t have to be big.
for now, consider just the relative clause which John ate. Heim & Kratzer (1998) give the following hypothesis about its denotation: it ought to be a function of type \(\langle e, t \rangle\), one that takes \(x\) to 1 if John ate \(x\) and to 0 otherwise. This section shows how to arrive at this denotation compositionally.

We parse relative clauses as follows:

\[
\begin{array}{c}
\text{CP} \\
\text{which}_1 \quad \text{C John ate } t_1
\end{array}
\]

2.3.1 Traces and variable assignments

In order to interpret these trees, it seems we need to assign some value to \(\llbracket t_1 \rrbracket\). But since we’re going to end up treating (some) traces as variables, it won’t work to assign \(t_1\) an absolute denotation. Instead, we’ll assign it a denotation relative to a variable assignment. A variable assignment \(g\) is a member of \(D_{e, N}\), a function from the natural numbers into \(D_e\).\(^{13}\) Our relativized function \(\llbracket \llbracket \rrbracket^g\) assigns a trace with index \(i\) the value \(g(i)\): \(\llbracket t_1 \rrbracket^g = g(i)\).

Now that we’re paying attention to variable assignments, it’ll help to be explicit about the relation between \(\llbracket \llbracket \rrbracket^g\) and \(\llbracket \rrbracket\). Every object-language expression is within the domain of the relativized function \(\llbracket \llbracket \rrbracket^g\), but some expressions are not in the domain of \(\llbracket \rrbracket\). An expression \(A\) is in the the domain of \(\llbracket \rrbracket\) iff for every variable assignment \(g\), \(\llbracket A \rrbracket^g\) is the same; \(\llbracket A \rrbracket\) is then that invariant denotation.

2.3.2 Predicate Abstraction

To handle relative clauses, Heim & Kratzer (1998) add a rule of predicate abstraction (PA) triggered by the index on the relative pronoun:

\[
\begin{array}{c}
(13) \quad \text{a. When } \alpha, \beta, \text{ and } \gamma \text{ are nodes in configuration (13b), } \alpha \text{ an index } k,^{14} \text{ then } \llbracket \gamma \rrbracket^g = \\
\lambda e[\llbracket \beta \rrbracket^{g\downharpoonright k}]^{15}
\end{array}
\]

\[
\begin{array}{c}
\alpha \\
\beta
\end{array}
\]

\[
\begin{array}{c}
\gamma
\end{array}
\]

Now consider our tree in a bit more detail:

\(^{13}\)We could use variables of other types as well, if we wanted, but here we won’t have the need.

\(^{14}\)\(\alpha\) can be a relative pronoun with index \(k\) too.

\(^{15}\)\(g\downharpoonright k\) is the variable assignment \(g’\) such that: i) \(g’(i) = g(i)\) for every \(i\) other than \(k\) and ii) \(g’(k) = e\).
\[ \text{[ate]}^g \text{ is of type } \langle \langle e, t \rangle, \langle e, t \rangle \rangle; \text{[t_1]}^g \text{ and [John]}^g \text{ are of type } e. \text{ We treat which and C as vacuous, but not the index on which; it triggers PA.} \]

\begin{align*}
(15) & \quad a. \text{[ate } t_1\text{]}^g = \text{[ate]}^g([t_1]\text{]}^g) = \text{[ate]}^g(g(1)) = \\
& \qquad b. \lambda e \lambda e'[e' \text{ ate } e](g(1)) = \\
& \qquad c. \lambda e'[e' \text{ ate } g(1)]
\end{align*}

\begin{align*}
(16) & \quad a. \text{[John ate } t_1\text{]}^g = \text{[ate } t_1\text{]}^g([\text{John]}^g) = \text{[ate } t_1\text{]}^g(\text{John}) = \\
& \qquad b. \lambda e'[\text{ ate } g(1)](\text{John}) = 1 \text{ iff John ate } g(1)
\end{align*}

\begin{align*}
(17) & \quad a. \text{[C John ate } t_1\text{]}^g = \text{[John ate } t_1\text{]}^g
\end{align*}

\begin{align*}
(18) & \quad a. \text{[which, C John ate } t_1\text{]}^g = \lambda e[\text{[John ate } t_1\text{]}^g]^{e/g'} = \\
& \qquad b. \lambda e[\text{John ate } e]^{16}
\end{align*}

This is the denotation of type \langle \langle e, t \rangle \rangle we were after. Note that in calculating eg \[[\text{catwhichJohnate}]\text{,}
\]
we can combine \[[\text{cat}]\text{ (of type } \langle \langle e, t \rangle \rangle) \text{ with [whichJohnate}] \text{ (of type } \langle \langle e, t \rangle \rangle) \text{ using the rule of PM: something is a cat which John ate iff it’s a cat and John ate it.} \]

### 2.4 Quantification

This section follows (Heim & Kratzer, 1998) (and, so, given the transitivity of following, (Montague, 2002)) in taking quantified phrases (like some dogs, no bananas) to be of type \langle \langle e, t \rangle, t \rangle, and the quantifiers themselves (eg some, no) to be of type \langle \langle e, t \rangle, \langle \langle e, t \rangle, t \rangle \rangle.

#### 2.4.1 Subject quantification

The simplest cases of sentences involving quantifiers have their QPs in subject position. Consider no dog ate Mary, with the following structure:

\footnote{Note that \( g^{e/g'}(1) \) must be \( e \), whatever \( g \) is. This means that \[[\text{which, John ate } t_1]\text{]}^g \text{ does not depend on } g, \text{ and so which, John ate } t_1 \text{ is in the domain of } \llbracket \]. On the other hand, since \[[\text{John ate } t_1]\text{]}^g \text{ does depend on } g, \text{ John ate } t_1 \text{ is not in the domain of } \llbracket \].}
Suppose our lexical items denote as follows:

(20) a. \([\text{Mary}] = \text{Mary}\)
    b. \([\text{ate}] = \lambda e \lambda e'[e' \text{ ate } e]\)
    c. \([\text{dog}] = \lambda e [e \text{ is a dog}]\)
    d. \([\text{no}] = \lambda u(\langle e,t \rangle) \lambda u'[\langle e,t \rangle] [\text{There is no } e \text{ such that } u(e) = u'(e) = 1]\)

Then we can calculate the sentence’s denotation like so:

(21) a. \([\text{ateMary}] = [\text{ate}([\text{Mary}])] = [\text{ate}](\text{Mary}) =\)
    b. \(\lambda e \lambda e'[e' \text{ ate } e](\text{Mary}) =\)
    c. \(\lambda e'[e' \text{ ate Mary}]\)

(22) a. \([\text{nodog}] = [\text{no}([\text{dog}])] = [\text{no}](\lambda e'[e' \text{ is a dog}])\)
    b. \(\lambda u'\langle e,t \rangle [\text{There is no } e \text{ such that } [\text{dog}](e) = u'(e) = 1] =\)
    c. \(\lambda u'\langle e,t \rangle [\text{There is no } e \text{ such that } e \text{ is a dog and } u'(e) = 1] =\)

(23) a. \([\text{nodogateMary}] = [\text{nodog}([\text{ateMary}])] =\)
    b. 1 iff there is no \(e\) such that \(e\) is a dog and \(e\) ate Mary

Clearly, this is just what we want this sentence to denote.

### 2.4.2 Object quantification

Subject position, though, is not the only position we find quantifiers in; consider (24a)–(24d):

(24) a. Jack saw every caterpillar
    b. Ann gave every carpenter three ducks
    c. Harry was hated by few orangutans

---

17 Or: there is no \(e\) in some contextually-determined subset of \(D_e\), if we want to deal with domain restrictions here. See eg (Stanley & Szabó, 2007) for arguments against this approach, though.

18 Note the change of bound variable from \(e\) to \(e'\) here. This is harmless and will be engaged in willy-nilly without further comment.
d. Tre sat on many spiders

(24a) gives us an example of a quantifier phrase in direct object position, (24b) two quantifier phrases—one indirect object, one direct object—and (24c) and (24d) a quantifier phrase as the object of a preposition. Our initial type assignment had quantifier phrases as type $⟨⟨e,t⟩,t⟩$, but here this results in a type mismatch. For example, consider (24a), which can be treeified as in (25):

(25)

```
  Jack_e
   ∗
  saw<e,(e,t)}⟩ ⟨⟨(e,t),t⟩⟩ every caterpillar
```

A calculation of this tree’s semantic value runs into trouble at the ∗ed node. Since its daughters are of type $⟨e,(e,t)}⟩$ and $⟨⟨(e,t),t⟩⟩$, neither is of the right type to take the other as a denotation, nor are they of the right type for PM, nor is either one an index at which to apply PA. None of our rules assigns a denotation to this node.

We might try to gerrymander our rules so that $[saw]$ can take $[Jack]$ as an argument first, yielding a result of type $⟨e,t⟩$, to which $[everycaterpillar]$ could then apply to result in a $t$ for the overall tree. Such a calculation would violate our current rules, but we could presumably come up with some way to permit it. However, this will not solve the problem; this calculation is well-typed, but it yields the wrong meaning. It gives us the truth value 1 iff every caterpillar sees Jack; it gets its subjects and objects the wrong way around.

What to do? Heim & Kratzer (1998) consider two possible solutions, both of which are compatible with the present system, as will be shown below.

QR

One way to resolve the issue is to suppose that (24a)’s LF is not (25), but instead something like (26):
This fits with hypotheses in eg (May, 1985), suggesting that quantifier phrases raise covertly on the way to LF. This movement is there called Quantifier Raising, or QR, so we will call this the QR hypothesis. Note the addition of the index just below the QP’s landing site. This will trigger our rule of PA, giving us an overall denotation of type ⟨e, t⟩ for 1 John saw t₁, which can then combine with [everycaterpillar]⟨⟨e, t⟩, t⟩ to give us a truth value, of type t. This time, it’s even the right truth value. The calculation:

\[
(27) \quad \begin{align*}
&\text{a. } [\texttt{saw}] = \lambda e \lambda e'[e' \texttt{saw } e] \\
&\text{b. } [\texttt{John}] = \texttt{John} \\
&\text{c. } [\texttt{caterpillar}] = \lambda e[e \texttt{is a caterpillar}] \\
&\text{d. } [\texttt{every}] = \lambda u(\langle e, t \rangle) \lambda u'(\langle e, t \rangle) \{e : u(e) = 1\} \subseteq \{e : u'(e) = 1\} 
\end{align*}
\]

\[
(28) \quad \begin{align*}
&\text{a. } [\texttt{saw } t₁]^p = [\texttt{saw}]^p([t₁]^g) = [\texttt{saw}]^p(g(1)) = \\
&\text{b. } \lambda e \lambda e'[e' \texttt{saw } g(1)] = \\
&\text{c. } \lambda e'[e' \texttt{saw } g(1)]
\end{align*}
\]

\[
(29) \quad \begin{align*}
&\text{a. } [\texttt{John saw } t₁]^g = [\texttt{saw } t₁]^g([\texttt{John}]^g) = [\texttt{saw } t₁]^g(\texttt{John}) = \\
&\text{b. } \lambda e'[e' \texttt{saw } g(1)](\texttt{John}) = \\
&\text{c. } 1 \text{ iff John saw } g(1)
\end{align*}
\]

\[
(30) \quad \begin{align*}
&\text{a. } [1 \texttt{ John saw } t₁]^g = \lambda e[ [\texttt{John saw } t₁]^g] = \\
&\text{b. } \lambda e[\texttt{John saw } g^{e\downarrow'}(1)] = \\
&\text{c. } \lambda e[\texttt{John saw } e]
\end{align*}
\]

---

19 If all movement/chain-formation is driven by feature-checking, and if features get checked in a Spec-Head relation, then this index might itself be the head driving the QP to raise. That’s purely speculative.

20 Again, we might want to build in domain restriction here, if we’re so inclined. Note that the set-theory talk is really just for space-saving; if this were [most], we’d have to use English, which is effectively what we’re using anyway.
(31) a. $[[\text{every caterpillar}]^g] = [[\text{every}]^g(\text{caterpillar})^g] =
\begin{align*}
b. \lambda u_{(e,t)} \lambda u'_{(e',t)} \{ e : u(e) = 1 \} \subseteq \{ e : u'(e) = 1 \} ((\lambda e [e \text{ is a 'pillar}]) = \\
c. \lambda u'_{(e,t)} \{ e' : e' \text{ is a 'pillar} \} \subseteq \{ e' : u'(e') = 1 \}
\end{align*}

(32) a. $[[\text{every 'pillar 1 John saw } t_i]^g] =
\begin{align*}
b. [[\text{every 'pillar}]^g(\text{1 John saw } t_i)^g] = \\
c. \lambda u'_{(e,t)} \{ e' : e' \text{ is a 'pillar} \} \subseteq \{ e' : u'(e') = 1 \} ((\lambda e [\text{John saw } e]) = \\
d. 1 \text{ iff } \{ e' : e' \text{ is a 'pillar} \} \subseteq \{ e' : \text{John saw } e' \}
\end{align*}

And this is the right denotation. Similar strategies will work for prepositional objects, indirect objects, multiple quantifiers,\textsuperscript{21} \& c., as shown in (Heim & Kratzer, 1998).

**Type-shifting**

Alternately, we might think there is no syntactic operation of QR. If this is the case, quantifiers in object position have to be handled in some different way. One solution is to suppose that quantifiers take a different semantic type when they occur in object position. For example, in Jack saw every caterpillar, we’d want $[[\text{everycaterpillar}]$ to be of type $(e, (e, t), (e, t))$, rather than $(e, (e, t), t)$. In particular, rather than the (subject-position-adequate) denotation in (33a), we want the denotation in (33b):

(33) a. $\lambda u_{(e,t)} \{ e : e \text{ is a caterpillar} \} \subseteq \{ e : u(e) = 1 \}$
\begin{align*}
b. \lambda u_{(e,t)} \lambda e' \{ e : e \text{ is a 'pillar} \} \subseteq \{ e : v(e)(e') = 1 \}
\end{align*}

This denotation will combine just fine with the usual denotations for saw and John:

(34) a. $[[\text{saweverycaterpillar}] = [[\text{everycaterpillar}]](\text{saw})] =
\begin{align*}
b. \lambda v_{(e, (e, t))} \lambda e' \{ e : e \text{ is a 'pillar} \} \subseteq \{ e : v(e)(e') = 1 \} ((\lambda e'' \lambda e''' [e''' \text{ saw } e''']) = \\
c. = \lambda e' \{ e : e \text{ is a 'pillar} \} \subseteq \{ e : e' \text{ saw } e \}
\end{align*}

(35) a. $[[\text{Johnsaweverycaterpillar}] = [[\text{saweverycaterpillar}]](\text{John})]$
\begin{align*}
b. = \lambda e' \{ e : e \text{ is a 'pillar} \} \subseteq \{ e : e' \text{ saw } e \}(\text{John}) = \\
c. 1 \text{ iff } \{ e : e \text{ is a 'pillar} \} \subseteq \{ e : \text{John saw } e \}
\end{align*}

This is the denotation we want.

\textsuperscript{21}Note that scope ambiguities can be accommodated quite easily by this strategy; simply QR the phrases in a different order. (Although note as well that (May, 1985) argues against this way of handling scope.)
A type-shifting explanation must bear two burdens: it must give some way of calculating the post-shift denotation on the basis of the pre-shift denotation, and it must offer some reason for such a shift to occur. I won’t address the latter issue here, but note that the former issue can be addressed by specifying an appropriate type-shifting operator. In the case we just considered, it must take (33a) as an argument, and yield value (33b); thus it must be an operator of type \(\langle e, (e, t) \rangle, \langle e, t \rangle \rangle\). The following function will suffice:

\[
\lambda q\langle e, t \rangle \lambda v\langle e, (e, t) \rangle \lambda e[q(\lambda e'[v(e')])]
\]

Applying this function to \(\langle everycaterpillar, e, t \rangle\) yields \(\langle everycaterpillar, (e, (e, t)), (e, t) \rangle\). The very same function will work to transform any subject quantifier (of type \(\langle e, (e, t) \rangle, \langle e, t \rangle \rangle\)) into its corresponding object quantifier (of type \(\langle (e, t), (e, t) \rangle\)). The type-shifting operators necessary to handle cases of ditransitive verbs or multiple quantifiers will be more complicated, but the idea remains essentially the same.

### 2.4.3 Definite descriptions

In this work, I’ll treat definite descriptions as quantifiers. (Arguments supporting this so-called Russellian treatment can be found in eg (Neale, 1990).) One obvious pleasant consequence of this choice: our treatment of quantifiers above is sufficient for handling definite descriptions as well. A less obvious, but still pleasant, consequence: we can keep our set of truth-values small (\(\{1, 0\}\)), and not have to worry about adding a third value (or using partial functions) for sentences like

**The present King of France is bald.** Our quantifier treatment yields the conclusion that such sentences simply take value 0, a perfectly reasonable conclusion.

### 2.5 Intensional Preliminaries

Over the next few sections, I’ll present a semantics for various intensional constructions. This semantics is adapted from (von Fintel & Heim, 2007). The key semantic ingredient here is provided by possible worlds. Although I’ll argue later that possible worlds aren’t enough, the literature on intensional semantics mostly tries to make do with them, and I’ll follow suit for now.

---

22 Except to suggest that this might provide a semantic role for the syntactician’s AgrO head

23 Although I’ll argue later that possible worlds aren’t enough, the literature on intensional semantics mostly tries to make do with them, and I’ll follow suit for now.
Add to our semantics a domain $D_s$ of possible worlds, and a primitive semantic type $s$, the type of possible worlds. This gives us many new types; for example, we now have a type $⟨s, t⟩$, the type of functions from possible worlds to truth-values. This is a type that will concern us greatly; I’ll abbreviate it as type $p$, and refer to it as the type of propositions. In this intensional framework, full sentences will no longer denote truth values; instead they will denote propositions.

A few other abbreviations will be used here: the type $⟨e, p⟩ = ⟨e, ⟨s, t⟩⟩$ will be abbreviated as $u$; it is the type of the denotations of 1-place predicates. The type $⟨e, u⟩ = ⟨e, ⟨e, ⟨s, t⟩⟩⟩$ will be abbreviated as $v$; it’s the type of the denotations of 2-place predicates. And finally, the type $⟨p, ⟨e, p⟩⟩ = ⟨⟨s, t⟩, ⟨e, ⟨s, t⟩⟩⟩$ will be abbreviated $a$; it’s the type of verbs of propositional attitude.

### 2.5.1 Individuals

It’s worth commenting a bit on the treatment of type $e$ here. Although there is a type $⟨s, e⟩$ generated by our principles, it’s not a type I’ll use. (This diverges from the treatment in (von Fintel & Heim, 2007).) I’ll continue to treat proper names as simply denoting things of type $e$. However, I will (as will become apparent in chapter 3) be treating names as somewhat intensional, at least in that, for example, $[\text{Hesperus}] \neq [\text{Phosphorus}]$, despite the actual truth of **Hesperus is Phosphorus**. Thus, the entities of type $e$ I’ll use here draw distinctions that things of type $⟨s, e⟩$ are sometimes invoked to draw. That invocation is not necessary, as will become apparent.

Priest (2005) talks of individuals and their *identities* in various worlds—for him, an individual is a transworld continuant, and its identities are the guises it takes on in each world. So, for Priest, Hesperus is not (alworlds) the same thing as Phosphorus, but they do share an identity at the actual world. My treatment of individuals here is similar to Priest’s, but does without identities. For Priest, the role played by identities is as objects of predication—predicates denote not things of type $⟨e, p⟩$, as they do here, but rather things of type $⟨i, p⟩$, where $i$ is the type of identities. This causes him a bit of awkwardness that’s avoided by using fully-intensional predication of the type to be explored here. For example, (Priest, 2005) claims that, since (37a) is clearly true, so too must be (37b)–(37d).

---

24 Note that the functions that are propositions are the characteristic functions of sets of possible worlds. I’ll be harmlessly (but frequently) sloppy about the distinction between the characteristic function and the set.

25 If $i$ is the type of identities, then Priest’s individuals can be treated as of type $⟨s, i⟩$, although he’d prefer to think of them as *determining* such functions, rather than being them.

26 Priest gives nonexistent objects an equal footing to existent objects, so the fictional nature of the example doesn’t (much) affect the point at issue—although to tighten up all the joints here we should evaluate these sentences at a world that is such that the Superman stories describe it (and so not our own world).
(37)  a. Lois Lane prefers Superman to Clark Kent.
    b. Lois Lane prefers Clark Kent to Superman.
    c. Lois Lane prefers Superman to Superman.
    d. Lois Lane prefers Clark Kent to Clark Kent.

He is forced to this conclusion by treating \(\text{\textit{preference}}\) as of type \(\langle i, (i, p) \rangle\), and taking the truth of \textit{Clark Kent is Superman} to guarantee that \textit{Clark Kent} and \textit{Superman} denote the same identity (at the world in question). It is clear, I take it, that this is not a pre-or-even-post-theoretically desirable consequence; it is rather a bullet that Priest must bite, given his treatment of predication.

If predicate-denotations take individuals as arguments, though, and not their identities, then (37a)–(37d) can all be appropriately distinguished, even at worlds where \textit{Clark Kent is Superman} holds. So that's precisely how I'll treat predicate-denotations.\(^{27}\) This removes the semantic need for identities at all, although, to the extent that they make good metaphysical sense, they may well still be important objects of a fuller theory.

### 2.6 Modals

We can treat modals (words like \textit{must}, \textit{can}, \textit{should}, &c.) as having denotations of type \(\langle p, p \rangle\). That is, a modal denotes a function from propositions to propositions. If a modal is to occur in a sentence, then, and we use our rule of FA to conduct the calculation, the modal’s sister must be something that denotes a proposition (or something that can take a modal as an argument; we won’t explore that possibility here). If we look directly at a sentence like (38), though, that seems not to be the case:

(38) John \[ must \ [ call Mary \] \]

After all, \([\text{\textit{call Mary}}]\) is presumably of type \(u\) not \(p\). Following (von Fintel & Heim, 2007), I’ll assume that the relevant structure for our purposes is not (38) but instead (39):

(39) must \[ John \ [ call Mary \] \]

In this structure, it should be clear, \([\text{\textit{must}}]\) can get an argument of type \(p\).

Which function of type \(\langle p, p \rangle\) should \([\text{\textit{must}}]\) be? The answer is derived from work in modal logic: we first appeal to a function \(R\) of type \(\langle s, p \rangle\).\(^{28}\) Then we say that a proposition \(p\) must hold at a

\(^{27}\)For a similar argument, based on (and christening) the “Partee puzzle”, see (Montague, 2002).

\(^{28}\)This function plays the role of the relative possibility relation in so-called Kripke semantics for modal logic.
world $s$ iff the proposition $p$ holds at every world in $R(s)$ (that is, iff $R(s) \subseteq p$). Different flavors of modality (alethic, deontic, epistemic, &c.) can be modeled by using different functions in place of $R$. In effect, we take a modal like $\textit{must}$ to have an incomplete meaning; some function must be provided to play the role of $R$. In actual conversation, this is done implicitly, but here I’ll make it explicit.

Looking at this sentence in more detail will provide an opportunity to see our intensional semantics at work.

(40) a. $\llbracket \text{John} \rrbracket = \text{John}$
    b. $\llbracket \text{Mary} \rrbracket = \text{Mary}$
    c. $\llbracket \text{call} \rrbracket = \lambda e \lambda e' \lambda s [e' \text{ calls } e \text{ in } s]$
    d. $\llbracket \text{must} \rrbracket = \lambda p \lambda s [R(s) \subseteq p]$

(41) a. $\llbracket \text{callMary} \rrbracket = \llbracket \text{call} \rrbracket (\llbracket \text{Mary} \rrbracket) = \llbracket \text{call} \rrbracket (\text{Mary}) = $
    b. $\lambda e \lambda e' \lambda s [e' \text{ calls } e \text{ in } s] (\text{Mary}) =$
    c. $\lambda e' \lambda s [e' \text{ calls Mary in } s]$

(42) a. $\llbracket \text{John callMary} \rrbracket = \llbracket \text{callMary} \rrbracket (\llbracket \text{John} \rrbracket) = \llbracket \text{callMary} \rrbracket (\text{John})$
    b. $= \lambda e' \lambda s [e' \text{ calls Mary in } s] (\text{John}) =$
    c. $\lambda s [\text{John calls Mary in } s]$

(43) a. $\llbracket \text{must [John callMary]} \rrbracket = \llbracket \text{must} \rrbracket (\llbracket \text{John callMary} \rrbracket) =$
    b. $\lambda p \lambda s [R(s) \subseteq p] (\lambda s [\text{John calls Mary in } s]) =$
    c. $\lambda s [R(s) \subseteq \{s' : \text{John calls Mary in } s'\}]$

This is the right denotation. To see this, we must fill in the right function for $R$, which will depend on what is meant by $\textit{must}$. Suppose $\textit{must}$ is meant deontically; we mean it’s required by the rules that John calls Mary. Then $R(s)$, for any world $s$ will be the set of worlds that in which everything that happens is compatible with the rules as they are in $s$. (Note that there’s no reason to expect in general that $s \in R(s)$, for this choice of $R$. ) Then the proposition denoted by $\text{John must call Mary}$ will be the set of worlds $s$ such that every world compatible with $s$’s rules is a John-calls-Mary world. These worlds are just the worlds where $\text{John calls Mary}$ is required by the rules; that is, the worlds where John must call Mary, if we read $\textit{must}$ deontically.

Other readings of $\textit{must}$ can be supplied by using different functions in the place of $R$. This same semantics will work for other universal modals, such as $\textit{should}$, $\textit{have to}$, $\textit{ought to}$, &c. A semantics for existential modals such as $\textit{can}$, $\textit{may}$, $\textit{might}$, &c. can be provided as follows:
I leave it as an exercise to show that this gives the right results.

2.7 Attitudes

Propositional attitude expressions function semantically much like modals, except that they leave less to context. They, like modals, take a proposition as an argument, but they require a bit more: someone to hold the attitude. Consider the sentence (45):

(45) Ortcutt thinks Joan is suspicious

[[Joanissuspicious]] is a proposition (call it \( p \)), and [[Ortcutt]] is Ortcutt. What relation has to obtain between Ortcutt and \( p \) for (45) to be true? von Fintel & Heim (2007) provide an answer: it must be that the worlds compatible with everything Ortcutt thinks are all in \( p \). We can associate with the verb think a function \( T \) of type \( \langle e, (s, p) \rangle \); given a thinker \( e \) and a world \( s \), this function gives us the set of worlds compatible with everything \( e \) thinks in \( s \).\(^{29}\) This suggests the following denotation for think:

(46) \( [\text{think}] = \lambda p \lambda e \lambda s [T(e)(s) \subseteq p] \)

If we use this denotation, it’s quick to find the denotation of (45):

(47) a. \( [[\text{Ortcutt}}] = \text{Ortcutt} \)
   
   b. \( [[\text{Joan}}] = \text{Joan} \)
   
   c. \( [[\text{issuspicious}}] = \lambda e \lambda s [e \text{ is suspicious in } s] \)

(48) a. \( [[\text{Joanissuspicious}}] = [[\text{issuspicious}}]([[\text{Joan}}])] = \)
   
   b. \( \lambda e \lambda s [e \text{ is suspicious in } s]([\text{Joan}) = \)
   
   c. \( \lambda s [\text{Joan is suspicious in } s] \)

(49) a. \( [[\text{thinksJoanissuspicious}}] = [[\text{thinks}}]([[\text{Joanissuspicious}}]) \)
   
   b. \( = \lambda p \lambda e \lambda s [T(e)(s) \subseteq p]([\lambda s [\text{Joan is suspicious in } s])] = \)
   
   c. \( \lambda e \lambda s [T(e)(s) \subseteq \{s' : \text{Joan is suspicious in } s'\}] \)

(50) a. \( [[\text{OrtcuttthinksJoanissuspicious}}] = [[\text{thinksJoanissuspicious}}]([[\text{Ortcutt}}])] = \)

\(^{29}\)Although the function plays a similar ‘background’ role to the relative possibility function \( R \) we used to interpret the modals, note that it is much less dependent on context, being determined simply by which attitude verb gets used (modulo effects of context on just what that verb is doing).
b. $\lambda e \lambda s [T(e)(s) \subseteq \{s' : \text{Joan is suspicious in } s'\}]($Ortcutt$) =$

c. $\lambda s [T($Ortcutt$)(s) \subseteq \{s' : \text{Joan is suspicious in } s'\}]$

This is just what we wanted: the set of worlds $s$ such that every world compatible with what Ortcutt thinks in $s$ is a world where Joan is suspicious.

2.7.1 Quantifiers in embedded clauses

Things can get more complicated, though. For example, (51a) is two-ways ambiguous; it has readings that differ in their scope, as indicated in the informal truth-conditions (51b) and (51c).

(51) a. Mary believes every panda ate

b. [ Mary believes the proposition that every panda ate ]

c. [ every panda $x$ | Mary believes that $x$ ate ]

(51b) is the reading that would be generated if we simply calculated $[\text{every panda ate}]$ and plugged it into $[\text{believe}]$ in the way we did in §2.7. How can we generate the reading (51c)? We can use the same tricks as in §2.4: QR or type-shifting.

QR

If we QR every panda, we get the tree in (52):

(52)

Note that this gets us the right denotation, with the rules we already have in play:

(53) a. $[[Mary]] = \text{Mary}$

b. $[[\text{believe}]] = \lambda p \lambda e \lambda s [B(e)(s) \subseteq p]^{30}$

c. $[[\text{every}]] = \lambda u \lambda u' \lambda s [\{e : u(e)(s)\} \subseteq \{e : u'(e)(s)\}]$

d. $[[\text{ate}]] = \lambda e \lambda s [e \text{ ate in } s]$

e. $[[\text{panda}]] = \lambda e \lambda s [e \text{ is a panda in } s]$

---

30I use $B$ here for the function that takes a believer $e$ and a world $s$ to the set of worlds compatible with everything $e$ believes in $s$. 
The calculation done this way:

(54) a. \([t_1 \text{ ate}]^g = [\text{ate}]^g([t_1]^g) = [\text{ate}]^g(g(1)) = \\
    \lambda s[g(1) \text{ ate in } s]

b. \lambda e\lambda s[B(e)(s) \subseteq \{s' : g(1) \text{ ate in } s'\}]

(55) a. \([\text{believes } t_1 \text{ ate}]^g = [\text{believes}]^g([t_1 \text{ ate}]^g) = \\
    \lambda e\lambda s[B(e)(s) \subseteq \{s' : g(1) \text{ ate in } s'\}]

(56) a. \([\text{Mary believes } t_1 \text{ ate}]^g = [\text{believes } t_1 \text{ ate}]^g(Mary) = \\
    \lambda s[B(Mary)(s) \subseteq \{s' : e \text{ ate in } s'\}]

b. \lambda e\lambda s[B(Mary)(s) \subseteq \{s' : g(1) \text{ ate in } s'\}]

(57) a. \([\text{every panda } 1 \text{ Mary believes } t_1 \text{ ate}]^g = \lambda e\left([\text{Mary believes } t_1 \text{ ate}]^g(e)\right) = \\
    \lambda e\lambda s[B(Mary)(s) \subseteq \{s' : e \text{ ate in } s'\}]

(58) a. \([\text{every panda}]^g = [\text{every}]^g([\text{panda}]^g) = \\
    \lambda u\lambda u'\lambda s\{e' : u(e')(s)) \subseteq \{e' : u'(e')(s)\}(\lambda e\lambda s[e \text{ is a panda in } s]) = \\
    \lambda u\lambda s\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : u'(e')(s)\}

b. \lambda u\lambda u'\lambda s\{e' : u(e')(s)) \subseteq \{e' : u'(e')(s)\}(\lambda e\lambda s[e \text{ is a panda in } s]) = \\
    \lambda u\lambda s\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : u'(e')(s)\}

(59) a. \([\text{every panda } 1 \text{ Mary believes } t_1 \text{ ate}]^g = \\
    \lambda e\left([\text{Mary believes } t_1 \text{ ate}]^g(e)\right) = \\
    \lambda s\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : B(Mary)(s) \subseteq \{s' : e' \text{ ate in } s'\}\}

b. \lambda e\lambda s[B(Mary)(s) \subseteq \{s' : e \text{ ate in } s'\}]

c. \lambda s\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : B(Mary)(s) \subseteq \{s' : e' \text{ ate in } s'\}\}

It might take a bit of parsing, but it can be seen that this is the right proposition to capture the reading we were after: it’s the set of worlds \(s\) such that all the things that are pandas in \(s\) are also things such that all of Mary’s belief-worlds-in-\(s\) make them out to have eaten.

**Type-shifting**

As in §2.4.2, if we are hesitant to postulate a syntactic movement like QR, there is a semantic option: type-shifting. Here we must suppose that \([\text{every panda}]\) shifts from its usual type \(\langle u, p \rangle\) to the type \(\langle u, \langle a, u \rangle \rangle\). Consider the following type-shifting operator:

(60) \(\lambda x_{(u, p)}\lambda u\lambda a\lambda e\lambda s[x(\lambda e'[a(u(e'))(e)])(s)]\)

If we apply this type-shifting operator to \([\text{every panda}]_{(u, p)}\), we get a denotation of the right type:

(61) \(\lambda u\lambda a\lambda e\lambda s[\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : a(u(e'))(e)(s)\}]\)

The calculation done this way:

(62) a. \([\text{everypandaate}] = [\text{everypanda}]_{(u, \langle a, u \rangle)}([\text{ate}]^g) = \\
    \lambda u\lambda a\lambda e\lambda s[\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : a(u(e'))(e)(s)\}][\lambda e\lambda s[e \text{ ate in } s]]

b. \lambda u\lambda a\lambda e\lambda s[\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : a(u(e'))(e)(s)\}][\lambda e\lambda s[e \text{ ate in } s]]

c. = \lambda a\lambda e\lambda s[\{e' : e' \text{ is a panda in } s\} \subseteq \{e' : a(\lambda s'[e'\text{ ate in } s'])(e)(s)\}]]
(63)  a. \([\text{believeseverypandaate}] = [\text{everypandaate}](\text{believes})\)
    b. \(\lambda a \lambda e \lambda s \{e' : e' \text{ is a panda in } s\} \subseteq \{e' : a(\lambda s' [e' \text{ ate in } s'])(e)(s)\} (\lambda p \lambda e \lambda s [\text{ate in } s'](e)(s) \subseteq p)\) =
    c. \(\lambda e \lambda s \{e' : e' \text{ is a panda in } s\} \subseteq \{e' : B(e)(s) \subseteq \{s' : e' \text{ ate in } s'\}\}\)

(64)  a. \([\text{Marybelieveseverypandaate}] = [\text{believeseverypandaate}](\text{Mary}) =\)
    b. \(\lambda s \{e' : e' \text{ is a panda in } s\} \subseteq \{e' : B(\text{Mary})(s) \subseteq \{s' : e' \text{ ate in } s'\}\}\)

This is the very same proposition we arrived at using the QR strategy. The decision between the QR and type-shifting strategy is a decision that has no semantic effect. It is to be made on the basis of syntax: if there is good evidence for the movement postulated by QR, we ought to suppose that’s how it’s done, and if there’s good evidence against it, we ought to suppose type-shifting is the key here. Either way, though, we see how to provide semantics for quantifiers in embedded clauses, whatever their scope.

### 2.7.2 De re attitudes

A well-known ambiguity in propositional attitude reports arises in cases like 65a, which can have truth conditions as shown in 65b (the so-called de dicto reading) or 65c (the so-called de re reading):

(65)  a. Joan thinks the man upstairs is a spy.
    b. Joan thinks something with the content: the man upstairs is a spy
    c. The man upstairs is such that Joan thinks he is a spy

The semantic framework laid out so far is already sufficient to handle this sort of case. Since I’m treating definite descriptions as quantifiers, I see the de dicto/de re ambiguity as an instance of the quantifier scope ambiguity handled above. Either strategy presented there (QR or type-shifting) will work to handle this ambiguity as well.

### 2.8 Negation

We’re now in a position to approach negation. I will treat sentential negation like the modals we saw above: as having a denotation of type \(\langle p, p \rangle\), the type of functions from propositions to propositions.

A classical semantics for negation assigns it the function (66):

(66) \(\lambda p \lambda s [s \not\in p]\)
Such a semantics has the immediate consequence that every possible world must be both negation-consistent and negation-complete. That is, for any sentence $A$ and any world $s$, either the sentence or its negation must be true at $s$, and it cannot be that both $A$ and its negation are true at $s$.

Thus, every contradiction will denote the same proposition—the empty proposition—and every tautology will denote the same proposition—the set of all possible worlds. In chapter 3, I’ll argue that this gives us an unworkable semantics. Thus, the classical semantics for negation given by (66) must be mistaken. In chapters 4 and 5, I’ll begin to explore the range of possible alternatives.
Chapter 3

Against structured propositions

This is an essay in compositional semantics: the project of understanding how the meanings of sentences depend systematically on the meanings of their parts, and the way those meanings are combined. One way to model this process is to adapt tools from the study of modal or other intensional logics (see eg (Montague, 2002), (Gamut, 1991b), (von Fintel & Heim, 2007)), and that’s the method I’ll be pursuing here. My particular task in this essay is to use data about sentences with embedded clauses to provide evidence for theories of what those clauses denote. Call whatever clauses denote, according to a semantic theory, that theory’s ‘propositions’; then this essay tries to adduce some evidence about what propositions are like.

Here’s the plan: in §3.1, I’ll discuss a traditional idea—that propositions are sets of possible worlds—and point out some familiar problems with such an approach. In §3.2, I briefly outline two possible improvements on possible-worlds propositions that solve these familiar problems—circumstantialism and structuralism. The remainder of the paper comprises arguments against structuralism and in favor of (a certain form of) circumstantialism: in §3.3 I present arguments against structuralism, and consider some structuralist responses to these arguments, and in §3.4, I answer some influential arguments against circumstantialism.

Two key pieces of notational stuff: I use **boldface type** for quotation (cuts down on quotes everywhere), and [[double brackets]] to talk about denotations of linguistic items. So, if we think names denote their bearers, then [[Mary]] = Mary. Here we go!
3.1 Problems with the possible-worlds approach

The intensional semantics in (von Fintel & Heim, 2007) uses sets of possible worlds as the denotations\(^1\) of sentences and clauses.\(^2\) For many applications, this works just fine—as (von Fintel & Heim, 2007) show, this picture of propositions allows for a quite natural semantics of modal verbs, conditionals, propositional attitudes, and other intensional constructions—but as has long been realized, the possible-worlds approach results in some trouble around the edges.

3.1.1 Too much equivalence

If propositions are just sets of possible worlds, then any two sentences true in all the same possible worlds will denote the same proposition. Suppose we have two such sentences, \(A\) and \(B\). Then the sentences Jacek believes that \(A\) and Jacek believes that \(B\) must themselves denote the same proposition, since they are built up in the same way from parts with the same denotations; so it would be impossible for one of these sentences to be true while the other is untrue. This is a bad consequence.

Consider the sentences Penguins party and penguins don’t party and Cats are dogs and cats aren’t dogs. These sentences are true in the same possible worlds, viz, none at all.\(^3\) And so, by the above argument, the sentences Jacek believes that penguins party and penguins don’t party and Jacek believes that cats are dogs and cats aren’t dogs must themselves denote the same proposition, and so must either be true together or untrue together. But suppose Jacek simply has one contradictory belief—say, that penguins party and penguins don’t party—without having the other. Then these sentences should not be true together; rather, the former should be true and the latter false. A possible-world approach cannot provide the correct predictions here.

3.1.2 Logical omniscience

A standard semantics for, say ‘believe’, has it that a person believes a proposition when the person’s belief-worlds (the set of worlds compatible with the person’s beliefs) are a subset of the proposition. This has the consequence that if a person believes a proposition \(p\), and \(p\) is a subset of a proposition \(q\), then the person must believe \(q\) as well—another bad consequence.

---

\(^1\)I use ‘denotes’ in an unloaded way; it’s shorthand for ‘takes as a semantic value’. No claims are being made about the capital-R Referential status of any linguistic items.

\(^2\)Or, equivalently, the characteristic functions of such sets. I follow (von Fintel & Heim, 2007) in being harmlessly sloppy about the distinction.

\(^3\)For our purposes here, I assume that no contradiction is true in any possible world.
In particular, this semantics predicts that people always believe all the logical consequences of anything they believe. After all, if \( A \) entails \( B \), then the set of possible worlds at which \( A \) holds must be a subset of the set of possible worlds where \( B \) holds. And since \( A \) entails \( B \) whenever \( B \) is a logical truth, everyone is predicted to believe all logical truths. These are clearly unwanted consequences.

### 3.1.3 Counterpossibles

Another problem with the possible-worlds approach can be brought out by a pair of counterpossible conditionals:

(67)  

\[
\begin{align*}
(a) & \quad \text{If intuitionists are right, then the law of excluded middle isn’t valid} \\
(b) & \quad \text{If intuitionists are right, then bees eat cats}
\end{align*}
\]

Intuitively, (67a) is true and (67b) isn’t. After all, one of the claims intuitionists make is that the law of excluded middle isn’t valid. On the other hand, I don’t know of any intuitionists who think that bees eat cats. But since there are no possible worlds where intuitionists are right, our semantics for conditionals cannot yield these predictions.

In particular, since the possible-worlds approach predicts a conditional to be true just when some contextually-determined set of worlds in which the antecedent holds is a subset of the set of worlds where the consequent holds, if the antecedent of a conditional holds in no possible worlds, this condition is always trivially satisfied; we must predict the conditional to be true. This is the right prediction about (67a) (although note that it’s for the wrong reason), but the wrong prediction about (67b).

### 3.2 Circumstantialism and Structuralism

In this section, I present two possible solutions to these puzzles: I’ll call them the circumstantialist and structuralist approaches. Both solutions hold that propositions must be something other than sets of possible worlds, something more fine-grained. Thus, both circumstantialists and structuralists go beyond the semantics for propositions given in (von Fintel & Heim, 2007). Nonetheless,

---

4I assume here that these are indeed counterpossible conditionals; that is, that it’s not possible that intuitionists are right. If that doesn’t work for you, substitute your favorite impossibility.

5Some authors use the term ‘circumstantialist’ in such a way that possible-world approaches count as circumstantialist. Here, it will be clearer if I don’t, so I won’t; possible-world approaches are not circumstantialist, as I use the term.
much of the machinery used in (von Fintel & Heim, 2007) to provide semantics for intensional locu-
tions will carry over to these modifications. (This carryover is often more straightforward for the
circumstantialist, but I won’t make much of this here.)

3.2.1 Circumstantialism

Circumstantialist propositions are like sets of possible worlds, in that they are sets of circumstances.
We merely relax the assumption that all circumstances are possible. Some circumstances are impos-
sible. For example, a circumstance at which water is not H$_2$O is, following (Kripke, 1980), typically
thought to be (metaphysically) impossible. Nonetheless, a circumstantialist semantics will have use
for circumstances at which water is not H$_2$O—the proposition denoted by Water is not H$_2$O will
simply be the set of all such circumstances.\(^6\)

Classical possible worlds are circumstances, and the circumstantialist certainly acknowledges
them; thus, any propositions that a possible-worlds approach distinguishes will also be distinguished
by the circumstantialist. However, there are sets $A$ and $B$ such that $A$ and $B$ contain all the same
classical possible worlds, but $A \neq B$, since $A$ and $B$ contain different other circumstances. Thus, the
circumstantialist can distinguish propositions that a possible-worlds approach must identify. This
is how the circumstantialist handles the problems faced by the possible-worlds approach.

What circumstances are there?

Different circumstantialists invoke different sets of circumstances. Some, notably (Goddard & Rout-
ley, 1973) and (Priest, 2005), hold that for every set of sentences, there is a circumstance at which
all and only the sentences in that set are true. This view, then, will allow propositions-as-sets-of-
circumstances to cut very finely; in particular, every sentence will denote a distinct proposition.\(^7\)
Other circumstantialists, notably (Barwise & Perry, 1999), are not so liberal with their circum-
stances, but still allow for circumstances beyond just possible worlds.

What all these circumstantialists agree about, however, is that hypotheses about what circum-
stances there are are to be settled by paying attention to the role they play in our theory: which
distinctions does a good semantics need to draw? How many distinctions are too many? As will

---

\(^6\)Note that the circumstantialist does not (at least not qua circumstantialist) claim that such circumstances are
possible. While someone might take issue with the (relatively orthodox) position that water is necessarily H$_2$O, the
circumstantialist need do no such thing. (I use the water/H$_2$O example merely for illustration; the important part is
that insofar as we can believe, doubt, wonder about, assert, question, &c. impossible propositions, the circumstantialist
will need to invoke impossible circumstances.)

\(^7\)And there will be more propositions besides; if $\mathcal{L}$ is our set of sentences, then the set of circumstances is $\wp\mathcal{L}$, and
so the set of sets of circumstances will be $\wp\wp\mathcal{L}$. Put heredity restrictions on now—how’s the cardinality play out?
emerge below, I disagree with the liberal view advanced in (Goddard & Routley, 1973) and (Priest, 2005); in fact, many of the arguments I deploy against structuralism apply to this variety of circumstantialism as well. The circumstantialism in (Barwise & Perry, 1999) also does not hold up well to the sort of argument to be given here.\footnote{In fact, since (Barwise & Perry, 1999) does not acknowledge inconsistent circumstances, it has the same difficulties as a pure possible-worlds semantics handling attitude verbs with inconsistent complements.}

**What are impossible circumstances, anyway?**

The metaphysics of such ordinary creatures as possible worlds is a contentious and vexed topic. There is no reason to expect the metaphysics of impossible worlds to be any less contentious or vexed. At first blush, it’s tempting to think that any of the many positions that has been adopted w/r/t the metaphysics of possible worlds is available as a position about the metaphysics of impossible circumstances. That may not be true; something about impossibility may well interact with certain theories of possible worlds to make those theories less (or more) plausible as theories of impossible circumstances.\footnote{It’s worth mentioning an argument in (Lewis, 1986) supposedly from modal realism against the idea of an ‘impossible world’. This argument crucially assumes a particular semantics for negation, a semantics that is not available to the circumstantialist. To use Lewis’s argument against circumstantialism, then, is simply to beg the question; as far as I can see, ‘circumstantial realism’ is as tenable as Lewis’s modal realism.} Anyhow, the whole topic is one deserving of considerable exploration. I don’t propose to conduct that exploration here.

**Semantics of modals, conditionals, attitudes**

The semantics for modals, conditionals, and propositional attitudes, and other intensional constructions can all be carried over unchanged from the possible-worlds approach. Since all that’s changed is what things propositions are sets of, not that propositions are sets of truth-supporting states, the possible-world semantics for these constructions continues to work just fine. In particular, the problems for the possible-world approach enumerated in §3.1 can all be solved by making use of impossible circumstances.

**3.2.2 Structuralism**

The structuralist solution is considerably farther from the possible-worlds approach. Instead of supposing propositions to be unstructured sets, the structuralist takes propositions to have some sort of hierarchical structure. Typically, this structure is inherited from the sentence that denotes
the proposition. In fact, for all the structuralists whose theories I'll consider here, this is the case.\textsuperscript{10}

For the structuralist, any two sentences with different syntax must denote different propositions, since the propositions denoted will inherit their structure from the sentences that denote them, and differently-structured propositions must be different propositions. But although different syntactic structure is sufficient for sentences’ denoting different propositions, it is not necessary. To see this, consider the following two sentences:

(68) a. Sam saw Pam.

b. Mark ate George.

These two sentences share the same syntactic structure, but the structuralist will still hold that they denote different propositions, since that one syntactic structure is filled in in different ways. Since structuralists don’t want propositions simply to be the sentences that denote them, the propositions they invoke won’t be structured arrangements of \textit{words}—rather, they will be structured arrangements of \textit{what the words denote}. For (Carnap, 1956), (Lewis, 1970), and (Cresswell, 1985), what words denote is their possible-worlds intensions; thus these authors combine a structuralist approach to propositions with a possible-worlds theory of lexical denotation. In (Carnap, 1956) and (Lewis, 1970), this is done quite explicitly with an eye to the problems presented above; that is, these authors develop a possible-worlds theory of meaning, and then, realizing that it doesn’t cut meanings finely enough, patch up the problem by adding syntax to their propositions. ((King, 2007) does not use the machinery of possible worlds; in this work, names denote their bearers and predicates denote the properties you’d expect them to denote, &c.)

Note that it’s possible to be both circumstantialist and structuralist; for example, you could take propositions to be structured arrangements of \textit{circumstantialist} intensions. I don’t know of anyone who holds this position, and for good reason: it seems to solve the same problem twice. Circumstantialism and structuralism are both invoked to solve the same problem. If either of them works, there is no need for the other. In the arguments below, then, I’ll ignore this possibility; I’ll deny the circumstantialist any use of structuralist resources, and vice versa. (Structuralists, of course, can and do continue to invoke possible-worlds intensions in their theories.)

\textsuperscript{10}The views I attribute here to the structuralist are common to (Carnap, 1956), (Lewis, 1970), (Cresswell, 1985), and (King, 2007), unless I specifically note otherwise.
Semantics of modals, conditionals, attitudes

The possible-world semantics for intensional constructions cannot be straightforwardly carried over to a structuralist picture; since propositions are no longer simple sets of truth-supporting circumstances, modifications have to be made. This is a challenge that any structuralist must meet. I don’t doubt, however, that with sufficient formal ingenuity, such challenges can be met. So although I propose to criticize structuralism in what follows, I won’t do so on these grounds. I’ll assume that some adequate semantics for intensional constructions can be arrived at by the structuralist. In particular, I’ll assume that the structuralist can solve all the problems for the possible-worlds approach mentioned in §3.1.

3.3 Arguing for circumstantialism—fineness of grain

The structuralist and circumstantialist pictures make different predictions about which sentences will denote identical propositions. In this section, I argue that the structuralist gets things wrong in two ways: first, by identifying propositions that should be kept distinct, and second, by distinguishing propositions that should be identified.

3.3.1 How to individuate propositions

In order to press objections of this form, I first need to say something about which propositions should be identified and which should not. To do this, I’ll be appealing to a principle called ‘Principle P’ in (King, 2007):

**Principle P:** $(p$ and $q$ express different propositions) iff (for some propositional connective $O$, $Op$ and $Oq$ differ in truth value in some circumstance)\(^{11}\)

Note that for P to be fully specified, it would have to take some kind of stand on which circumstances count. Only possible circumstances, or impossible ones too? Which choice we make doesn’t affect the arguments that follow, so it seems to me the best move is to explicitly restrict ‘some circumstance’ in P to possible circumstances. After all, some parties to the debate don’t believe in impossible circumstances, and possible circumstances are enough to do all the work we’ll need. Now, let’s break P down into its two directions.

**P (RTL):** If for some propositional connective $O$, $Op$ and $Oq$ differ in truth value in some circumstance, then $p$ and $q$ express distinct propositions.

\(^{11}\)King uses ‘express’ where I use ‘denote’—we mean the same.
The right-to-left direction of P is straightforwardly entailed by our compositional picture of semantics. If the function $[O]$ yields different outputs when given inputs $[p]$ and $[q]$, then it must be that $[p] \neq [q]$. (It’s this direction that caused all the trouble for possible-worlds approaches above.)

**P (LTR):** If the sentences $p$ and $q$ express different propositions, then for some propositional connective $O$, $Op$ and $Oq$ differ in truth value in some circumstance.

**P (LTR) (contrapositive):** If there is no propositional connective $O$ such that $Op$ and $Oq$ differ in truth value in some circumstance, then $p$ and $q$ express the same proposition.

The left-to-right direction of P is more controversial than its right-to-left direction. In presenting Principle P, (King, 2007) accepts the right-to-left direction, but argues against its the left-to-right direction (I’ll discuss his argument in §3.3.4). Nonetheless, I think the left-to-right direction is an important guideline in developing a semantic theory; if held to, it helps us avoid drawing needless distinctions.

To see this, a few examples will help. First, imagine a language something like ours, but with no contexts that could discriminate between necessarily equivalent sentences. That is, this language would include no clause-embedding verbs like ‘believes’, ‘says’, ‘proves’, &c., no conditionals, none of the constructions that cause problems for a simple possible-worlds theory.$^{12}$ A semantics for this language (ex hypothesi) would have no need to appeal to impossible circumstances, and so it shouldn’t appeal to them. It could, and should, make do with just the possible. See if you don’t agree. But why would this be? Presumably because of something like the left-to-right direction of Principle P.

A second example makes the point in a different way. Start with your favorite theory of propositions (if you don’t have a favorite theory, humor me for a moment and pretend). Now imagine the following theory of propositions: the proposition denoted by a sentence $p$ is the ordered pair whose first member is the proposition assigned to $p$ by your favorite theory and whose second member is the date on which $p$ was first uttered, or, if $p$ has never been uttered, then the number of letters in $p$.

It should be clear that this theory (call it the silly theory) is less good than your favorite theory. But why? The silly theory can draw every distinction your favorite theory can draw, and more besides; so we can hardly convict it of a violation of the right-to-left direction of Principle P. The natural thing to say about the silly theory is that it draws *too many* distinctions, or *useless* distinctions;
after all, the denotations of complexes involving $p$ will depend only on the first member of $[p]$—the second member is idle. It is the left-to-right direction of Principle P that rules out the silly theory, by ruling out distinctions that don’t get used.

This is enough intuitive support for P for now. Further on, I’ll consider King’s objection to it; for now, I want to point out the trouble P, if it is right, causes for the structuralist.

### 3.3.2 Propositions that should be distinct

Here, I give some examples of propositions that should be distinct, according to Principle P, but that the structuralist cannot distinguish.

**Woodchucks and groundhogs**

A classic example comes from (Lewis, 1970):\(^{13}\) consider these sentences:

\[
\begin{align*}
\text{(69) a. All woodchucks are groundhogs} \\
\text{b. All woodchucks are woodchucks}
\end{align*}
\]

It should be clear that (69a) and (69b) have the same syntax. Assume (what no party to this debate has denied) that ‘groundhog’ and ‘woodchuck’ are necessarily coextensive; there is no possible world where something is one but not the other.\(^{14}\) Then, for the structuralist, $[\text{groundhog}] = [\text{woodchuck}]$. Since the propositions denoted by these sentences are made of the same denotations arranged in the same way, they are themselves identical for the structuralist: $[(69a)] = [(69b)]$.\(^{15}\)

But now note (70a)–(71b):

\[
\begin{align*}
\text{(70) a. Alice believes that all woodchucks are groundhogs} \\
\text{b. Alice believes that all woodchucks are woodchucks}
\end{align*}
\]

\(^{13}\)In (Lewis, 1970), Lewis calls it an ‘oddity’ that (69a) comes out logically true on his view. That is indeed an oddity, but the problem I’m pushing on is not about logical truth; it rather comes from the structuralist’s failure to distinguish the propositions in play here.

\(^{14}\)Note that one might resist this conclusion; a descriptivist about natural kinds might take the woodchucks at a world simply to be the things that chuck wood (or whatever) at that world, and the groundhogs at a world the things that hog ground (or whatever) there. Although these happen to be the same things at our world, they might come apart at other worlds. For my purposes here, though, I assume a more Kripkean picture of natural kinds, ignoring this descriptivist alternative. Similar issues arise below, in the case of names, and I’ll make a similar assumption there. (This issue is orthogonal to the circumstantialist/structuralist debate, as long as there are at least two necessarily coextensional predicates.)

\(^{15}\)This objection applies directly to the accounts in (Carnap, 1956), (Lewis, 1970), and (Cresswell, 1985). A structuralist following the model of (King, 2007) might have resources to dodge this; remember, King doesn’t take words to denote their possible-worlds intensions, but rather individuals and properties directly. Whether such a structuralist can distinguish these propositions depends on whether the properties groundhoghood and woodchuckhood are distinct. If they are not distinct, the same objection applies, but if they are, there’s an escape route for the structuralist here (if a relatively unpalatable one).
(71)  a. Billy fears that all woodchucks are groundhogs  
     b. Billy fears that all woodchucks are woodchucks

It’s clear that (70a) and (70b) (and (71a) and (71b)) can differ in truth value in some circumstance; just imagine Alice not realizing that woodchucks and groundhogs are the same critters (or Billy, who knows he’s deathly allergic to groundhogs, realizing he’s been bitten by a woodchuck). Thus, ‘Alice believes that’ (and ‘Billy fears that’) are propositional operators of the sort relevant to Principle P, and so (69a) and (69b) should denote distinct propositions.

The circumstantialist has no problem distinguishing these propositions; a circumstantialist theory can allow that \([\text{woodchuck}] \neq [\text{groundhog}]\), since it can allow for impossible circumstances at which something is a groundhog but not a woodchuck, and vice versa. Since these are impossible circumstances, there is no need for a circumstantialist to deny the necessary coextensiveness of ‘woodchuck’ and ‘groundhog’.

The problem for the structuralist is caused by the syntactic simplicity of ‘groundhog’ and ‘woodchuck’. Since the structuralist strategy is to appeal to syntax (or divergence in possible-worlds intension) to distinguish what needs to be distinguished, where there is no syntax (or divergence in possible-worlds intension) the structuralist strategy simply won’t work.\(^{16}\)

**Frege’s puzzle**

A similar problem arises in Hesperus/Phosphorus cases. Consider:

(73)  a. Hesperus is Phosphorus  
     b. Hesperus is Hesperus

Again, since (what no party to this debate denies) Hesperus is Phosphorus in every possible world, the structuralist concludes that \([\text{Hesperus}] = [\text{Phosphorus}]\). Since (73a) and (73b) have the same syntax, they denote the same structured proposition. But again, this results in a violation of Principle P, since (74a) and (74b) can differ in truth value in some circumstance (in fact, they actually differ in truth value):

(74)  a. The Babylonians believed that Hesperus is Phosphorus

\(^{16}\text{NB: The structuralist has no trouble distinguishing the propositions denoted by (72a) and (72b):}\)

(72)  a. All bachelors are unmarried men  
     b. All bachelors are bachelors

Although there is no possible world where something is a bachelor without being an unmarried man (or vice versa), ‘bachelor’ and ‘unmarried man’ are syntactically different, so the structuralist strategy works here.
b. The Babylonians believed that Hesperus is Hesperus

The circumstantialist view, on the other hand, can allow that \( \text{Hesperus} \neq \text{Phosphorus} \) without having to suppose that it’s possible for anything to be one without being the other, simply by allowing that there are impossible circumstances where something is Hesperus but not Phosphorus (or vice versa). Thus, for the circumstantialist, \( \square (73a) \neq \square (73b) \), the proper conclusion.

But it is not simply that the structuralist view does not cut propositions finely enough. In other cases, it cuts propositions too finely.

### 3.3.3 Propositions that should be identified

There are a few different sorts of examples to be considered here.\(^{17}\) In each case, the structuralist will be shown to distinguish propositions that should be identified, according to Principle P, while the circumstantialist (of a certain stripe) need not. In passing, these cases will show that the circumstantialism advanced by eg (Goddard & Routley, 1973) and (Priest, 2005) (according to which there is a circumstance for every set of sentences that makes true all and only the sentences in that set) also draws too many distinctions, and so also violates Principle P.

#### Passivization

Consider (75a) and (75b):

\[(75)\]
\[
a. \text{Bears ate my neighbor} \\
b. \text{My neighbor was eaten by bears}
\]

Claim: there is no propositional operator \( O \) such that \( O(75a) \) and \( O(75b) \) differ in truth value in any circumstance. After all, if someone thinks that bears ate my neighbor, then they think that my neighbor was eaten by bears; if someone said that bears ate my neighbor, they said that my neighbor was eaten by bears; if they’re about to prove that bears ate my neighbor, they’re about to prove that my neighbor was eaten by bears; &c.\(^{18}\) But then, by Principle P, (75a) and (75b) should

---

\(^{17}\)Since Carnap’s account structures propositions according to sentential argument structure rather than syntax broadly understood, his account cuts propositions more coarsely than the other structuralists considered here, and he is thus immune to some of the objections that follow. Footnotes will point out which objections don’t apply to Carnap. The other structuralists in question all line up as targets of each of the following arguments.

\(^{18}\)There are sentential operators that fit the bill; just use quotation marks. But Principle P had better exclude such; otherwise it would require different propositions, eg, for each typeface a sentence might occur in, since (76a) and (76b) can differ in truth value:

\[(76)\]
\[
a. \text{She wrote her book in the same typeface as}\ ‘\text{this}\ ’ \\
b. \text{She wrote her book in the same typeface as}\ ‘\text{THIS}\ ’
\]
denote the same proposition. The structuralist, though, must distinguish the propositions denoted by these sentences. After all, the sentences themselves have different syntactic structure; so too, then, must the propositions they denote, for the structuralist.¹⁹,²⁰

The circumstantialist of a certain stripe, though, can make the right prediction here; she merely needs to suppose that there are no circumstances in which (75a) is true but (75b) isn’t, or vice versa. The circumstantialist theories of (Goddard & Routley, 1973) and (Priest, 2005), though, cannot make the right predictions here, as they do allow such circumstances. This shows how observation of which propositional operators do and do not occur can constrain our theories of circumstance.

**Idempotence**

Consider (77a)–(77c):

\[
\begin{align*}
(77) & \quad a. \text{ Penguins waddle} \\
 & \quad b. \text{ Penguins waddle and penguins waddle} \\
 & \quad c. \text{ Penguins waddle or penguins waddle}
\end{align*}
\]

Similarly, no propositional operator discriminates between any of these three, and yet, since the sentences have different syntax (or, in the case of (77b) and (77c), differently-denoting lexical items occupying slots in the syntax), the structuralist must say they denote different propositions. This is another violation of Principle P.

Again, the circumstantialist need have no trouble here. Simply supposing that the usual (classical) truth-at-a-circumstance conditions for conjunction and disjunction hold over all circumstances, possible and impossible, yields the desired result. Further, this option is not available to (Goddard & Routley, 1973) and (Priest, 2005); they too must violate Principle P here.

**Commutativity, Expletives, Ditransitives**

Similar trouble is generated by each of the following pairs of sentences:

\[
\begin{align*}
(78) & \quad a. \text{ Carrots are orange and spinach is tasty} \\
 & \quad b. \text{ Spinach is tasty and carrots are orange} \\
(79) & \quad a. \text{ Carrots are orange or spinach is tasty}
\end{align*}
\]

¹⁹Is passivization a syntactic transformation? Are these sentences identical at some level of syntactic analysis? No and no!

²⁰Depending on how argument-theory interacts with passivization, Carnap might be immune to this charge.
b. Spinach is tasty or carrots are orange

(80)  
   a. Two cats are juggling  
   b. There are two cats juggling

(81)  
   a. Pam gave the keys to Sally  
   b. Pam gave Sally the keys

By now, the argument is familiar: no propositional operator discriminates between the members of either pair, but since the members differ syntactically, the structuralist must assign them distinct propositions, in violation of Principle P. The circumstantialist has no such obligation.

Translation

Although this objection is structurally much the same as the objections above, it’ll bear a bit of extra discussion. Consider (83a)–(83g):

(83)  
   a. Snow is white  
   b. Schnee ist weiss (German)  
      snow is white  
      ‘Snow is white’  
   c. Snö är vitt (Swedish)  
      snow is white  
      ‘Snow is white’  
   d. La nieve es blanca (Spanish)  
      the snow is white  
      ‘Snow is white’  
   e. Yuki-wa shiroi-des (Japanese)  
      snow-TOP white-is  
      ‘Snow is white’  
   f. Ha-shelleg lavan (Hebrew)  
      the-snow white  
      ‘Snow is white’

As is well known, conjunct and disjunct order can sometimes matter:

(82)  
   a. I urinated and went to sleep  
   b. I went to sleep and urinated  
   c. You should eat your vegetables or you’re going straight to bed  
   d. You’re going straight to bed or you should eat your vegetables

In these cases, there are propositional operators that can discriminate. But whatever the explanation is of these phenomena, it should be clear that nothing like this is afoot in (78) and (79).
g. Nix nivea est (Latin)  
snow white is  
‘Snow is white’

On a structuralist view, (83a)–(83c) denote the same proposition; after all, they have the same syntax and co-denoting lexical items filling that syntax in. But this proposition is different from the propositions the structuralist assigns to (83d) or (83e) or (83f) or (83g), since the syntax differs in each of these cases.

Now, no monolingual speaker speaks a language that allows more than one of the above to be embedded in a propositional operator, so it might at first seem that Principle P doesn’t tell us much about (83a)–(83g). But this would be too fast; there are multilingual speakers who are quite comfortable with switching languages mid-sentence. Consider such a speaker; for concreteness say she’s a native speaker of both English and Spanish. Both ‘Arnold said that snow is white’ and ‘Arnold said que la nieve es blanca’ are in her idiolect; I claim that these will not differ in truth-value in any circumstance, and the same will hold for every propositional operator.\(^\text{22}\) If my claim is right, then the structuralist, by assigning different propositions to (83a) and (83d), violates Principle P. The circumstantialist, again, has no difficulty accommodating this data.

On the other hand, suppose my claim is wrong. Suppose, that is, that there is some propositional operator \(O\) such that which language a clause \(p\) is in can make a difference to the truth value of \(Op\) in some circumstance. The structuralist can’t deliver this result either; the structuralist must identify the propositions expressed by (83a) and (83c), and so must identify the propositions denoted by eg ‘Arnold said that snow is white’ and ‘Arnold said att snö är vitt’ in the mouth of an English/Swedish bilingual speaker, again in violation of Principle P (the other direction this time). The circumstantialist, by allowing for circumstances where snow is white without snö’s äring vitt, can accommodate the data.

3.3.4 Structuralist responses

King and too many propositions

In (King, 2007, pp. 95–101), King considers some versions of the too-many-propositions objections and bites the bullet, arguing that the propositions the structuralist must distinguish should in fact be kept distinct. He does not directly consider the idempotence objection of §3.3.3, but his response

---

\(^{22}\)These sentences will differ in assertibility in some circumstances; if our speaker is talking to someone she knows to be a monolingual English speaker, for example, a fully-English sentence would be more cooperative than an English-Spanish sentence. But their truth values will not come apart.
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to the commutativity objection in §3.3.3 seems to generalize to cover it. He treats the translation objection of §3.3.3 separately.²³

King’s response to the conjunct-order objection proceeds as follows. First, he attributes principle P to the objector:

\[
P: \text{Two sentences } p \text{ and } q \text{ express distinct propositions if and only if for some propositional connective } O, Op \text{ and } Oq \text{ differ in truth value in some circumstance.}
\]

Of course, in my case, this is a fair attribution: I’ve used Principle P explicitly throughout my objections, and offered a brief defense of it above in §3.3.1. King, though, means to attack the left-to-right direction of Principle P, by giving a reason for two sentences to denote different propositions despite exhibiting identical embedding behavior. I quote his reasoning in full:

Suppose that it turns out that (e.g.) ‘1 = 2’ and ‘2 = 1’, when embedded relative to any propositional connective, result in sentences that have the same truth values in all circumstances. P says that they express the same proposition. But there are reasons for holding that they don’t. Assume that ‘=’ expresses a relation and that ‘1’ and ‘2’ are names of objects. Now we know that for other expressions that express relations and those very same names, switching the order of the names results in a different proposition expressed. ‘2 > 1’ and ‘1 > 2’ express different propositions. It is quite reasonable to suppose that the propositions expressed by ‘2 > 1’ and ‘1 > 2’ have the same constituents (e.g. two objects and a relation) and differ in the way in which these constituents are put together. Thus ‘2 > 1’ and ‘1 > 2’ suggest that in a sentence consisting of two names flanking a relation sign, the different possible orders of the names encodes [sic] some difference in the way in which the entities named and the relation expressed combine to form a proposition. And this gives us reason to think that ‘1 = 2’ and ‘2 = 1’ express different propositions in virtue of having their constituents differently combined (King, 2007, pp. 96–97).

Applied to our (78a) and (78b), his argument runs as follows: it’s clear that ‘Carrots are orange if spinach is tasty’ and ‘Spinach is tasty if carrots are orange’ express distinct propositions. But since these sentences contain all the same constituents, it must be the different order of the clauses that makes the difference. This suggests that the difference in the order of the clauses encodes some difference in the way the propositions denoted by the clauses and the operation denoted by the clausal connective are combined to form a proposition. That same difference should then be encoded by the difference in the order of the clauses in (78a) and (78b), so the propositions denoted by ‘carrots are orange’ and ‘spinach is tasty’, along with the operation denoted by ‘and’, should be combined in a different way to arrive at the propositions denoted by the two sentences.²⁴

²³He does not consider the objections from passives, expletives, or ditransitives, and the responses he offers to the other objections do not seem to generalize to cover these problems.

²⁴This response seems to generalize without much difficulty to our cases (77a)–(77c); we need merely consider a non-idempotent operator like ‘if’. Clearly ‘penguins waddle’ and ‘penguins waddle if penguins waddle’ express distinct propositions, so repetition can matter. The rest of the argument is the same, mutatis mutandis.
It’s true that examples like ‘2 > 1’ and ‘Spinach is tasty if carrots are orange’ lead us to conclude that the order in which names or clauses occur in a sentence can make a difference to the proposition expressed. But why should we conclude from that that it must? King’s story: since order can matter, it must make a difference in the way constituents are combined. But then it should make this difference no matter what the constituents are.

We can (and should) accept all this, though. It still does not lead to King’s conclusion. Grant that the constituents of the propositions expressed by (78a) and (78b) are combined in different ways; there is still an open question—have those different ways resulted in the same proposition, or have those different ways resulted in different propositions? It’s not clear what could settle this question, other than Principle P. King seems to go with the latter option; he thinks the different ways of combining ‘[give] us reason’ to think we’ve ended up with different propositions, but it’s not clear what that reason is.

It’s worth noting that King presents this argument in the context of defending his account against other structuralist accounts, not in defending it against circumstantialist accounts. It may be that, if we can assume structuralism (in particular, if we assume that propositions must reflect in their structure how they are arrived at), King’s argument becomes more convincing; note, though, that it doesn’t address the circumstantialist concerns presented here.

**King and translation**

King has a separate response to something like the objection from translation presented in §3.3.3. His presentation of the objection differs importantly from the presentation there, and his response to it does not directly address the objection pressed there; nor is it clear how he would respond to the present objection. To see this, let’s look at his presentation of a translation objection and his response.

King (p. 98) considers three different claims an objector might make:

A. At least some proposition(s) can be expressed in different natural languages.

B. At least some proposition(s) expressed in one natural language can be expressed in any natural language.

C. All propositions that can be expressed in one natural language can be expressed in any other.

He grants A, and shows that B and C come out as substantive empirical questions on his account, which he claims is as it should be. It should be clear that the discussion in §3.3.3 makes no claims
as strong as B or C; out of these three claims, I’m only willing to advance claim A. And since King is willing to grant A, it might seem that there is no dispute to be had here.

But this is too fast. King grants A on the following grounds:

An important part of the philosophical motivation for propositions is the intuition that the same piece of information can be encoded by means of different sentences, whether in different languages or in the same language. Hence some might take A to be a sort of constraint on any theory of propositions. To take a clear case, it would be desirable for a theory of propositions to yield the result that ‘Schnee ist weiss’ and ‘Snow is white’ express the same proposition. Any theory which doesn’t yield this result will have a lot of explaining to do, [punctuation sic] (though I for one don’t think this by itself should sink a theory) (King, 2007, p. 99).

So King’s clear case is the pair of our (83a) and (83b). To the extent that these clearly denote the same proposition, it should be just as clear that (83d)–(83g) denote that proposition as well; but King’s account cannot deliver this consequence, and so has ‘a lot of explaining to do’. No such explanation is offered, though.25

Note as well that this quote itself comes dangerously close to pressing the above objections against the structuralist account. What are the different sentences that are supposed to encode the same information? We might think of pairs like ‘Nobody’s in the room’ and ‘There isn’t anybody in the room’, but the structuralist can’t allow that these denote the same proposition; after all, they differ syntactically. About the only sentences that the structuralist can allow denote the same proposition are sentences like (69a) and (69b)—that is, sentences that shouldn’t be taken to denote the same proposition! If the intuition in question is really an important part of the motivation for propositions, again the circumstantialist fares much better than the structuralist.

**Structuralism Plus**

This sort of response allows structuralists to draw the right sort of distinctions between woodchuck and Hesperus cases. 2 responses:

- Why structuralism at all, then?

- Can draw enough distinctions now, but still draw too many.

25Someone might object, say, that ‘white’ is not a perfect translation of ‘blanca’ (say, because they denote slightly different properties), and that the propositions expressed by (83a) and (83d) should be distinguished for that reason. If indeed they are not perfect translations of each other, then these propositions should be distinguished, and both the circumstantialist and the structuralist have the resources to do so. My point here is that if they are perfect translations of each other, then the propositions should not be distinguished; the circumstantialist can deliver this result, while the structuralist cannot.
3.4 Answering arguments for structuralism

In this section, I consider two influential arguments for structuralism: an argument from de re propositional attitudes (in (Cresswell, 1985)), and an argument from direct reference (in (Soames, 1987)). In both cases, I claim that these arguments miss their target; the arguments, properly understood, do not offer any reason to believe in structuralism. Cresswell’s argument amounts to showing that a certain bad semantics for de re attitudes is unavailable to the circumstantialist, when in fact there is a better semantics equally available to the circumstantialist and the structuralist, and Soames’s argument amounts to pressing the familiar Hesperus/Phosphorus problem on the circumstantialist, when it is no less a problem for the structuralist. I offer a potential solution to this problem, but this solution is unavailable to the (usual) structuralist. Thus, Soames’s argument, far from putting pressure on the circumstantialist, is hoist by its own petard: it provides us further reason to believe in circumstantialism.

3.4.1 De re attitudes

In (Cresswell, 1985) and (Cresswell & Von Stechow, 1982), Cresswell and Von Stechow present and argue for a structuralist view. Their core argument involves de re belief attributions; they think that structuralism is the key to providing semantics for both readings of sentences like (84):

(84) Mary thinks that the man upstairs is a spy

On one reading of this sentence (the de dicto reading), it is true iff Mary has a thought with the content *the man upstairs is a spy*. On its other reading (its de re reading), it’s true iff Mary thinks *of the man upstairs* that he is a spy, whether or not she thinks of him under that description, or even knows that he is the man upstairs.

Cresswell and Von Stechow use structuralism to provide these readings. On their semantics, the complementizer *that* (or its silent counterpart, in eg *Mary thinks the man upstairs is a spy*) is ambiguous. On one of its readings, \[\text{[that the man upstairs is a spy]}\] is a set of possible worlds: the worlds \(w\) at which the man upstairs in \(w\) is a spy in \(w\). On the other reading of *that*, \[\text{[that the man upstairs is a spy]}\] is a structured proposition: \([ [ \text{the man upstairs} ] [ \text{is a spy} ]]\). Note that this requires, as they point out, that \[\text{[that]}\] (on the latter reading) doesn’t take \[\text{[the man upstairs is a spy]}\] as a single argument, but rather that it takes the denotations of the constituents of *the man upstairs is a spy* severally as arguments (or at least that it take
On either reading of that, [[thinks]] is a binary relation between a thinker and something thought; sometimes thinkers think sets of possible worlds, and sometimes they think structures. When we think the structure [[the man upstairs]] [[is a spy]], we are having a de re thought about the man upstairs—that he is a spy. On the other hand, when we think the set of possible worlds in which the man upstairs is a spy, we are having a de dicto thought to the effect that the man upstairs is a spy.

It’s worth pointing out that this solution is not available to the (pure) circumstantialist. Since it crucially requires [[that the man upstairs is a spy]] to (sometimes) be a structured proposition, it requires some that-clauses to denote structured propositions. But the circumstantialist doesn’t think that anything ever denotes a structured proposition. So this solution is resolutely anti-circumstantialist. Since the structuralist has this way to provide semantics for both readings of (84), and the circumstantialist cannot avail herself of it, there seems to be an argument for structuralism here.

My response is twofold: first, I’ll argue that this semantics for de re attitudes is problematic. Second, I’ll point to a classic strategy for handling de re attitudes, one that’s equally available to the structuralist and the circumstantialist, and doesn’t share the problems of Cresswell and Von Stechow’s semantics. Since the problems in their semantics should lead us to abandon it for a more workable semantics, and since that more workable semantics is available to everyone, I conclude that de re attitudes do not provide any reason to adhere to structuralism over circumstantialism.

Two problems with Cresswell and Von Stechow’s approach

The first problem with Cresswell and Von Stechow’s semantics was hinted at above; I present it here in the form of a dilemma. Either that is both semantically and syntactically ambiguous, or it’s semantically ambiguous without being syntactically ambiguous. Suppose first that that is

---

26 More on this presently.

27 Cresswell (Cresswell, 1985, p. 29) takes propositional attitude verbs to be of the same category as other binary relation verbs, like ‘kick’ or ‘love’. He concludes from this that that-clauses are noun phrases or nominals. If this is right, thinkers actually think sets of possible worlds, or we think structures (which sounds at best awkward to my ear). There’s decent syntactic evidence against this view of that-clauses—see eg (King, 2007, p. 107)—and it seems to be idiosyncratic to Cresswell among the structuralists I consider. My response to Cresswell’s argument, accordingly, doesn’t depend on this idiosyncrasy; a more orthodox structuralist presumably could press a similar argument from de re belief, and the response I’ll offer presently would answer that similar argument as well.

28 It’s not clear to me which of these best captures Cresswell and Von Stechow’s view. The Appendix to Cresswell & Von Stechow (1982), where this issue comes closest to being resolved, uses ‘“logical form”’ (with scare-quotes) to name the level at which surface ambiguity is to be resolved. If this is the syntactician’s LF, then their theory holds that that is syntactically ambiguous, since it can result in many different LFs; but if their ‘“logical form”’ is not LF, then perhaps they mean to posit only a semantic ambiguity.
both semantically and syntactically ambiguous. Then (84) (renumbered here (85a)) has two distinct syntactic parsings: (85b) and (85c).

(85)  

a. Mary thinks that the man upstairs is a spy

b. Mary

      thinks

       that

         X

     the man upstairs is a spy

c. Mary

      thinks

       that

         Y        Z

     the man upstairs is a spy

In (85b), that has as its only sister the node X, which contains the entire embedded clause (I ignore the structure within the clause here; it’s not relevant). On the other hand, in (85c), that has two sisters: the node Y, containing the subject of the embedded clause, and Z, containing its predicate. The problem with this hypothesis is simple: there is no syntactic evidence of this supposed structural ambiguity (and they point this out, in fact). In fact, supposing that there is more-than-binary branching at all goes against much well-motivated syntactic theory.29

On the other hand, suppose that Cresswell and Von Stechow do not mean to posit a syntactic ambiguity, but rather only a semantic ambiguity. Note that the semantic ambiguity in question is not just ambiguity of the ‘bank’/‘bank’ sort, where both readings are still one-place predicates. Rather, the ambiguity in that is (among other things) an ambiguity in how many arguments [[that]] takes. On the de dicto reading of (85a), it can get away with taking a single argument: [[the man upstairs is a spy]].30 On the de re reading, though, [[that]] takes two arguments: [[the man upstairs]] and [[is a spy]]. Unlike the syntactic-ambiguity proposal above, though, this

29See eg Kayne (1984) or Haegeman (1994). Note as well that Cresswell and Von Stechow’s account, interpreted as positing a syntactic ambiguity, is going to force not just trinary branching, but n-ary branching for any finite n.

30Actually, this isn’t quite true; see Cresswell & Von Stechow (1982) for details. But nothing here hangs on the difference.
proposal has it that on both readings, (85a) has the syntactic structure given in (85b).

But this breaks the tight link between syntax and semantics that is a core feature of compositional semantics. Of course, we might find in the course of our exploration that we need to violate this feature at some point, but we should be very hesitant—this guiding assumption has proven fruitful in the past, and it constrains our theory in useful ways. Besides, there are perfectly good ways (see below) of providing semantics for de re attitudes that allow semantics to follow syntax.

The second problem comes into sharp relief if we look at a fuller range of data. (84) was only two-ways ambiguous, depending on whether the description was read de dicto or de re. But (86) is four-ways ambiguous:

(86) Billy thinks that my favorite goat is the smallest goat in Tennessee

Each definite description in the that-clause can be read either de dicto or de re, resulting in four possible readings. Cresswell and Von Stechow provide these readings by positing more ambiguity in that; it’s at least four-ways ambiguous, actually. But the phenomenon iterates:

(87) a. John thinks that my doctor gave Mary’s cat to the Postmaster General
    b. John thinks that my doctor gave the toy Mary’s cat used to play with to the tallest goat
       that lives at Lucy’s farm

Cresswell and Von Stechow should conclude from (87a) that that is at least eight-ways ambiguous, and from (87b) that that is at least eighteen-ways ambiguous, and it doesn’t stop there; more (and more-ways ambiguous) examples can be generated ad infinitum.

I don’t think that positing more and more ambiguity in that (whether purely semantic, or both semantic and syntactic) is a helpful way to understand this data. In particular, it misses the following generalization: the same de dicto/de re ambiguities occur in the following sentences:

(88) a. Billy wonders whether my favorite goat is the smallest goat in Tennessee
    b. Mary asked who my doctor gave Mary’s cat to

In (88a) and (88b), the ambiguity cannot be an ambiguity in that, but instead must be an ambiguity either in whether and who. Positing an ambiguity in that, then, has missed the core of the phenomenon. Cresswell and Von Stechow acknowledge this generalization, and that their account misses it.

31 Note that when a description is embedded in another description (as Mary’s cat in the toy Mary’s cat used to play with, or Lucy’s farm in the tallest goat that lives at Lucy’s farm, there are only three possible readings for the larger description: de re, de dicto/inner-description-de-re, and de dicto/inner-description-de-dicto. If the larger description is read de re, the embedded description cannot be read de dicto; it’s not even clear what such a reading would amount to.
It would be better, then, if we had some other way to understand the de re attitudes. Fortunately, we do; for example, (von Fintel & Heim, 2007) offers a semantic treatment of de re attitudes that relies on a posited syntactic transformation. On this hypothesis, (85a) is syntactically ambiguous, but not between the structures in (85b) and (85c); rather, the relevant structures are as follows:

(89)  

a. Mary thinks that [ [ the man upstairs ] is a spy ]  
b. [ the man upstairs ], Mary thinks that [ x is a spy ]

Given the usual semantic values for the words in (84), these two structures result in the appropriate truth conditions without invoking any lexical ambiguity, and independently of any issues having to do with structuralism or circumstantialism. (This approach yields all the appropriate truth conditions for (86)–(87b) as well.) The question, then, is whether this syntactic transformation is independently plausible (as the earlier one was not); research in eg (May, 1985), (Aoun & Li, 1989), and (Bruening, 2001) indicates that it is.

To summarize: Cresswell and Von Stechow’s semantics for de re attitudes is indeed unavailable to the circumstantialist. However, their semantics either posits a syntactic transformation for which there is no evidence, or else breaks the tight connection between semantics and syntax that forms the backbone of our compositional semantics. What’s more, their semantics must postulate wild (more than n-ways for any finite n) ambiguity in that, and corresponding ambiguity in other complementizers as well. If there is a semantics for de re attitudes that does not have these features, it would be preferable.

Fortunately, there is: a semantics that makes use of an independently plausible syntactic transformation. Cresswell and Von Stechow’s semantics should thus be abandoned. What’s more, the more plausible analysis is equally compatible with structuralism and circumstantialism; thus, de re attitudes provide no evidence whatever for structuralism.

3.4.2 Direct reference

In (Soames, 1987), an argument is given to the effect that circumstantialist propositions can’t be the whole story. This argument appeals to a direct-reference theory of proper names (according to which the semantic value of any name is its bearer) and a few uncontroversial assumptions.

The main thrust of the argument goes as follows: since Hesperus = Phosphorus, [Hesperus] = Hesperus, and [Phosphorus] = Phosphorus, [Hesperus] = [Phosphorus]. So, since they are built up in the same way from identical semantic values, it follows that

[‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus] = [‘Hesperus’ refers to Hesperus]
These semantic values are sets of circumstances of some sort, and so they must be the same set of circumstances (here is where the auxiliary assumptions get put to work; since I won’t question any of them, I’ll leave them tacit) as

\[ \{ \text{‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus and there is some } x \text{ such that ‘Hesperus’ and ‘Phosphorus’ both refer to } x \} \].

But now there is trouble for the use of these sets of circumstances in a story about propositional attitudes. After all, the ancients believed that ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus, and the ancients didn’t believe that ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus and there is some \( x \) such that ‘Hesperus’ and ‘Phosphorus’ both refer to \( x \). But if the \textit{that}-clauses in these sentences denote the same proposition, as Soames argues the circumstantialist must maintain, then this difference in attitudes can’t be captured. So no circumstantialist account will work for the semantics of propositional attitudes.

It is revealing to see where this argument breaks down if we attempt to press it against the structuralist. If the circumstantialist is committed to \([\text{Hesperus}] = [\text{Phosphorus}]\), then so too should the structuralist be; that was supposed to follow simply from direct reference. What’s more, since ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus has the same syntactic structure as ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Hesperus, and since corresponding terminal nodes have the same denotations, the structuralist too is committed to the result that

\[ \{ \text{‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus} \} = \{ \text{‘Hesperus’ refers to Hesperus} \} \].

But here the argument breaks down if we try to press it against the structuralist. It is clear that ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus and there is some \( x \) such that ‘Hesperus’ and ‘Phosphorus’ both refer to \( x \) differs in syntax from ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Hesperus, and so they cannot denote the same proposition, on a structuralist view.

So the structuralist can prevent this argument from going all the way through; but this should be little comfort. After all, it seems that the structuralist cannot account for the following fact: the ancients believed that ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Phosphorus, but the ancients didn’t believe that ‘Hesperus’ refers to Hesperus and ‘Phosphorus’ refers to Hesperus. This is precisely the same sort of problem Soames pressed against the circumstantialist; it turns out to hit the structuralist too. So Soames’s argument, as he presents it, either is equally a problem for the circumstantialist and the structuralist, or equally not a problem; it thus provides no argument for structuralism over circumstantialism.
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I think there’s a bit more to be said here, though. Recall §3.3.2, where we considered Hesperus/Phosphorus cases. We saw there that the circumstantialist has resources to appeal to in these cases that the structuralist lacks. Since the circumstantialist is willing to acknowledge impossible circumstances, she can allow that \( [\text{Hesperus}] \neq [\text{Phosphorus}] \); the structuralist cannot, at least not without denying the necessity of identity, or else appealing to impossible circumstances. And so long as \( [\text{Hesperus}] \neq [\text{Phosphorus}] \), Soames’s argument can’t get off the ground; this is the crucial first premise.\(^{32}\) To the extent, then, that the circumstantialist has an easier time justifying \( [\text{Hesperus}] \neq [\text{Phosphorus}] \) than does the structuralist, Soames’s argument, far from being an argument against circumstantialism, actually gives us another reason to believe in it.

3.5 Conclusion

In the foregoing, I’ve argued that circumstantialism gives us a better theory of propositions than does structuralism. Here, I want to draw out one consequence of this.

We’ve seen that the circumstantialist distinguishes the propositions denoted by distinct contradictions by allowing that there are some (impossible) circumstances where those contradictions are true. Similarly, the circumstantialist distinguishes the propositions denoted by distinct tautologies by allowing that there are circumstances where those tautologies fail. These commitments have consequences for the semantics of negation. After all, if there are circumstances where a sentence and its negation are both true, and there are circumstances where a sentence and its negation both fail, then we can no longer maintain the classical thesis that a sentence’s negation is true in a circumstance if and only if the sentence is false in that circumstance. In fact, neither direction of this thesis can be maintained. Thus, if circumstantialism is right, as I’ve argued here, a classical semantics for negation cannot work. Some better semantics for negation must be found. That’s for another day.

\(^{32}\)For a response to Soames’s argument that makes just this point, see (Edelberg, 1994).
Chapter 4

Modal negations and De Morgan laws

Considerations spelled out in chapter 3 require that we give some non-classical semantics for negation. The purpose of this chapter is to explore logical and linguistic research on a variety of negations and negation-like operators, to get a sense of what our range of options might be. Chapter 5 will go on to provide a single semantic framework that allows us to examine this range more precisely.

There are many different inferential principles a unary sentential connective might support. The arguments in chapter 3 show that, where $\neg$ is the connective that represents natural-language negation, the inferences ECQ and LEM must be invalid:

1. **ECQ:** $A \land \neg A \vdash \bot$
2. **LEM:** $\top \vdash A \lor \neg A$

But there are many other inferences that have been taken to characterize negation or negative operators, such as:

3. **Nor:** $\top \vdash \neg \bot$
4. **D-Nor:** $\neg \top \vdash \bot$
5. **DNI:** $A \vdash \neg \neg A$

---

1Here, $\bot$ and $\top$ are 0-place connectives; $\bot$ holds in no circumstance, and $\top$ holds in every circumstance. Thus, the principles $\bot \vdash A$ and $A \vdash \top$ are valid, for any sentence $A$. (These are ‘big F’ and ‘big T’ respectively, in the parlance of relevant logicians; see eg (Anderson & Belnap, 1975).
DNE: \( \neg \neg A \vdash A \)

DM1: \( (A \lor B) \vdash \neg A \land \neg B \)

DM2: \( A \lor \neg B \vdash \neg (A \land B) \)

DM3: \( (A \land B) \vdash \neg A \lor \neg B \)

DM4: \( A \land \neg B \vdash \neg (A \lor B) \)

SM: If \( A \vdash B \), then \( \neg B \vdash \neg A \)

There are plenty more besides (for an exhausting, if not exhaustive, list, see (Vakarelov, 1989)), but these are the principles that will concern us in this chapter and in chapter 5.

In fact, for dealing with the sentential negations that occur in natural languages, the first four of these principles (Nor, D-Nor, DNI, and DNE) seem to be relatively unimportant. Although Nor and D-Nor simplify bookkeeping a bit (as we’ll see in chapter 5), it’s not clear that \( \bot \) and \( \top \) represent any particular natural-language sentences,\(^2\) so inferences governing them may well be beside the point of an empirical investigation. Too, it’s not clear that there are any grammatical clauses (in any language) that contain two occurrences of sentential negation without intervening material (like embedded clauses and the like) (see eg (Acquaviva, 1997), (Ladusaw, 1996), (Zanuttini, 2001)), and so whether sentential negation is governed by DNI or DNE may well also be beside the point.

This leaves us the four De Morgan principles and contraposition. In order to explore the De Morgan principles, we’ll need to make some assumptions about the behavior of \( \land \) and \( \lor \). I’ll assume that they obey Distributive Lattice Logic (DLL), so named because its algebra of propositions is a distributive lattice. DLL can be specified as follows (see (Dunn & Zhou, 2005)):

- \( A \vdash A \lor B \)
- \( B \vdash A \lor B \)
- If \( A \vdash C \) and \( B \vdash C \), then \( A \lor B \vdash C \)
- \( A \land B \vdash A \)
- \( A \land B \vdash B \)

\(^2\)They are sometimes rendered as ‘everything is true’ and ‘something is true’, respectively. But that doesn’t seem quite right. First of all, note that the quantifiers ‘everything’ and ‘something’ there shouldn’t range over \( \bot \) and \( \top \) themselves, but rather all other sentences. Then, note that we haven’t said anything yet to rule out a circumstance (impossible, to be sure) where everything is true, but even there, \( \bot \) would not hold; likewise for circumstances where nothing is true but \( \top \) still holds. A better way to understand these, if some informal understanding is required, is as a 0-ary disjunction and 0-ary conjunction, respectively. See eg (Restall, 2000b).
• If $A \vdash B$ and $A \vdash C$, then $A \vdash B \land C$

• If $A \vdash B$ and $B \vdash C$, then $A \vdash C$

• $A \lor (B \land C) \vdash (A \lor B) \land (A \lor C)$

As should be apparent, nothing non-classical is afoot here; with the addition of a few inferences governing negation, we’d have full classical logic. The discussion that follows assumes DLL throughout.³

In DLL, given SM, two of the De Morgan inferences (DM1 and DM2) follow immediately:

\[
\frac{A \vdash A \lor B}{-(A \lor B) \vdash -A} \quad \frac{B \vdash A \lor B}{-(A \lor B) \vdash -B}
\]

\[
\frac{-(A \lor B) \vdash -A \land -B}{A \land B \vdash A} \quad \frac{-(A \lor B) \vdash -B}{A \land B \vdash -B}
\]

These implications hold the other way around, too; given either of DM1 or DM2, SM follows. Here’s how:⁴

\[
\frac{B \vdash A \lor B}{A \lor B \vdash B} \quad \frac{A \vdash B}{-(A \lor B) \vdash -A} \quad \frac{B \vdash A \lor B}{-(A \lor B) \vdash -B}
\]

\[
\frac{B \vdash -(A \lor B)}{-B \vdash -A \land -B} \quad \frac{-(A \lor B) \vdash -A \land -B}{B \vdash -A -B \vdash -A}
\]

\[
\frac{A \lor B \vdash A}{A \vdash A \land B} \quad \frac{A \vdash B}{A \land B \vdash A} \quad \frac{A \lor B \vdash B}{A \land B \vdash A \lor B}
\]

\[
\frac{-(A \land B) \vdash -A}{-A \lor -B \vdash -A} \quad \frac{-A \lor -B \vdash -A}{B \vdash -A \lor -B}
\]

The other two De Morgan inferences, though, are independent. Operators that validate SM (and so DM1 and DM2), but not DM3 or DM4, are sometimes called subminimal negations, and that’s what I’ll call them here.⁵

If we consider the usual ‘positive’ modalities in a normal modal logic—□ and ♦—we see that each distributes over one binary connective: □ over $\land$ and ♦ over $\lor$.⁶ That is:

---

³Some of the discussion will depend on distribution (the final inference in the list above), and some won’t. I won’t be calling attention to when distribution is vital and when it isn’t, though. For considerations of negation in logics without distribution, see (Hartonas, 1996), and for arguments against including distribution in a theory of content, see (Brady & Meinander, 200x).

⁴Note that these proofs assume the following rule about $\sim$, which amounts to replacement of provable equivalents within $\sim$:

\[
\frac{A \vdash B}{-A \vdash -B} \quad \frac{B \vdash A}{-A \vdash -B}
\]

⁵The classic is (Hazen, 1992); see also (Dunn & Hardegree, 2001, Ch. 3).

⁶See eg (Chellas, 1980) for details.
\[
\diamond (A \wedge B) \vdash \diamond A \wedge \diamond B
\]
\[
\Box (A \vee B) \vdash \Box A \vee \Box B
\]

Negative connectives don’t distribute in this way, but some of them ‘antidistribute’—turning \( \wedge \) to \( \vee \) or vice versa. If we take DM2 and DM3 together, we have one antidistributive equivalence:
\[
-(A \wedge B) \vdash -A \vee -B.
\]
DM1 and DM4 together give us the other:
\[
-(A \vee B) \vdash -A \wedge -B.
\]
(Note that a subminimal negation validates neither antidistributive equivalence.) Of course, if we take DM1–DM4 all together, we have both antidistributive equivalences.

## 4.1 Modal negations

Semantics for positive modalities are studied at length in (Jónsson & Tarski, 1951) and (Jónsson & Tarski, 1952). Jónsson & Tarski show that binary relational semantics (of the sort nowadays familiar for modal logics—see eg (Chellas, 1980) for details) can be provided for ‘additive’ modal operators—essentially those that distribute over disjunction. Although they don’t connect their work to modal logic, it’s clear that this result is applicable to the \( \Diamond \) operator found in normal modal logics.

I’ll be describing work on negation that takes the usual modal-logic approach as its departure point, but I’ll use a slightly idiosyncratic presentation, so let me pause for a moment to be explicit about the semantics for modal logics I’ll be adapting here.

**Definition 4.1.1.** A modal frame is a tuple \( \langle W, R \rangle \), where

- \( W \) is a set, and
- \( R : W \to \wp(W) \) is a function from \( W \) to subsets of \( W \)

Given a language \( \mathcal{L} \) that builds up atomic sentences into complex sentences by using the binary connectives \( \wedge \) and \( \vee \), and the unary connectives \( \neg, \Box, \) and \( \Diamond \), we can then define a modal model as follows:

**Definition 4.1.2.** A modal model is a tuple \( \langle W, R, \llbracket \cdot \rrbracket \rangle \), where

- \( \langle W, R \rangle \) is a modal frame, and
- \( \llbracket \cdot \rrbracket : \mathcal{L} \to \wp(W) \) is a function from sentences of the language \( \mathcal{L} \) to subsets of \( W \) such that:

\[
\circ \llbracket A \wedge B \rrbracket = \llbracket A \rrbracket \cap \llbracket B \rrbracket
\]
\[ [A \lor B] = [A] \cup [B] \]
\[ [\neg A] = W - [A] \]
\[ [\Box A] = \{ w \in W : R(w) \subseteq [A] \} \]
\[ [\Diamond A] = \{ w \in W : R(w) \cap [A] \neq \emptyset \} \]

**Definition 4.1.3.** An argument with premise \( A \) and conclusion \( B \) is valid in a model \( M \) iff for no \( w \in W \) is it the case that \( w \in [A] \) but \( w \notin [B] \). It’s valid on a frame \( F \) iff it’s valid on every model on that frame. And it’s valid on a class of frames \( C \) iff it’s valid on every frame in the class.

It can be shown that the normal modal logic \( K \) is sound and complete for the class of modal models. What’s more, by imposing various restrictions on the function \( R \), we can find classes of frames that all the usual normal modal logics are sound and complete for.\(^7\)

In these logics, \( \neg \) inherits its logical properties directly from the underlying operation on sets: complementation. Assuming a classical metalanguage, this guarantees that \( \neg \) will validate ECQ and LEM; and thus \( \neg \), with these semantics, is unsuitable as a representation of natural-language negation.\(^8\)

Fortunately, there are semantics in the literature for nonclassical negations. One common route to these negations is to adapt the semantics given above for \( \Box \) or \( \Diamond \). This section explores in more detail the results of such an adaptation.

### 4.1.1 Compatibility negations

Dunn (1993) gives a binary-accessibility semantics for a range of negations as follows: add a function \( C : W \to \wp(W) \) to our frames, and use the following recursive truth-condition:\(^9\)

- \( x \in [\neg A] \) iff \( \forall w \in C(x)(w \notin [A]) \)

Negations yielded by this semantics will all satisfy SM, DM4, and Nor. To see this in the case of DM4, consider a point \( x \) in an arbitrary model built on an arbitrary frame such that \( x \in [\neg A \land \neg B] \). It follows immediately (by the truth-condition for \( \land \)) that \( x \in [\neg A] \) and \( x \in [\neg B] \). By the truth-condition for \( \neg \), then, \( \forall w \in C(x)(w \notin [A] \text{ and } w \notin [B]) \), and this guarantees that \( \forall w \in C(x)(w \notin \)

---

\(^7\)For proofs, see eg (Chellas, 1980). Note as well that the usual presentation of these semantics uses a binary relation on \( W \) rather than the function \( R \) I use here. Nothing besides presentational simplicity hangs on this.

\(^8\)Priest (2006a, Ch. 5) pushes against the idea of a classical metalanguage. I agree that it’s not always necessary to use a classical metalanguage, but I think there are often good reasons to; here (and throughout) I will continue to use a classical metalanguage.

\(^9\)Restall (1999) defends a philosophical interpretation of \( C \), meant to demonstrate that this is an applied, not simply a pure, semantics, answering a challenge put by Copeland (1979). That’s not my concern here, though.
\([A] \cup [B]\)). By the truth-condition for \(\lor\), we know \(\forall w \in C(x)(w \notin [A \lor B])\), and it follows that \(x \in [\neg (A \lor B)]\). Since \(x\) was arbitrary in the model, the argument from \(-A \land -B\) to \(-A \lor B\) must be valid in the model. But the model was arbitrary too, and so was the frame the model was based on. So any class at all of frames validates this argument, given the truth-condition for \(-\) in play. Similar arguments work for Nor and SM.\(^{10}\)

The class of negations that can be given semantics in this way (call them compatibility negations, after the usual interpretation of the function \(C\)) is quite broad; it includes classical negation, but also intuitionist negation, Johansson’s minimal negation, the De Morgan negations of relevant logics, and the negations of Strong Kleene logic and Priest’s logic LP. The weakest negation (in DLL) that has a compatibility-style semantics is characterized by DLL, SM, DM4, and Nor; it is not well-studied in the literature, but Dunn & Zhou (2005) call it preminimal negation; it is analogous to the \(\Box\) operator of the normal modal logic \(K\).

### 4.1.2 Exhaustion negations

Exhaustion negations bear the same relation to compatibility negations that \(\Diamond\) does to \(\Box\) in normal modal logics.\(^{11}\) For an exhaustion negation \(-\), we add a function \(E : W \rightarrow \wp(W)\) to our frames,\(^{12}\) and then give truth-conditions like so:

- \(x \in [\neg A]\) iff \(\exists w \in E(x)(w \notin [A])\)

Negations yielded by this semantics all satisfy SM, DM3, and D-Nor. To see this in the case of DM3, consider a point \(x\) in an arbitrary model built on an arbitrary frame such that \(x \in [\neg (A \land B)]\). It follows that \(\exists w \in E(x)(w \notin [A \land B])\), and so \(\exists w \in E(x)(w \notin [A]\ or w \notin [B])\). Thus, either \(\exists w \in E(x)(w \notin [A])\) or \(\exists w \in E(x)(w \notin [B])\), and so \(x \in [\neg A]\ or x \in [\neg B]\); that is, \(x \in [\neg A] \cup [\neg B]\). So \(x \in [\neg A \lor -B]\). Since \(x\) and its model and its frame were all arbitrary, the point is general; it holds for any class of frames, given the exhaustion semantics for \(-\).

The class of negations that can be given semantics in this way (exhaustion negations) is also broad; it too includes classical, De Morgan, Strong Kleene, and LP negations. Intuitionist and minimal negations are not exhaustion negations, but dual-intuitionist and dual-minimal negations are (see (Dunn & Zhou, 2005)). The weakest negation (in DLL) that has an exhaustion semantics is

---

\(^{10}\)For details, see (Dunn, 1993).

\(^{11}\)And compatibility negations bear the same relation to \(\Box\) that exhaustion negations do to \(\Diamond\).

\(^{12}\)Note that the \(R\) function from the normal modal semantics, the \(C\) function from the compatibility semantics, and now this \(E\) function are all subject to precisely the same requirements: that they be functions from \(W\) to \(\wp(W)\). The real difference between these operators, then, comes at the level of truth-conditions, not at the level of frames.
characterized by DLL, SM, DM3, and D-Nor; it is also not well-studied in the literature, but Dunn & Zhou (2005) call it dual preminimal negation; it is analogous to the ◊ operator of the normal modal logic K.

4.1.3 Ockham negations

The algebraic theory of Ockham lattices is developed in e.g. (Urquhart, 1979). Following the usual bridge between algebra and logic, we can call a negation Ockham when it validates SM, DM1–4, Nor, and D-Nor. (Note, as before, that SM guarantees DM1 and DM2.) Every Ockham negation is both a compatibility negation and an exhaustion negation, and every negation that is both compatibility and exhaustion is Ockham. Classical negation, De Morgan negation, Strong Kleene negation, and LP negation are all Ockham, but none of these is the weakest Ockham negation, since they all validate both DNI and DNE, while the weakest Ockham negation validates neither of these.

The Routley star semantics laid out in e.g. (Routley & Routley, 1972) and (Routley et al., 1982) was designed for the De Morgan negation of relevant logics. As it happens, though, DNI and DNE have to be put in by hand in the star semantics; the weakest Routley star negation is the weakest Ockham negation, validating no double-negation inferences. For details, see chapter 5.

4.1.4 Subminimal negations

Little work exists on the semantics of subminimal negations (negations that validate SM, but neither DM3 nor DM4). I suspect this is largely because they cannot be given a relational semantics. As we’ve seen above, compatibility and exhaustiveness semantics each validates one of DM3 and DM4. To avoid both of these inferences, some other path must be taken. This section reviews the approaches to the semantics of subminimal negations already in the literature; chapter 5 will develop a semantics different from all of these.

Hazen 1992

The classic study of subminimal negation is (Hazen, 1992). Hazen adds a subminimal negation to the positive fragment of intuitionist logic. Ordinary intuitionist negation can be defined in intuitionist logic by using the intuitionist conditional and ⊥; simply let −A be A ⊃ ⊥, where ⊃ is the intuitionist conditional. Following a remark in (Curry, 1977) and a suggestion of Humberstone’s, Hazen imagines a generalization of this approach, based on a set F of propositions. This allows him to define a
negation as follows: \( -A \) holds whenever \( A \supset f \) holds \emph{for any} \( f \in F \).\(^{13}\) Hazen goes on to show, by two proofs (one model-theoretic, one proof-theoretic), that the connective so defined is a subminimal negation—in fact, that it is the weakest subminimal negation.

Here, I briefly review the model-theoretic construction Hazen uses; his overall project may be orthogonal to the present study, but the model theory of subminimal negations is certainly not. He starts from the familiar Kripke semantics for positive intuitionist logic, which I briefly review:

**Definition 4.1.4.** An I-frame \( \langle W, \leq \rangle \) such that:

- \( W \) is a set, and
- \( \leq \) is a partial order on \( W \)

**Definition 4.1.5.** An I-model \( \langle W, \leq, [\ ] \rangle \) such that:

- \( \langle W, \leq \rangle \) is an I-frame, and
- \( [\ ] \) is such that:
  - \( [A \land B] = [A] \cap [B] \)
  - \( [A \lor B] = [A] \cup [B] \)
  - \( [A \supset B] = \{ x \in W : \text{for all } y \text{ such that } x \leq y, y \not\in [A] \text{ or } y \in [B] \} \)

From here, Hazen’s semantics for subminimal negation is straightforward:

**Definition 4.1.6.** A Hazen frame \( \langle W, \leq, F \rangle \) such that:

- \( \langle W, \leq \rangle \) is an I-frame, and
- \( F \subseteq \text{Prop}(W) \), where \( \text{Prop}(W) \) is the set of subsets of \( W \) closed upwards along \( \leq \)

The definition of a Hazen model is then as for an I-model, with an additional clause for negation:

- \( [\neg A] = \{ x \in W : \text{there is an } f \in F \text{ such that for all } y \text{ such that } x \leq y, y \not\in [A] \text{ or } y \in f \} \)

(Hazen, 1992) provides soundness and completeness proofs for positive intuitionist logic + SM with respect to this semantics. Note that, in Hazen’s treatment, the features of subminimal negation are a direct fallout of the features of the intuitionist \( \supset \). In chapter 5, we’ll see how to provide semantics for subminimal negation directly, as it were, without the detour through \( \supset \). (As we’ll see, something like \( F \) is crucially involved.)

\(^{13}\)That’s a sloppy way of putting it; propositions aren’t sentences. The idea will be made precise below.
Dunn & Hardegree 2001

In (Dunn & Hardegree, 2001), a unary operation $-$ on posets is defined as a *subminimal complementation* if it meets the following criterion: if $a \leq b$ then $-b \leq -a$, where $\leq$ is the partial order of the poset. Thus, all the negations considered above are subminimal in Dunn & Hardegree’s sense; I continue to use ‘subminimal’ to distinguish those negations that fail to validate either DM3 or DM4. Dunn & Hardegree do not study the properties of weak subminimal complementations; they proceed immediately to study those that also include (the algebraic analogue of) DM4.

Méndez et al. 2002

In (Méndez et al., 2002), a different sense of ‘subminimal negation’ is used; Méndez et al. mean by ‘subminimal negation’ simply any negation weaker than Johansson’s minimal negation. Thus, preminimal negation (discussed above in §4.1.1) is a subminimal negation in their sense, though not in mine. Although I don’t see anything actually false in this paper, one issue is certainly put in a way that strongly suggests a falsehood; it’ll be worth a moment to clear this up.

Méndez et al. work within the logic B+, the positive fragment of the basic affixing relevant logic (for details see (Routley et al., 1982)). They define a negation connective $\sim$ as follows: $\sim A$ abbreviates $A \to F$ for a particular 0-place connective $F$; imposing various constraints on $F$ then has the effect of producing various constraints on $\sim$.

Note that B+ contains as a theorem $((A \to C) \land (B \to C)) \to ((A \lor B) \to C)$. So if $\sim A$ is defined as $A \to F$, then B+ must also contain the theorem $(\sim A \land \sim B) \to \sim(A \lor B)$, the theorem version of DM4. This follows simply from the definition of $\sim$ and theorems of B+; it makes no appeal to any constraints on $F$ of any sort. So all four of the negations Méndez et al. consider have this as a theorem. Despite this, they list it as an ‘exemplar theorem’ for one of their stronger systems (in particular, for a system that includes the theorem version of DNI), and do not list it as an exemplar theorem for their base system, although they do there list the theorem versions of DM1 and DM2, as well as SM. This could well create the false impression that their base system does not have DM4 as a theorem, but as we’ve seen, it does. Thus, none of the four kinds of negation considered in (Méndez et al., 2002) is a subminimal negation in the presently relevant sense.

---

14Forgive the slipping between algebra and logic here; speaking carefully, none of the negations here is subminimal in Dunn & Hardegree’s sense. Rather, each of them induces an operation $\phi$ on their logic’s Lindenbaum algebra, and $\phi$ is subminimal. I’ll keep indulging in this kind of slipperiness without further comment.
4.2 Negative contexts

The study of varieties of negation is not limited to logic narrowly understood. Linguists too have use for several different types of negative operator, of varying strengths. This section will summarize some of the research on natural languages that invokes such operators.

4.2.1 NPIs and PPIs

Probably the most well-known of the natural-language phenomena sensitive to negation and negative-like contexts is the phenomenon of polarity items. To a first approximation, a negative polarity item (NPI) is a word or phrase that can only occur in negative contexts, and a positive polarity item (PPI) is a word or phrase that can only occur outside of negative contexts. Some examples of NPIs: any, ever, lift a finger; and some examples of PPIs: adamant, rain cats and dogs. Example sentences:

- ◦ I didn’t eat any potatoes
  ○ *I ate any potatoes
- ◦ I never ever brush my teeth before I drink orange juice
  ○ *I always ever brush my teeth before I drink orange juice
- ◦ If she lifts a finger to help us, I’ll be shocked
  ○ *If I’m shocked, she’ll lift a finger to help us
- ◦ They were adamant about their decision
  ○ *They weren’t adamant about their decision\(^{15}\)
- ◦ It was raining cats and dogs last night
  ○ *It wasn’t raining cats and dogs last night

Note that polarity items are affected by more than just negation—negative quantifiers like nobody or few oranges, antecedents (but not consequents!) of conditionals, certain embedding verbs like doubt and surprise, and yes/no questions all allow at least some NPIs and prevent occurrence of at least some PPIs. These contexts seem to have something negative about them (hence the NPI/PPI

\(^{15}\)Like many cases of PPIs in negative contexts, this can be rescued. If the negation in this sentence is heard as metalinguistic, in the sense of (Horn, 2001)—that is, as rejecting the appropriateness of the word adamant (this use, when spoken, is accompanied by a noticeable intonation contour on adamant)—then the PPI is fine. Note as well that metalinguistic negation does not license NPIs. For more, see eg (Horn, 2001), (Geurts, 1998).
terminology); it would be nice to have a more precise account of what such negativity amounts to, though.

4.2.2 Downward-entailing contexts

We can begin to develop such an account by noticing that most of these contexts are downward entailing. This forms the basis for theories of polarity item licensing in eg (Ladusaw, 1980), (van der Wouden, 1997), (Zwarts, 1998). A downward entailing context is a context in which one can infer from superset to subset. For example, few oranges creates a downward entailing context; the inference from Few oranges got on the bus today to Few oranges got on the bus this morning is valid. In contrast, A few oranges does not create a downward entailing context; the inference from A few oranges got on the bus today to A few oranges got on the bus this morning is not valid. Negative quantifiers, antecedents (but not consequents) of conditionals, embedding verbs like doubt and surprise, adverbs like only, &c. all create downward-entailing contexts.\textsuperscript{16}

It might be tempting to conclude from this that NPIs are allowed, and PPIs disallowed, in all and only downward-entailing contexts. Unfortunately, this would be too quick. As the following examples show, different polarity items have different distributions:

- Not everybody ate any soup
  - *Not everybody ate their soup yet
- Few of us gave anything to charity
  - *Few of us gave a red cent to charity
- I wonder whether you’ve ever been skiing
  - *I wonder whether you’re half bad at skiing

NPIs like ‘a bit’, ‘a red cent’, and ‘half bad’ sit much more easily with stronger negations, as in:

- Nobody ate their soup yet
- If you gave a red cent to charity, I’ll eat my hat
- I doubt you’re half bad at skiing

\textsuperscript{16}There’s some dispute about whether some of these cases are genuinely downward-entailing. In particular, only and surprise are probably more contentious than the others. For an argument against these being downward entailing, see (Atlas, 1997). For an argument that they are indeed downward-entailing, see (von Fintel, 1999).
Zwarts (1998) and van der Wouden (1997) divide polarity items into three groups, according to the sort of negative context that licenses (NPIs) or prevents (PPIs) their occurrence. Weak NPIs, such as any or ever, are allowed in any downward-entailing context, but medium and strong NPIs require stronger negations. Similarly, strong PPIs are forbidden in any downward-entailing context, but medium and weak PPIs are only forbidden by stronger negations. The next step, then, is to get clearer on what makes a negative context strong or weak.

4.2.3 Anti-additive contexts

Consider the examples at the end of §4.2.2. What do nobody, conditional antecedents, and doubt have in common that they don’t share with not everybody, few of us, and wonder? All of these contexts are downward-entailing. But compare:

(90) a. Nobody ate and nobody slept → Nobody ate or slept
   b. Not everybody ate and not everybody slept ≱ Not everybody ate or slept

(91) a. If you ate you should wash your bowl, and if you slept you should wash your bowl → If you ate or slept you should wash your bowl
   b. Few of us ate and few of us slept ≱ Few of us ate or slept

(92) a. I doubt you ate and I doubt you slept → I doubt you ate or slept
   b. I wonder whether you ate and I wonder whether you slept ≱ I wonder whether you ate or slept

Here’s the difference, then: nobody, conditional antecedents, and doubt—but not not everybody, few of us, or wonder—validate DM4, appropriately syntactically modified. Since any downward-entailing operator validates DM1, these all validate one full De Morgan equivalence: \(- A \land - B \iff - (A \lor B)\). I’ll call operators validating this equivalence anti-additive. Zwarts (1998) and van der Wouden (1997) argue that there is a class of NPIs—the medium ones—that require not just a downward-entailing context, but an anti-additive one. From the above examples, we can conclude

---

17Terminology here is not standardized; I’m following van der Wouden (1997) in my use of ‘weak’, ‘medium’, and ‘strong’ here.

18Note that some of these—the propositional attitudes and conditionals—can be plausibly thought of as propositional operators, while for others—the quantifiers—it would take a bit of a stretch. Not unstretchable, though; consider cylindric algebra (see (Henkin et al., 1985)), which treats quantifiers as propositional operators, or see (Kuhn, 1980).

19Again, terminology is not standardized. Both Zwarts (1998) and van der Wouden (1997) use this terminology in some places, but Zwarts (1998) also calls these ‘minimal’ negations, contrasting them with the ‘subminimal’ downward-entailing ones, while van der Wouden (1997) also calls these ‘regular’ negations, contrasting them (confusingly, considering he claims to follow (Zwarts, 1998)) with ‘minimal’ downward-entailing ones. I’ll stick to ‘anti-additive’ and ‘downward-entailing’.
that **yet**, a **red cent**, and **half bad** are medium NPIs in English. In addition, van der Wouden (1997) argues for a class of PPIs—again, the medium ones—that are disallowed in any anti-additive context, but allowed in contexts that are merely downward-entailing.

### 4.2.4 Anti-multiplicative contexts

Anti-multiplicative contexts are those that validate DM2 and DM3, and so the other De Morgan equivalence, \(-(A \land B) \iff A \lor \neg B\). Such contexts are formed by eg **not everybody**, **not always**, **not all the cats**, &c. To see this, compare:

(93) a. Not everybody dressed up and played tag → Not everybody dressed up or not everybody played tag

b. Nobody dressed up and played tag ̸→ Nobody dressed up or nobody played tag

(94) a. Jim does not always dress up and play tag → Jim does not always dress up or Jim does not always play tag

b. If Jim dresses up and plays tag, I’ll be happy ̸→ If Jim dresses up I’ll be happy, or if Jim plays tag I’ll be happy

(95) a. Not all the cats dressed up and played tag → Not all the cats dressed up or not all the cats played tag

b. I doubt you dressed up and played tag ̸→ I doubt you dressed up or I doubt you played tag

These sentences show that anti-additive contexts don’t have to be anti-multiplicative; since anti-additive contexts are all downward-entailing, they also show that downward-entailing contexts don’t have to be anti-multiplicative.

Anti-multiplicative contexts appear to play little role in polarity-item licensing, except for the role they play in virtue of being downward-entailing. van der Wouden (1997, pp. 134–141) notes some possible reasons for this (as well as some possible exceptions). See also (Horn, 2001), who notes that anti-multiplicative operators don’t get lexicalized, and offers some explanation of this.

### 4.2.5 Antimorphic contexts

An antimorphic context is a context that is both anti-additive and anti-multiplicative; thus, it validates both De Morgan’s equivalences (all of DM1–DM4). In English, the best candidate for an antimorphic operator is good old ‘not’. Zwarts (1998) and van der Wouden (1997) argue for the
existence of a class of NPIs—the strong ones—that can only occur in antimorphic contexts, and a
class of PPIs—the weak ones—that cannot occur in antimorphic contexts but can occur in anti-
additive contexts. The best example of a strong NPI in English (that I can find) is a bit (examples
from (van der Wouden, 1997, p. 141)):

(96) a. Chomsky wasn’t a bit happy about these facts
b. ?No one was a bit happy about these facts
  c. *At most three linguists were a bit happy about these facts

Both Zwarts (1998) and van der Wouden (1997) report a relatively wide range of strong NPIs in
Dutch.

4.2.6 Beyond polarity

This classification of negative contexts—following (Atlas, 1997), we can call it the De Morgan
taxonomy—is not only of use in dealing with polarity phenomena. In particular, the identification
of the class of downward-entailing contexts is important in the study of a number of phenomena.
Indeed, the core thesis of (van der Wouden, 1997) is that key phenomena that have been associated
with negation—litotes, negative concord, denial, &c.—are in fact better thought of as phenomena
surrounding downward-entailing operators in general.

4.3 Drawing connections

In this section, I point out that each category within the De Morgan taxonomy of §4.2 corresponds
to a category of the modal-negation taxonomy presented in §4.1.

4.3.1 Anti-additivity is compatibility

Anti-additive expressions validate DM1, DM2, and DM4. If we add a constant falsum ⊥ to our
natural language, we would find that anti-additives validate Nor as well: Never ⊥ is a logical truth.
But these are just the requirements for an operator to have a compatibility semantics. Thus, we
can provide compatibility semantics for all our anti-additives; they validate the key inferences.

20van der Wouden (1997) reports a * judgment for this sentence, but to my ear it’s at worst questionable. Still, it’s
decidedly worse than (96a).

21It might at first seem that, if we add a constant verum ⊤, that anti-additives would also satisfy D-Nor; that is,
that Never ⊤ would be logically untrue. But this is to forget the possibility of an empty domain; it might be that
never ⊤, if there aren’t any times.
This point is so far purely formal; here are a few rough comments about interpretation. In one
common interpretation of the relational semantics for modal logic, the points of evaluation are possible worlds and the relation is one of relative possibility. Usual applications of compatibility semantics for negation don’t interpret points of evaluation as possible worlds, though, since possible worlds are negation-consistent and negation-complete, and one of the key uses of compatibility semantics is in handling structures where these conditions fail. One interpretation of the points of evaluation, more usual in substructural logics than in modal logics, is as information states. Unlike possible worlds, information states are often neither negation-complete nor negation-consistent. Also, unlike possible worlds, information states can enter into meaningful inclusion relations—it’s typical, in frame semantics for substructural logics, to treat information states as partially ordered, such that for any information states \( x, y \) and any sentence \( A \), if \( x \in \llbracket A \rrbracket \) and \( x \leq y \), then \( y \in \llbracket A \rrbracket \).

With the points of evaluation interpreted as information states, the relation \( C \) can be interpreted as relative compatibility. This gives us a semantics that makes good sense for sentential negation (see (Restall, 1999)), but not so much for anti-additives like never. Treating the points of evaluation as information-states-at-times, though, and treating \( C \) as the relation that holds between the times in a history, though, yields plausible results, though: never \( p \) holds at an information-state-at-a-time \( x \) when, for all information-states-at-times \( y \) in the same history as \( x \), \( p \) doesn’t hold at \( y \). Similar interpretations will work for other anti-additives.

4.3.2 Anti-multiplicativity is exhaustion

Anti-multiplicative expressions validate DM1, DM2, and DM3. If we add a constant verum \( \top \) to our natural language, we would find that anti-multiplicatives validate D-Nor as well: Not always \( \top \top \top \) is a logical untruth. But these are just the requirements for an operator to have a exhaustion semantics. Thus, we can provide exhaustion semantics for all our anti-multiplicatives; they validate the key inferences.

---

22See eg (Restall, 2000b), (Dunn, 1993).

23The usual way to ensure this condition is to require it to hold for atomic sentences and then prove that it holds for complex sentences as well. This ordering is typically most important in handling semantics for things other than negation (but see (Restall, 2000a)). Chapter 5 provides a semantics that includes the information ordering, for maximum compatibility with other substructural semantics.

24Relative consistency would make more sense, since it is often up for debate whether \( A \) is compatible with \( \neg A \), but it’s never up for debate whether \( A \) is consistent with \( \neg A \)—it isn’t. But I follow established usage.

25A similar issue as in fn.21 arises for anti-multiplicatives and Nor. The issue is resolved in the same way.
4.3.3 Antimorphicness is Ockhamness

Since antimorphic expressions are both anti-additive and anti-multiplicative, they validate all of DM1–DM4, Nor, and D-Nor; they thus meet the requirements for Ockham negation, and can be given Routley star semantics.

4.3.4 Downward-entailingness is subminimality

The weakest members of the De Morgan taxonomy, though, the merely downward-entailing expressions, cannot be given a compatibility semantics (since they don’t validate DM4) or an exhaustion semantics (since they don’t validate DM3). And this rules out their being given a Routley star semantics as well. As we’ve seen in §4.1.4, the only semantics currently available for subminimal negations in a language with \(\land\) and \(\lor\) is that of (Hazen, 1992), which involves a detour through intuitionist \(\supset\). It would be nice to be able to give a semantics for subminimal negation directly.

However, similar problems have been faced— and solved— before. Compare the case of positive modalities; consider a unary modality \(\triangle\) such that if \(A \vdash B\) then \(\triangle A \vdash \triangle B\). Note that this is the positive analogue of SM (call it SM-A)—we might call \(\triangle\) a subminimal affirmation. There are several characteristic principles \(\triangle\) might or might not satisfy:

- **P-Nor**: \(\bot \vdash \bot\)
- **D-P-Nor**: \(\top \vdash \top\)
- **D1**: \(\triangle (A \lor B) \vdash \triangle A \lor \triangle B\)
- **D2**: \(\triangle A \lor \triangle B \vdash \triangle (A \lor B)\)
- **D3**: \(\triangle (A \land B) \vdash \triangle A \land \triangle B\)
- **D4**: \(\triangle A \land \triangle B \vdash \triangle (A \land B)\)

In virtue of SM-A, \(\triangle\) must validate D2 and D3:

\[
\frac{A \vdash A \lor B}{\triangle A \vdash \triangle (A \lor B)} \quad \frac{B \vdash A \lor B}{\triangle B \vdash \triangle (A \lor B)}
\frac{\triangle A \lor \triangle B \vdash \triangle (A \lor B)}
\]

\[
\frac{A \land B \vdash A}{\triangle (A \land B) \vdash \triangle A} \quad \frac{A \land B \vdash B}{\triangle (A \land B) \vdash \triangle B}
\frac{\triangle (A \land B) \vdash \triangle A \land \triangle B}{\triangle (A \land B) \vdash \triangle A \land \triangle B}
\]
In normal modal logics, ♦ additionally validates P-Nor and D1, while □ additionally validates D-P-Nor and D4—and operators with these properties can be explored using the usual relational semantics. But what about operators that stop at SM-A? 

One traditional way to give semantics for such operators is through the device of neighborhood semantics explored in eg (Chellas, 1980) (as minimal semantics) or (Hansen, 2003). Similarly, neighborhood semantics can be used to explore the behavior of subminimal negations, although to the best of my knowledge this has not been done before. In particular, all the studies of neighborhood semantics I’m familiar with use neighborhoods to add connectives to a Boolean base; this base, then, includes the classical theory of negation. In addition, all the studies I’m familiar with either impose SM-A, or no monotonicity constraints at all; none impose SM. In chapter 5, however, I bring neighborhood semantics to bear on subminimal (and other) negations, providing a single systematic framework into which the full De Morgan taxonomy fits. To do this, it’s important to adapt neighborhood semantics to a non-Boolean framework. As in this chapter, I stick with DLL. Thus, the semantics arrived at involves a mix of neighborhood and substructural features, and its exploration requires a mix of neighborhood and substructural techniques.

---

26 Operators that validate D1 and D2, and so distribute over disjunction (in the sense that △(A ∨ B) ⊩ △A ∨ △B), are sometimes called additive; Jónsson & Tarski’s (1951) key result was to show that every Boolean algebra with additive operators could be given a relational semantics.
Chapter 5

Neighborhood negations

As we’ve seen in the last chapter, there is good linguistic reason to categorize negations (and negative operators in general) by which De Morgan laws they support. The weakest negative operators (merely downward monotonic) support only two De Morgan laws;\(^1\) medium-strength negative operators support a third;\(^2\) and strong negative operators support all four.

As we’ve also seen, techniques familiar from modal logic are of great use in giving unifying theories of negative operators. In particular, Dunn’s (1990) distributoid theory allows us to generate relational semantics for many negations. However, the requirements of distributoid theory are a bit too strict for use in modeling the weakest negations. For a relational semantics to work, an operator must either distribute or antidistribute over either conjunction or disjunction; but the merely downward monotonic operators do not. Thus, a unifying semantics cannot be had in distributoid theory.

In the (more familiar) study of positive modalities, there is a parallel result. Normal necessities distribute over conjunction, and normal possibilities over disjunction. When these distributions break down, a relational semantics is no longer appropriate. Here, there is a somewhat familiar solution: neighborhood semantics. In this chapter, I’ll adapt neighborhood semantics to the less familiar case of negative modalities, showing how it can be used to give a single semantic framework appropriate to all the pertinent sorts of negative operators.

\(^1\) \(\neg(A \lor B) \vdash \neg A \land \neg B\) and \(\neg A \lor \neg B \vdash \neg(A \land B)\)

\(^2\) Anti-additives, like never, support \(\neg A \land \neg B \vdash \neg(A \lor B)\); anti-multiplicatives, like not always, support \(\neg(A \land B) \vdash \neg A \lor \neg B\).
5.1 Neighborhood Semantics

5.1.1 Modal Neighborhoods

Neighborhood semantics for modal logic is a generalization of the relational semantics we looked at briefly in chapter 4. (As in that chapter, I’ll stick to unary modalities, but neighborhood semantics generalize to n-ary modalities just as relational semantics do.) The structures on which a modal language $L$ is interpreted are modal neighborhood frames:

Definition 5.1.1. A modal neighborhood frame is a tuple $⟨W,N⟩$, where:

- $W$ is a set, and
- $N : W → \wp(\wp(W))$ is a function from members of $W$ to sets of sets of members of $W$

Definition 5.1.2. A modal neighborhood model is a tuple $⟨W,N,J,K⟩$, where:

- $⟨W,N⟩$ is a modal neighborhood frame, and
- $J : L → \wp(W)$ is such that:
  - $[A ∧ B] = [A] \cap [B]$
  - $[A ∨ B] = [A] \cup [B]$
  - $[¬A] = W − [A]$
  - $[□A] = \{x ∈ W : [A] ∈ N(x)\}$

As is shown in (Chellas, 1980), every modal frame $F$ has an equivalent modal neighborhood frame $F'$, in the following sense: for any modal model $⟨F,J⟩$, $⟨F',J⟩$ is a modal neighborhood model. Since these models use the same $[\ ]$ function, they have all the same sentences holding at all the same points. But the converse does not hold—there are modal neighborhood frames that have no modal-frame equivalents. What’s more, certain inferences valid on the class of all modal frames are not valid on the class of neighborhood frames; among them is the distribution of $□$ over $\land$: $□(A ∧ B) \not\vdash □A ∧ □B$.

Since we want to explore logics in which certain De Morgan laws fail, and since De Morgan laws are the negative relatives of this sort of distribution, it behooves us to explore an adaptation of neighborhood semantics to the case of negative connectives.
5.1.2 Substructural Neighborhoods

Here, I’ll be exploring the addition of neighborhood structure to frames and models suitable for substructural logics. First, let’s take a look at these frames and models without the additional neighborhood structure.\(^3\) I’ll assume that \(\land\) and \(\lor\) distribute over each other; that is, that the distributive laws

\[
\begin{align*}
\text{(97) a. } & \quad A \lor (B \land C) \vdash (A \lor B) \land (A \lor C) \\
\text{b. } & \quad A \land (B \lor C) \vdash (A \land B) \lor (A \land C)
\end{align*}
\]

are satisfied.\(^4\) This allows us to use frames suitable for distributive lattice logic, or DLL. DLL can be presented as follows:

\[
\begin{align*}
\text{(98) Axioms} \\
\text{a. } & \quad A \vdash A \\
\text{b. } & \quad A \land B \vdash A, A \land B \vdash B \\
\text{c. } & \quad A \vdash A \lor B, B \vdash A \lor B \\
\text{d. } & \quad A \land (B \lor C) \vdash (A \land B) \lor (A \land C) \\
\text{e. } & \quad A \vdash \top, \bot \vdash A
\end{align*}
\]

\[
\begin{align*}
\text{(99) Rules} \\
\text{a. } & \quad A \vdash B, A \vdash C/A \vdash B \land C \\
\text{b. } & \quad A \vdash C, B \vdash C/A \lor B \vdash C \\
\text{c. } & \quad A \vdash B, B \vdash C/A \vdash C
\end{align*}
\]

Note that there are no negation rules in DLL. This makes DLL a suitable base from which to explore the logical behavior of various negations.

One way to provide frames for DLL is as follows:

**Definition 5.1.3.** A DLL-frame is a tuple \((W, \leq)\) such that:

- \(W\) is a non-empty set, and
- \(\leq\) is a partial order on \(W\).

---

\(^3\)For details on these frames and models, see (Restall, 2000b).

\(^4\)But see (Brady & Meinander, 200x), which questions distribution for modeling content.
You can think of the set $W$ as the frame’s information states, or, if you prefer, ways things could (or couldn’t) be, or whatever your favorite way of thinking of world-like indices is. Here, I’ll talk in terms either of information states, or if I’m feeling extra-vacuous, simply points. On an understanding in terms of information, I take $\leq$ to be the relation of informational inclusion; for $x, y \in W$, $x \leq y$ iff all the information supported by $x$ is also supported by $y$ (but not necessarily vice versa).

Because of this relation of informational inclusion, not just any subset of $W$ is suitable to represent a proposition; only those subsets closed upwards along $\leq$ are. If $X \subseteq W$ is not so closed, then there are $x \in X, y \notin X$ such that $x \leq y$. Since $x \leq y$, $y$ must support all the information supported by $x$, but then $x$’s being in $X$ can’t represent its supporting any information, since that information would have to be carried by $y$, but $y \notin X$. So such an $X$ can’t represent a proposition. Because of this, we’ll have frequent use for the set of a frame’s propositions:

**Definition 5.1.4.** For a frame $F$, the set $\text{Prop}(F)$ of $F$’s propositions is $\{X \subseteq W : \text{If } x \in X \text{ and } x \leq y \text{ then } y \in X\}$

We can use these frames to model DLL as follows: take a language $\mathcal{L}$ built from a countable set $At$ of atoms using the connectives $\land$, $\lor$ (both binary) and $\top, \bot$ (both nullary).

**Definition 5.1.5.** A DLL-model is a tuple $\langle W, \leq, [\_]\rangle$ such that:

- $\langle W, \leq \rangle$ is a DLL-frame $F$, and
- $[\_] : \mathcal{L} \rightarrow \text{Prop}(F)$ is such that:

  - $[A \land B] = [A] \cap [B]$
  - $[A \lor B] = [A] \cup [B]$
  - $[\top] = W$
  - $[\bot] = \emptyset$

Now it’s easy to build up to a definition of validity:

**Definition 5.1.6.** A DLL-model $M$ is a counterexample to a consecution $A \vdash B$ iff, on $M$, $[A] \not\subseteq [B]$

**Definition 5.1.7.** A consecution $A \vdash B$ is valid on a frame $F$ when no model on $F$ is a counterexample to it.

**Definition 5.1.8.** A consecution $A \vdash B$ is valid on a class of frames when it is valid on every frame in the class.
Theorem 5.1.9. The logic DLL is sound and complete for the class of all DLL-frames.

Proof. See (Restall, 2000b).

Adding Neighborhoods

We add neighborhoods to interpret an additional connective; since we’ll be modeling varieties of negation, it’ll be a unary connective $\neg$. Adding neighborhoods to DLL-frames is straightforward:

Definition 5.1.10. A neighborhood frame is a tuple $F = (\mathcal{W}, \leq, N)$ such that:

- $\langle \mathcal{W}, \leq \rangle$ is a DLL-frame, and
- $N : W \rightarrow \wp(\text{Prop}(F))$ is a function such that if $x \leq y$, then $N(x) \subseteq N(y)$

Each neighborhood frame determines a function $m_N : \text{Prop}(F) \rightarrow \text{Prop}(F)$ as follows: $m_N(X) = \{x \in W : X \in N(x)\}$. Note that its value really is always in $\text{Prop}(F)$; this is the purpose of the restriction on $N$ in Definition 5.1.10. Now we can define neighborhood models:

Definition 5.1.11. A neighborhood model is a tuple $\langle \mathcal{W}, \leq, N, \llbracket \rrbracket \rangle$ such that:

- $\langle W, \leq, N \rangle$ is a neighborhood frame $F$, and
- $\llbracket \rrbracket : \mathcal{L} \rightarrow \text{Prop}(F)$ is as for DLL-models, with the additional proviso:

  $\llbracket \neg A \rrbracket = m_N(\llbracket A \rrbracket) = \{x \in W : \llbracket A \rrbracket \in N(x)\}$

What is the logic of neighborhood frames?

Theorem 5.1.12. The logic DLL plus the following rule is sound and complete for the class of all neighborhood frames:

- $A \vdash B / \neg A \vdash \neg B$

Proof. Left as an exercise—it can be cobbled together straightforwardly from (Chellas, 1980) and (Restall, 2000b).

5.2 Negative Neighborhoods

So far, there’s nothing particularly negative about the connective $\neg$; it’s as much like a possibility or a necessity as it is like a negation, and given appropriate additional constraints, it could be developed into any of these. An important question thus arises: what are the appropriate additional constraints
to develop – into a negation? Since the present goal is to develop a unified framework for a variety of negations, the question expands: which negation-like features will we explore? §5.2.1 presents a list of key features in the area. §5.2.2 focuses on one—what I’ll call the subminimal condition—and shows how to capture it neighborhoodly. Then §5.2.3 discusses and captures the others considered.

5.2.1 Classifying Negations

This is a selection of principles from the much larger list considered in (Vakarelov, 1989); it matches the list considered in (Dunn & Zhou, 2005), and in chapter 4.

The Subminimal Condition

The first condition to consider is what I’ll call the subminimal condition; it’s the only condition to follow that takes the form of a rule rather than a consecution.

Subminimal Condition (SMC): \( A \vdash B / -B \vdash -A \)

This implies the neighborhood constraint \( A \vDash B / -A \vDash -B \), but not vice versa; so satisfying the subminimal condition is one way for a connective to satisfy the neighborhood constraint. Note that usual positive modalities satisfy the neighborhood constraint in another way, by satisfying the obverse of the subminimal condition. For example, any normal modal operator \( \star \) satisfies \( A \vdash \star B / \star A \vdash \star B \), whether \( \star \) is a possibility or a necessity. (I called the positive version subminimal assertion in chapter 4.)

Some unary operators (eg ‘is equivalent to C’ for some sentence C) satisfy the neighborhood constraint but neither the subminimal condition nor its positive counterpart, and some (eg a connective \( \star \) such that \( \star A \vDash \star B \) for any \( A, B \)) satisfy both the subminimal condition and its positive counterpart.

NB: As in chapter 4, from the principles of DLL together with the subminimal condition, two of the four De Morgan inferences follow:

\[
\begin{align*}
A \vdash A \lor B & \quad B \vdash A \lor B \\
-(A \lor B) \vdash -A & \quad -(A \lor B) \vdash -B \\
-(A \lor B) \vdash -A \land -B & \\
A \land B \vdash A & \quad A \land B \vdash B \\
-A \vdash -(A \land B) & \quad -B \vdash -(A \land B) \\
-A \lor -B \vdash -(A \land B) &
\end{align*}
\]

In terms of the De Morgan taxonomy of chapter 4, we can see that a connective – satisfying the subminimal condition is only downward monotonic; it is neither anti-additive nor anti-multiplicative.
This makes it suitable for exploring the logical behavior of such contexts as those created by ‘few’, ‘seldom’, ‘doubt’, ‘surprise’, &c.

Just as all the other categories in the De Morgan taxonomy are downward monotonic, so too will all the negations to be considered here satisfy the subminimal condition. Not every negation in the literature does (CLuN, Nelson’s constructive negation), but many do, so this isn’t too severe a restriction. Plus, since there’s reason (as in eg (van der Wouden, 1997)) to think that the ‘negativeness’ relevant to natural language comes from downward monotonicity, focusing here will help us draw connections to natural language.

Normality and Dual-Normality

These consecutions govern the interaction of \(-\) with \(\top\) and \(\bot\):

\[
\text{Nor: } \top \vdash -\bot \\
\text{D-Nor: } -\top \vdash \bot
\]

If Nor is valid for a negation \(-\) we call the negation normal; if D-Nor is, we call the negation dual-normal. We have from the definition of a DLL-frame that \(\top\) holds everywhere and \(\bot\) holds nowhere. Thus, Nor tells us that \(-\bot\) holds everywhere, and D-Nor that \(-\top\) holds nowhere. Although \(\top\) and \(\bot\) seem of relatively little use for exploring the semantics of natural language, we’ll see presently that Nor and D-Nor are crucial principles for understanding the relations between certain familiar negations in the logical literature.

Anti-additivity and Anti-multiplicativity

As we’ve seen, any negation meeting SMC will satisfy two of the four De Morgan laws. Here, we consider the other two:

\[
\text{Anti-∨: } -A \land -B \vdash -(A \lor B) \\
\text{Anti-∧: } -(A \land B) \vdash -A \lor -B
\]

A negation satisfying both SMC and Anti-∨ is anti-additive, since SMC provides one direction of the equivalence \(-(A \lor B) \iff -A \land -B\) and Anti-∨ provides the other. Similarly, a negation satisfying SMC and Anti-∧ is anti-multiplicative. As was pointed out in chapter 4, anti-additive negations can be given compatibility semantics, and anti-multiplicative negations can be given exhaustivity semantics.
These principles allow us to model the De Morgan taxonomy in full: merely downward monotonic connectives satisfy SMC but neither Anti-$\lor$ nor Anti-$\land$; anti-additive connectives satisfy Anti-$\lor$ in addition, while anti-multiplicatives satisfy Anti-$\land$; and antimorphic operators satisfy both Anti-$\lor$ and Anti-$\land$, in addition to SMC.

Double negations

There are two familiar double-negation principles to consider:

**DNI:** $A \vdash \neg \neg A$

**DNE:** $\neg \neg A \vdash A$

While many negations validate both of these inferences, there are some (eg intuitionist negation) that validate DNI but not DNE, and others (eg Da Costa’s C systems\(^5\)) validate DNE but not DNI. In addition, some very negative-looking operators discussed in (Dunn & Zhou, 2005) validate neither DNI nor DNE, while many logics (classical and relevant logics jump to mind) validate both.

**ex contradictione quodlibet** and the law of excluded middle

*Ex contradictione quodlibet* (ECQ) and the law of excluded middle (LEM) each come in a ‘minimal’ and a ‘full’ flavor.\(^6\)

**ECQm:** $A \land \neg A \vdash \bot$

**ECQ:** $A \land \neg A \vdash \bot$

**LEMm:** $\bot \vdash A \lor \neg A$

**LEM:** $\top \vdash A \lor \neg A$

ECQm is valid in Johansson’s minimal logic, while ECQ is not. Similarly, LEMm is valid in dual-minimal logic, while LEM is not. Adding ECQ to minimal logic results in intuitionist logic; adding LEM to dual-minimal logic results in dual-intuitionist logic.

The difference between the minimal and full versions of these principles is one of normality (and dual-normality). It’s apparent that ECQm + D-Nor is sufficient for ECQ, and that LEMm + Nor is

\(^5\)See eg (da Costa, 1974) for details on the C systems. The C systems rely heavily on an implication connective and so do not fit neatly into the present framework.

\(^6\)There’s an important distinction between ECQ and its relative *ex falso quodlibet*, or EFQ. For my purposes, EFQ is the consecution $\bot \vdash A$, which, as part of DLL, holds in every logic we’ll consider. ECQ, on the other hand, is as presented in the main text.
sufficient for LEM. Less apparent are the reverse implications, which also hold (proofs that ECQm follows from ECQ, and LEMm from LEM, are apparent and so omitted here):

Deriving D-Nor from ECQ:

\[
-\top \vdash \top \\
-\top \vdash -\top \\
-\top \vdash \top \land -\top \\
\top \land -\top \vdash \bot
\]

Deriving Nor from LEM:

\[
\top \vdash \bot \lor -\bot \\
\bot \vdash -\bot \\
\bot \lor -\bot \vdash -\bot \\
\top \vdash -\bot
\]

Thus, we can see intuitionistic logic as the dual-normalized version of minimal logic, and dual-intuitionistic logic as the normalized version of dual-minimal logic.\(^7\)

### 5.2.2 Subminimal Negation

This section considers the logic that results from adding SMC to DLL, and proves it sound and complete w/r/t a certain class of neighborhood frames. This section also proves that SMC corresponds to the class of frames, in the sense that the frames on which SMC preserves validity are precisely the class of frames in question.

The class of frames in question: All those neighborhood frames \(F = (W, \leq, N)\) such that for any \(X, Y \in \text{Prop}(F), x \in W\), if \(X \in N(x)\) and \(Y \subseteq X\), then \(Y \in N(x)\). That is, these are the frames such that \(N(x)\) at any state \(x\) is closed under subsets.\(^8\)

#### Soundness

Soundness is immediate from the result for DLL in all but one case: SMC. We must show that if \(A \vdash B\) is valid on a frame, then \(-B \vdash -A\) is too.

**Proof.** If \(A \vdash B\) is valid on a frame, then no model on that frame is a counterexample to it. Thus, for any model on the frame, \([A] \subseteq [B]\). Now, suppose \(-B \vdash -A\) were not valid on the frame. Then there must be some model on the frame such that \([-B] \not\subseteq [-A]\), so there must be some point \(x\) in that model such that \(x \in [-B]\) but \(x \not\in [-A]\).

Since \(x \in [-B]\), we know that \([B] \in N(x)\), and since \(x \not\in [-A]\), we know that \([A] \not\in N(x)\). But we’ve seen that \([A] \subseteq [B]\) on this model, so \(N(x)\) is not closed under subsets, and this frame must not be a member of the class we’re interested in. \(\square\)

\(^7\)See (Dunn & Zhou, 2005) for more on the relation between minimal and intuitionist logic and between their duals.

\(^8\)That is, it’s closed under the subset relation restricted to the propositions on the frame. \(N(x)\) won’t contain anything that’s not a member of \(\text{Prop}(F)\), for any \(x, F\).
Completeness

Completeness for neighborhood frames can be shown using variations on familiar canonical-model techniques. Since section 5.2.3 will be proving completeness for a variety of systems, this section will go through the technique in some detail so that it can be deployed with minimal comment there.

We build canonical models out of prime theories for the logic in question:

**Definition 5.2.1.** A non-empty set Γ of sentences is a theory for a logic L iff:

- If A ∈ Γ and B ∈ Γ, then A ∧ B ∈ Γ, and
- If A ∈ Γ and A ⊢ B ∈ L, then B ∈ Γ.

A theory Γ for L is prime iff in addition:

- If A ∨ B ∈ Γ, then either A ∈ Γ or B ∈ Γ.

Theories for L, then, are sets of sentences closed under conjunction and L-consequence, and prime theories are those theories that include a witness for each disjunction.

Given some set W of theories and a sentence A, we use \(|A|_W\) to mean the subset of W containing all and only those theories that themselves contain A (call this A’s proof set). I’ll omit the subscript W on \(|A|\) when no confusion will result (which will be pretty much always, since the concern here is with a logic L’s canonical frames, all of which (as we’ll see shortly) involve the same set of L-theories).

**Lemma 5.2.2** (Pair Extension Lemma). If L extends DLL, then for any L-theory Γ and sentence B not in Γ, there is a prime L-theory Λ such that Γ ⊆ Λ, and B ∉ Λ.

**Proof.** See (Restall, 2000b).

**Corollary 5.2.3.** If A ⊢ B is not valid in L, then there is a prime L-theory containing A but not B.

**Proof.** Consider the L-theory Γ = \{C : A ⊢ C in L\}, together with the sentence B. Since A \n\nB, B ∉ Γ. By the Pair Extension Lemma, there is a prime L-theory Λ such that Γ ⊆ Λ but B ∉ Λ. Since A ∈ Γ, A ∈ Λ.

With these tools in hand, we’re ready for canonical frames:

**Definition 5.2.4.** A neighborhood frame F = \(\langle W_c, \leq_c, N_c \rangle\) is canonical for a logic L iff:

---

9 The techniques used here are cobbled together from techniques used in Restall (2000b) and Chellas (1980), inter alia.
• $W_c$ is the set of all prime theories of $L$,

• $\leq_c$ is the subset relation on $W_c$, and

• for any $x \in W_c$, $A \in \mathcal{L}$, $-A \in x$ iff $|A| \in N_c(x)$ (equivalently: $|-A| = m_{N_c}(|A|)$)

**Fact 5.2.5.** This last condition is unambiguous, since if $|A| = |B|$ then $|-A| = |-B|$.

*Proof.* First, note that for any $A, B$ such that $A \not \vdash B$, $|A| \neq |B|$. To see this, suppose without loss of generality that $A \not \models B$. By corollary 5.2.3, there is a prime $L$-theory $\Lambda$ including $A$ but not $B$. Since $W_c$ is the set of all prime $L$-theories, $|A| \neq |B|$.

So if $|A| = |B|$ then $A \not \vdash B$. And since $A \vdash B$, $-A \nvDash -B$ (by SMC), and so any prime theory that includes $-A$ must include $-B$, and vice versa. Thus, $|-A| = |-B|$.

NB: a logic $L$ can have many distinct canonical frames. They’ll all match on $W_c$ and $\leq_c$, but there are many different ways for a neighborhood function to be canonical. This is because the condition given in Definition 5.2.4 determines how $N_c(x)$ behaves w.r.t all proof sets (sets that are $|A|$ for some sentence $A$), but not otherwise. For the members of $\text{Prop}(W_c)$ that aren’t proof sets, any way at all of handling them will leave us with a canonical frame.

Once we have a canonical frame, we can go on to build a canonical model:

**Definition 5.2.6.** A neighborhood model $M = \langle W_c, \leq_c, N_c, \mathcal{J} \mathcal{K} \rangle$ is canonical for a logic $L$ iff:

• $(W_c, \leq_c, N_c)$ is a canonical frame for $L$, and

• for each $A \in \mathcal{A}$, $\mathcal{J}A = |A|$.

This gives us the value of the $\mathcal{J}$ function at all the atoms in our language; the value for compound sentences is derived, as for all neighborhood models, by the rules in definition 5.1.11. Note that there is precisely one canonical model for each canonical frame; since there are multiple canonical frames for each logic $L$, there are multiple canonical models too.

We now come to a crucial fact about canonical models; it’s this fact that gives them their use in proving completeness:

**Lemma 5.2.7** (Truth Lemma). In any neighborhood model $M = \langle W_c, \leq_c, N_c, \mathcal{J} \rangle$ canonical for a logic $L$, for any sentence $A$ (atomic or compound), $\mathcal{J}A = |A|$.

*Proof.* Proof is by induction on the formation of $A$. The base case, for $A \in \mathcal{A}$, is trivial; it’s given as part of definition 5.2.6.
Take the case where \( A \) is of the form \( B \land C \) for some sentence \( B \) and \( C \) (such that the lemma holds for \( B \) and \( C \)). By 5.1.11, \( \llbracket B \land C \rrbracket = \llbracket B \rrbracket \cap \llbracket C \rrbracket \). By the inductive hypothesis, this is the same as \( |B| \cap |C| \). Since theories are closed under adjunction, \( |B| \cap |C| \subseteq |B \land C| \); and since they are closed under consequence, \( |B \land C| \subseteq |B| \cap |C| \). So \( \llbracket B \land C \rrbracket = |B \land C| \).

Take the case where \( A \) is of the form \( B \lor C \). \( \llbracket B \lor C \rrbracket = \llbracket B \rrbracket \cup \llbracket C \rrbracket \). By the inductive hypothesis, this is \( |B| \cup |C| \). Since theories are closed under consequence, \( |B| \cup |C| \subseteq |B \lor C| \), and since all these theories are prime, \( |B \lor C| \subseteq |B| \cup |C| \). So \( \llbracket B \lor C \rrbracket = |B \lor C| \).

This leaves the case where \( A \) is of the form \( \neg B \) for some sentence \( B \) such that \( \llbracket B \rrbracket = |B| \). First, note that \( \llbracket \neg B \rrbracket = m_{N_c}(\llbracket B \rrbracket) = m_{N_c}(|B|) \) (by the truth-rule for \( \neg \) and the inductive hypothesis).

Now, by definition 5.2.4, \( x \in |\neg B| \) iff \( |B| \in N_c(x) \). But \( m_{N_c}(|B|) = \{ x : |B| \in N_c(x) \} \). So \( |\neg B| = m_{N_c}(|B|) \), and chaining these equalities together gets us what we want. \( \square \)

**Corollary 5.2.8.** If a consecution \( A \vdash B \) is invalid in a logic \( L \), then any neighborhood model canonical for \( L \) is a counterexample to \( A \vdash B \).

*Proof.* Since \( A \vdash B \) is invalid, there is a prime \( L \)-theory \( A \) containing \( A \) but not \( B \), by corollary 5.2.3. Since the space of states in any canonical model includes all prime theories, \( |A| \not\subseteq |B| \) in such a model. By lemma 5.2.7, then, \( \llbracket A \rrbracket \not\subseteq \llbracket B \rrbracket \) in such a model; that is, such a model is a counterexample to \( A \vdash B \). \( \square \)

With corollary 5.2.8 in hand, we can lay out the canonical-model strategy for our completeness proof. We want to show that when, in our logic DLL + SMC, \( A \not\vdash B \), there is some frame in the class of frames meeting our condition (that \( N(x) \) be closed under subsets for any state \( x \)) such that there is a counterexample to \( A \vdash B \) buildable on that frame. Since corollary 5.2.8 tells us that any canonical model is a counterexample to such a consecution, and since every canonical model is built on a canonical frame, we simply need to find some frame canonical for DLL + SMC in the relevant class of frames. Since the only difference between various canonical frames is in their neighborhood functions, this is where we need to look; the space of prime theories and the subset relation on that space won’t change.

Here’s a proposal that won’t work (but will lead us to one that does): try the **smallest** canonical neighborhood function. That is, we try to use the function \( N_{\text{min}}(x) = \{ |A| : \neg A \in x \} \). Recall that all neighborhood functions must agree on all proof sets in \( \text{Prop}(W_c) \), but can do whatever they like with non proof sets; this neighborhood function simply excludes all non proof sets from its value at every prime theory. It’s surely canonical, and so the canonical model built on a frame using this neighborhood function indeed provides a counterexample to every invalid consecution. Just one
problem: this frame isn’t in the class of frames we were concerned with, since $N_{\text{min}}$’s values are not closed under subsets. Consider $X = \{ x \in W_c : \text{for all sentences } A \in \text{At}, x \in |A| \}$. As can be quickly verified, $X \in Prop(W_c)$. But $X$ is not a proof set; there is no sentence $B$ such that $X = |B|$. As such, $X \not\subseteq N_{\text{min}}(x)$ for any prime theory $x$. But take some atom $A$. Since $W_c$ includes all prime theories, $|-A| \neq \emptyset$, so there is some prime theory $y$ such that $|A| \in N_{\text{min}}(y)$. Now, $X \subseteq |A|$, but as we’ve seen, $X \not\subseteq N_{\text{min}}(y)$. So $N_{\text{min}}(y)$ isn’t closed under subsets, and so our smallest canonical neighborhood frame isn’t a member of the relevant class.

Nonetheless, we’re close. Here’s a proposal that will work: start with $N_{\text{min}}$, and add to it the right non proof sets. Which ones are the right ones? Those that are subsets of things already in $N_{\text{min}}$. That is, we define a neighborhood function $N$ as follows: $N(x) = \{ X : X \subseteq Y \text{ for some } Y \text{ such that } Y \in N_{\text{min}}(x) \}$. (Note that $N_{\text{min}}(x) \subseteq N(x)$, at any $x$.) We need to verify two things about $N$ now: first, that $N$ canonical, and second, that the canonical frame using $N$ is a member of the class we wanted—that is, that $N(x)$ is closed under subsets at any $x \in W_c$.

Suppose $N$ is not canonical. Then there must be some proof set $|A|$ such that $|-A| \neq m_N(|A|)$. Since $N_{\text{min}}(x) \subseteq N(x)$ for all $x$, this must be because there’s some prime theory $y$ such that $|A| \in N(y)$ but $y \not\subseteq |-A|$. Since $|A| \in N(y)$, there’s some set $Y$ such that $|A| \subseteq Y$ and $Y \in N_{\text{min}}(y)$. But $N_{\text{min}}(y)$ contains only proof sets, so $Y = |B|$ for some sentence $B$. Now since $|A| \subseteq |B|$, $A \vdash B$ by corollary 5.2.3, and so $-B \vdash -A$. What’s more, since $|B| \in N_{\text{min}}(y)$, $y \in |-B|$; and since $y$ is a theory, $y \in |-A|$. Contradiction. So $N$ is indeed canonical.

Now we need to show that $N(x)$ is closed under subsets at any $x$. Take any $X,Y \in Prop(W_c)$ such that $X \subseteq Y$ and suppose $Y \in N(x)$ for some $x \in W_c$. There must be some $Z \in N_{\text{min}}(x)$ such that $Y \subseteq Z$. So $X \subseteq Z$ too, and $X \in N(x)$. This concludes our completeness proof for DLL + SMC.

Note that most of the proof—everything through corollary 5.2.8—holds regardless of which logic we’re dealing with. So this strategy can be adapted without much work to handle a number of different logics, as we’ll see. For each logic, all that must be done to prove it complete w/r/t a certain class of frames is to find a canonical frame for that logic that is a member of the class in question (or simply show that some such canonical frame exists). In section 5.2.3, we’ll see how this works for a number of logics that extend DLL + SMC.

Correspondence

First, though, there’s another metalogical property that holds between SMC and the present condition on frames. Not only is DLL + SMC sound and complete w/r/t the class, but the condition
SMC corresponds to the subset-closure condition on frames, in the following sense: the frames that satisfy the condition are precisely those on which SMC preserves validity.\textsuperscript{10}

**Proof.** LTR: Take a frame $F$ on which SMC does not preserve validity. That is, there is a consecution $A \vdash B$ valid on the frame such that the consecution $-B \vdash -A$ is not valid on the frame. Since $A \vdash B$ is valid, it must be that, on any model built on this frame, $\langle A \rangle \subseteq \langle B \rangle$; and since $-B \vdash -A$ is not valid, it must be that there is some model built on this frame such that $\langle -B \rangle \not\subseteq \langle -A \rangle$. Consider this model. It contains a point $x$ such that $x \in \langle -B \rangle$ and $x \not\in \langle -A \rangle$. By the truth-caluse for $-$, we have it that $\langle B \rangle \in N(x)$ and $\langle A \rangle \not\in N(x)$. Since we know $\langle A \rangle \subseteq \langle B \rangle$, this frame must violate the subset condition.

RTL: Take a frame $F$ that violates the subset condition. This frame contains a point $x$ such that there are some $X,Y \in \text{Prop}(F)$, $X \subseteq Y$, such that $Y \in N(x)$ and $X \not\in N(x)$. Clearly, $p \land q \vdash p$ is valid on this frame, since it’s valid on any of our frames; but $-p \vdash -(p \land q)$ is not valid on this frame. Consider a model built on this frame such that $\langle p \rangle = Y$ and $\langle q \rangle = X$. We know that $\langle p \land q \rangle = Y \cap X = X$. Since $Y \in N(x)$, $x \in \langle -p \rangle$, but since $X \not\in N(x)$, $x \not\in \langle -(p \land q) \rangle$. So this model is a counterexample to $-p \vdash -(p \land q)$.

\hfill $\Box$

### 5.2.3 Variations

This section considers the logics that result by extending DLL + SMC with one rule at a time from the menu in section 5.2.1. Since we know from section 5.2.2 that SMC is only valid on frames closed under subsets, all the frames in this section will be assumed to meet this condition; in particular, when I talk about the class of frames meeting a certain condition, I mean the class of frames closed under subsets meeting the additional condition.

**Normality and Dual-normality**

A normal logic, as we’ve seen, is one where $\top \vdash \bot$ is valid; that is, where $\bot$ holds everywhere. Since $\langle \bot \rangle = \emptyset$ in any model, this suggests the following frame condition: for any point $x$, $\emptyset \in N(x)$.

And in fact, this is just the frame condition we’ll use; the logic DLL + SMC + Nor is sound and complete w/r/t the class of frames that meet this condition, and the condition corresponds to the consecution Nor. Soundness is immediate. For completeness, we show that this logic has a canonical

\textsuperscript{10}Correspondence is a much-investigated metalogical property; see eg (Blackburn et al., 2001), (van Benthem, 1984a). It’s usually explored in terms of formula-validity (or, in this context, consecution-validity) rather than rules’ preserving validity, but the extension to the present case is straightforward.
frame meeting the condition. As usual $W_c$ and $\leq_c$ take care of themselves. We use a familiar method to reach a suitable $N_c$; start with the minimal canonical neighborhood function and close it under subsets.

More explicitly, we again take $N_{\min}(x) = \{|A| : -A \in x\}$, and define $N_c(x)$ as $\{X : X \subseteq Y \text{ for some } Y \in N_{\min}(x)\}$. Note that, although the definition is similar to the one we used in the completeness proof for DLL + SMC, these are not the same functions as before; DLL + SMC + Nor has a different (smaller) set of prime theories, which affects the domain of these functions as well as the values of $|A|$. Nonetheless, the same reasoning leads us to the conclusion that this new $N_c$ is canonical for DLL + SMC + Nor, and that it’s closed under subsets. It remains to show that $\emptyset \in N_c(x)$ for every $x \in W_c$. We know that $|\top| = W_c$ (since theories are non-empty, and $A \vdash \top$ for any $A$), and so $|\bot| = W_c$, since $\top \vdash \bot$ in this logic. We also know that $|\bot| = \emptyset$. So $\emptyset = |\bot| \in N_{\min}(x)$ for any $x$, and since $N_{\min}(x) \subseteq N_c(x)$, $\emptyset \in N_c(x)$.

Correspondence is likewise quick to prove. It’s clear that Nor is valid in any frame meeting this condition. And given a frame not meeting the condition, we can construct a counterexample to Nor; in fact, we can’t help but construct such a counterexample, since $\llbracket \bot \rrbracket = \emptyset$ in any model. Whatever point $x$ in this frame is such that $\emptyset \notin N(x)$, $x \notin \llbracket \bot \rrbracket$. And since $x \in \llbracket \top \rrbracket$ always, this frame is a counterexample to Nor.

A dual-normal logic, recall, is one where $\neg \top \vdash \bot$ is valid; that is, where $\neg \top$ holds nowhere. Since $\llbracket \top \rrbracket = W$ in any model, this suggests the following frame condition: for any point $x$, $W \notin N(x)$. Proofs that DLL + SMC + D-Nor is sound and complete w/r/t frames meeting this condition, and that D-Nor corresponds to the condition, are parallel to the proofs in the case of Nor.

Anti-additivity and Anti-multiplicativity

To get a syntactic handle on De Morgan laws, we need to think about the relations between negation, conjunction, and disjunction. Appropriately enough, then, to get a semantic handle on them, we need to consider the relations between the neighborhood function $N$, set intersection, and set union. Some relations are immediate, given that $N(x)$ is closed under subsets (where $X,Y$ are propositions on the frame in question):

- If $X \cup Y \in N(x)$, then $X \in N(x)$ and $Y \in N(x)$.
- If $X \in N(x)$ or $Y \in N(x)$, then $X \cap Y \in N(x)$.

These properties directly reflect the two De Morgan laws that follow from SMC. What about the other two De Morgan laws? They can be captured in the following frame conditions:
\textbf{fA}∨: If }X \in N(x)\text{ and }Y \in N(x), \text{ then }X \cup Y \in N(x); \text{ that is, } N(x) \text{ is closed under finite unions.}

\textbf{fA}∧: If }X \cap Y \in N(x), \text{ then }X \in N(x) \text{ or } Y \in N(x); \text{ that is, } Prop(W) - N(x) \text{ is closed under finite intersections.}

Note that these are simply the converses of the conditions that preceded them, just as the De Morgan laws we’re calling \(A\lor\) and \(A\land\) are converses of the De Morgan laws that follow directly from SMC. Soundness is immediate; let’s take a look at the completeness proofs for these.

First, \(A\lor\). We again start from \(N_{\text{min}}(x) = \{ |A| : -A \in x \} \), and define \(N_c(x) = \{ X : X \subseteq Y \text{ for some } Y \text{ such that } Y \in N_{\text{min}}(x) \}\).\(^{11}\) As before, we find that \(N_c\) is indeed canonical, and is closed under subsets.

We can also show that it meets the frame condition \(fA\lor\). Consider a prime theory \(x\) such that \(X \in N_c(x)\) and \(Y \in N_c(x)\). We know there must be proof sets \(|A|\) and \(|B|\) such that \(X \subseteq |A|\), \(Y \subseteq |B|\), and \(|A|,|B|\in N_{\text{min}}(x)\). So \(x \in |-A|\), and \(x \in |-B|\); thus \(x \in |-A \land -B|\) (since theories are closed under adjunction). By the consecution \(A\lor\), then, \(x \in |-(A \lor B)|\), so \(|A \lor B| \in N_{\text{min}}(x)\).

Since we’re only dealing with prime theories, \(|A \lor B| = |A| \cup |B|\), so \(|A| \cup |B| \in N_{\text{min}}(x)\). Finally, since \(X \subseteq |A|\) and \(Y \subseteq |B|\), \(X \cup Y \subseteq |A| \cup |B|\), and so \(X \cup Y \in N_c(x)\).

But this canonical neighborhood function, despite its usefulness so far, won’t work for \(A\land\). Instead, we come at it from the other direction; instead of starting from the \textit{minimal} canonical neighborhood function and adding some non proof sets, we start from the \textit{maximal} canonical neighborhood function and remove some non proof sets.

Here’s how it goes: let \(N_{\text{max}}(x) = \{ X \in Prop(W_c) : X \neq |A| \text{ for any } A \text{ such that } x \not\in | -A| \} \). For all the proof sets \(|A|\) in \(Prop(W)\), this matches the minimal function; \(|A| \in N_{\text{min}}(x)\) iff \(|A| \in N_{\text{max}}(x)\). But whereas all non proof sets are excluded from \(N_{\text{min}}(x)\), all non proof sets are \textit{included} in \(N_{\text{max}}(x)\). This would give us trouble with closure under subsets; we might have a non proof set included despite its being a superset of an excluded proof set. So we need to tweak a bit—let \(N_c(x) = \{ X : X \in N_{\text{max}}(x) \text{ and there is no } Y \in Prop(W_c) \text{ such that } Y \not\in N_{\text{max}}(x) \text{ and } Y \subseteq X \}\).\(^{12}\) Now, there are some things to show: that \(N_c\) is canonical, that it’s closed under subsets, and finally, that it meets the frame condition \(fA\land\).

First, \(N_c\) is canonical.

---

\(^{11}\)Again, remember that this is a different function, since we’ve again changed which logic is in question; now we’re considering canonical frames for DLL + SMC + \(A\lor\), which will be built on a different set of prime theories.

\(^{12}\)The same \(N_c\) could be reached in multiple steps as follows: define \(N_{\text{max}}(x)\) as above. Let \(M(x) = Prop(W_c) - N_{\text{max}}(x)\). Close \(M(x)\) under supersets to get \(L(x)\); that is, let \(L(x) = \{ X : X \supseteq Y \text{ for some } Y \text{ such that } Y \in M(x) \}\). Finally, define \(N_c(x)\) as \(Prop(W_c) - L(x)\).
Proof. Assume it’s not. Then there’s some proof set $|A|$ such that $|A| \not\in m_N_c(|A|)$. Since $N_c(x) \subseteq N_{\text{max}}(x)$ for all $x$, this must be because there’s some prime theory $y$ such that $|A| \not\in N_c(y)$ but $\neg A \in y$. Since $-A \in y$, $|A| \in N_{\text{max}}(y)$, so there must be some $X \in \text{Prop}(W_c)$ such that $X \notin N_{\text{max}}(y)$ and $X \subseteq |A|$. But the only members of $\text{Prop}(W_c)$ not in $N_{\text{max}}(y)$ are proof sets, so it must be that $X = |B|$ for some $B$. Now, since $|B| \subseteq |A|$, $B \vdash A$, and so $-A \vdash -B$. What’s more, since $|B| \notin N_{\text{max}}(y)$, $y \notin | - B|$, and so $y \notin | - A|$. Contradiction. \qed

Second: $N_c$ is closed under subsets.

Proof. Suppose otherwise. Then there’s some $X, Y \in \text{Prop}(W_c)$ and some $x \in W_c$ such that $X \subseteq Y$, $Y \in N_c(x)$, but $X \notin N_c(x)$. Since $Y \in N_c(x)$, we know both that $Y \in N_{\text{max}}(x)$, and that there is no $Z \in \text{Prop}(W_c)$ such that $Z \notin N_{\text{max}}(x)$ and $Z \subseteq Y$. In particular, $X$ can’t be such a $Z$; and since $X \subseteq Y$, it must be that $X \notin N_{\text{max}}(x)$. So since $X \notin N_c(x)$, there is a $W \in \text{Prop}(W_c)$ such that $W \notin N_{\text{max}}(x)$ and $W \subseteq X$; but then $W \subseteq Y$, and $Y \notin N_c(x)$. Contradiction. \qed

Third: $\text{Prop}(W_c) - N_c(x)$ is closed under finite intersections.

Proof. Suppose otherwise. Then there are $X, Y \in \text{Prop}(W_c)$, $x \in W_c$ such that $X \notin N_c(x)$, $Y \notin N_c(x)$, but $X \cap Y \in N_c(x)$. Since the only members of $\text{Prop}(W_c)$ not in $N_{\text{max}}(x)$ are the proof sets $|A|$ such that $-A \notin x$, this means that there are some sentences $A, B$ such that $|A| \subseteq X$, $|B| \subseteq Y$, and $-A, -B \notin x$. Since neither $-A$ nor $-B$ is in $x$, and since $x$ is prime, $-A \lor -B \notin x$. Since $-(A \lor B) \vdash -A \lor -B$, and since $x$ is a theory, $-(A \lor B) \notin x$; that is, $|A \lor B| \notin N_{\text{max}}(x)$. We know $|A \lor B| = |A| \lor |B|$, and so $|A| \lor |B| \notin N_{\text{max}}(x)$. Since $|A| \subseteq X$ and $|B| \subseteq Y$, $|A| \lor |B| \subseteq X \cap Y$, so $X \cap Y \notin N_c(x)$. Contradiction. \qed

The frame conditions $fA \lor$ and $fA \land$ also correspond to the consecutions $A \lor$ and $A \land$.

Fact 5.2.9. The consecution $A \lor$ is valid on a frame iff the frame meets the condition $fA \lor$.

Proof. LTR: Take an arbitrary frame $F$ that doesn’t meet the condition $fA \lor$. It includes some point $x$ such that $N(x)$ isn’t closed under finite unions, and so $N(x)$ can’t be closed under binary unions.\footnote{If it were, it’d be closed under all finite unions. It’s worth noting that this is the only appeal in these proofs to finite unions, rather than arbitrary. A modified frame condition requiring closure under arbitrary unions would still allow for soundness, completeness, and the RTL direction of correspondence, but the proof of full correspondence would break down here.} So there are some $X, Y \in \text{Prop}(F)$ such that $X, Y \in N(x)$ but $X \cup Y \notin N(x)$. Now we show that $-p \land -q \vdash -(p \lor q)$ is not valid on this frame. Consider a model built on this frame such that

\begin{align*}
N_\mu(X) &= \{W \in \text{Prop}(M) : X \subseteq W\} \\
N_\mu(Y) &= \{W \in \text{Prop}(M) : Y \subseteq W\} \\
N_\mu(X \cup Y) &= \{W \in \text{Prop}(M) : X \cup Y \subseteq W\}
\end{align*}
\[ [p] = X \text{ and } [q] = Y. \] On such a model, \( x \in \neg p \land q \), but \( x \notin \neg(p \lor q) \), so the model is a counterexample.

RTL: Take an arbitrary frame \( F \) on which \( A \lor \) isn’t valid. There is some model \( M \) on this frame and some sentences \( A \) and \( B \) such that on \( M, [\neg A \land B] \not\subseteq [\neg (A \lor B)] \); thus, there is a point \( x \) such that \( x \in [\neg A \land B] \) and \( x \notin [\neg (A \lor B)] \). We know that \( x \in [\neg A] \) and \( x \in [\neg B] \), so \([A], [B] \in N(x)\). But it must be that \([A \lor B] \notin N(x)\), so \([A] \cup [B] \notin N(x)\), and \( N(x) \) is not closed under finite intersections.

Fact 5.2.10. The consecution \( A \land \) is valid on a frame iff the frame meets the condition \( fA \land \).

Proof. LTR: Take an arbitrary frame \( F \) that doesn’t meet the condition \( fA \land \). It includes some point \( x \) such that \( Prop(F) - N(x) \) isn’t closed under finite intersections, and so \( Prop(F) - N(x) \) can’t be closed under binary intersections.\(^{14}\) So there are some \( X, Y \in Prop(F) \) such that \( X \notin N(x) \), \( Y \notin N(x) \), but \( X \cap Y \in N(x) \). Now we show that \( \neg(p \land q) \vdash \neg p \lor \neg q \) is not valid on this frame. Consider a model built on \( F \) such that \([p] = X \) and \([q] = Y\). On such a model, \( x \in [\neg(p \land q)] \), but \( x \notin [\neg p \lor \neg q] \), so the model is a counterexample.

RTL: Take an arbitrary frame \( F \) on which \( A \land \) isn’t valid. There is some model \( M \) on this frame and some sentences \( A \) and \( B \) such that on \( M \) for some \( x, x \in [\neg(A \land B)] \) but \( x \notin [\neg A \lor \neg B] \). From this, we can see that \([A \land B] = [A] \cap [B] \in N(x), [A] \notin N(x), \text{ and that } [B] \notin N(x)\). Since both \([A] \) and \([B] \) are in \( Prop(F) - N(x)\), but \([A] \cup [B] \in N(x)\), \( F \) does not meet the condition \( fA \land \).

Double negations

Consider our double-negation consecutions:

\[ \text{DNI: } A \vdash \neg\neg A \]

\[ \text{DNE: } \neg\neg A \vdash A \]

We can capture these as follows. On a frame \( F \), where \( X \in Prop(F) \), and \( x \in W \),

\[ \text{fDNI: } \text{If } x \in X, \text{ then } \{y : X \in N(y)\} \in N(x). \]

\[ \text{fDNE: } \text{If } \{y : X \in N(y)\} \in N(x), \text{ then } x \in X. \]

Completeness is still proving tricky here. But correspondence holds:

\(^{14}\) As before, this is the only appeal to \( fA \land \)’s use of finite rather than arbitrary intersections.
Fact 5.2.11. The consecution DNI is valid on a frame iff the frame meets the condition $f_{DNI}$.

Proof.RTL: Take an arbitrary frame $F$ on which DNI isn’t valid. There is some model $M$ on $F$ and some sentence $A$ such that on $M$ for some $x$, $x \in \llbracket A \rrbracket$ but $x \notin \llbracket \neg A \rrbracket$. Thus, $x \notin m_N[\neg A]$, so $\llbracket \neg A \rrbracket \notin N(x)$. Since $\llbracket \neg A \rrbracket = \{ y : [A] \in N(y) \}$, $\{ y : [A] \in N(y) \} \notin N(x)$. Thus, $f_{DNI}$ is violated. □

Fact 5.2.12. The consecution DNE is valid on a frame iff the frame meets the condition $f_{DNE}$.

Proof. LTR: Take an arbitrary frame $F$ that doesn’t meet $f_{DNE}$. There is some $X \in Prop(F)$ such that for some $x \notin X$, $\{ y : X \in N(y) \} \notin N(x)$. We show that $p \vdash \neg p$ is not valid on this frame. Consider a model such that $\llbracket p \rrbracket = X$. Then $\llbracket \neg p \rrbracket = m_N(X)$, so $\llbracket \neg p \rrbracket \notin N(x)$. Thus, $x \in \llbracket p \rrbracket$, but $x \notin \llbracket \neg p \rrbracket$: the model is a counterexample.

RTL: Take an arbitrary frame $F$ on which DNE isn’t valid. There is some model $M$ on $F$ and some sentence $A$ such that on $M$ for some $x$, $x \in \llbracket A \rrbracket$ but $x \notin \llbracket \neg A \rrbracket$. Therefore, $x \notin m_N[\neg A]$, so $\llbracket \neg A \rrbracket \notin N(x)$. Since $\llbracket \neg A \rrbracket = \{ y : [A] \in N(y) \}$, $\{ y : [A] \in N(y) \} \notin N(x)$. Thus, $f_{DNE}$ is violated. □

ECQ and LEM

Recall the consecutions ECQ and LEM, and their minimal relatives ECQm and LEMm:

ECQ: \( A \land \neg A \vdash \bot \)

ECQm: \( A \land \neg A \vdash \neg \top \)

LEM: \( \top \vdash A \lor \neg A \)

LEMM: \( \neg \bot \vdash A \lor \neg A \)

Let’s approach ECQ first. Since $\bot$ holds nowhere on any model, ECQ tells us that $A$ and $\neg A$ can’t hold at the same place anywhere on any model. This is easy enough to enforce via a frame condition: simply require of each frame $F$ that for any $X \in Prop(F)$, $X \cap m_N(X) = \emptyset$. The minimal version is a bit more complex: for any $X \in Prop(F)$, for any $x \in X \cap m_N(X)$, $W \in N(x)$. Remember, if we impose the frame condition for Dual-Normality, no point $x$ can be such that
W ∈ N(x); this makes these conditions equivalent. In the absence of Dual-Normality, however, they come apart. ¹⁵

Things work similarly in the case of LEM. Since ⊤ holds everywhere on every model, LEM tells us that at least one of A and −A must hold at each point in any model. This can be enforced as follows: on a frame F, for any X ∈ Prop(F), X ∪ m_N(X) = W. As with ECQ, the minimal variation is a bit more complex: for any X ∈ Prop(F), for any x ∈ W − (X ∪ m_N(X)), ∅ /∈ N(x). If we impose the frame condition for Normality, every x must be such that ∅ ∈ N(x), so given Normality these conditions are equivalent.

To sum up these frame conditions:

fECQ: for X ∈ Prop(F), X ∩ m_N(X) = ∅

fECQm: for X ∈ Prop(F), for any x ∈ X ∩ m_N(X), W ∈ N(x)

fLEM: for X ∈ Prop(F), X ∪ m_N(X) = W

fLEMm: for X ∈ Prop(F), for any x ∈ W − (X ∪ m_N(X)), ∅ /∈ N(x)

I’ll show completeness for the ECQs first, then the LEMs.

Ad ECQm. Consider the canonical neighborhood function gotten by closing the smallest canonical neighborhood function under subsets: N(x) = {X : X ⊆ |A| for some A such that −A ∈ x}. Assume the condition fECQm is violated. Then there must be some X ∈ Prop(F) such that, for some x ∈ X ∩ m_N(X), W /∈ N(x). Since x ∈ m_N(X), we know X ∈ N(x); but then X ⊆ |A| for some A such that −A ∈ x. Since x ∈ X, x ∈ |A|, so A ∈ x. Since both A and −A are in x, A ∨ −A ∈ x, and so −⊥ ∈ x. But since |⊥| = W, this means that W ∈ N(x). Contradiction.

Ad ECQ. As above until A ∨ −A ∈ x. Then ECQ requires that ⊥ ∈ x, but we know ⊥ /∈ x. Contradiction.

Ad LEMm. Consider the canonical neighborhood function gotten by pruning the largest canonical neighborhood function so it’s closed under subsets: N(x) = {X : X ⊇ |A| for any A such that −A /∈ x}. Assume the condition fLEMm is violated. Then there is some X ∈ Prop(F), x ∈ W − (X ∪ m_N(X)) such that ∅ ∈ N(x). Since |⊥| = ∅, |⊥| ∈ N(x), so |⊥| ⊇ |A| for any A such that −A /∈ x; thus, −⊥ ∈ x. By LEMm, B ∨ −B ∈ x for every sentence B; that is, x ∈ |B| or else −B ∈ x. Now, since x /∈ m_N(X), X /∈ N(x). But then X ⊇ |C| for some C such that −C /∈ x. Since −C /∈ x, but we know that C ∨ −C ∈ x, it must be that x ∈ |C|. Since X ⊇ |C|, x ∈ X. But then x /∈ W − (X ∪ m_N(X)). Contradiction.

¹⁵This has a clear syntactic analogue as well; see §5.2.1 for details.
Ad LEM. Again, use \(N(x) = \{X : X \not\subseteq \{A\} \text{ for any } A \text{ such that } \neg A \notin x\}\), and assume \(\text{fLEM}\) is violated. Then there is some \(X \in \text{Prop}(F)\) such that there is some \(x \notin X \cup m_N(X)\). Since \(x \notin m_N(X), X \notin N(x)\). But then \(X \supseteq |C|\) for some \(C\) such that \(\neg C \notin x\). The argument proceeds as above.

Correspondence holds as well:

**Fact 5.2.13.** The consecution \(\text{ECQm}\) is valid on a frame iff the frame meets the condition \(\text{fECQm}\).

**Proof.** LTR: Take an arbitrary frame \(F\) that doesn’t meet \(\text{fECQm}\). There’s some \(X \in \text{Prop}(F)\) such that for some \(x, x \in X \cap m_N(X)\) and \(W \notin N(x)\). We show that \(p \land \neg p \vdash \neg \top\) is not valid on \(F\). Build a model on \(F\) such that \([p] = X\). Since \([\top] = W, x \notin [\neg \top]\), but nonetheless, since \(x \notin [p] \cap m_N([p])\), \(x \in [p \land \neg p]\). So this model is a counterexample.

RTL: Take an arbitrary frame \(F\) on which \(\text{ECQm}\) isn’t valid. There’s some model \(M\) on \(F\) such that for some sentence \(A\) on \(M\), for some \(x, x \notin [A \land \neg A]\) but \(x \notin [\neg \top]\). Since on any model \([\top] = W, it must be that \(W \notin N(x)\). But \(x \in [A] \cap [\neg A]\), which means \(x \in [A] \cap m_N([A])\). So \(\text{fECQm}\) is not met.

**Fact 5.2.14.** The consecution \(\text{ECQ}\) is valid on a frame iff the frame meets the condition \(\text{fECQ}\).

**Proof.** Trivial modifications of above.

**Fact 5.2.15.** The consecution \(\text{LEMm}\) is valid on a frame iff the frame meets the condition \(\text{fLEMm}\).

**Proof.** LTR: Take an arbitrary frame \(F\) that doesn’t meet \(\text{fLEMm}\). There’s some \(X \in \text{Prop}(F)\) such that for some \(x, x \in W - (X \cup m_N(X))\) but \(0 \notin N(x)\). We show that \(\neg \bot \vdash p \lor \neg p\) is not valid on \(F\). Build a model on \(F\) such that \([p] = X\). Since \([\bot] = 0, x \notin [\neg \bot]\), but nonetheless, since \(x \notin [p] \cup m_N([p]), x \notin [p \lor \neg p]\). So this model is a counterexample.

RTL: Take an arbitrary frame \(F\) on which \(\text{LEMm}\) isn’t valid. There’s some model \(M\) on \(F\) such that for some sentence \(A\) on \(M\), for some \(x, x \notin [\neg \bot]\) but \(x \notin [A \lor \neg A]\). Since on any model \([\bot] = 0, it must be that \(0 \in N(x)\). But \(x \in [A] \cup [\neg A], which means \(x \in [A] \cup m_N([A])\). So \(\text{fLEMm}\) is not met.

**Fact 5.2.16.** The consecution \(\text{LEM}\) is valid on a frame iff the frame meets the condition \(\text{LEM}\).

**Proof.** Trivial modifications of above.
5.2.4 Combinations/Consilience

Anti-additivity and anti-multiplicativity together

Consider the logic DLL + SMC + A∨ + A∧. This logic includes a negation that satisfies all four De Morgan laws, although it is not a De Morgan negation.\(^{16}\)

As one might suspect, we can simply combine the conditions given in section 5.2.3, repeated here:

\(\textbf{A∨:}\) If \(X \in N(x)\) and \(Y \in N(x)\), then \(X \cup Y \in N(x)\); that is, \(N(x)\) is closed under finite unions.

\(\textbf{A∧:}\) If \(X \cap Y \in N(x)\), then \(X \in N(x)\) or \(Y \in N(x)\); that is, \(Prop(W) - N(x)\) is closed under finite intersections.

Again, our task in proving completeness is to find a canonical neighborhood function for DLL + SMC + A∨ + A∧ that meets both of these conditions. For these purposes it’ll be useful to note, what’s so far been entirely implicit, the algebraic structure of the space of propositions.

Take the set of prime theories of this logic \(W_c\) with its canonical ordering \(\leq_c\), and define as usual the space of propositions \(Prop(W_c)\) over the set. Now consider the structure \(A = \langle Prop(W_c), \subseteq, \cup, \cap \rangle\). \(A\) is a (complete distributive) lattice, with partial order \(\subseteq\), join \(\cup\), and meet \(\cap\).

Now consider the values of a neighborhood function here. What do we know about \(N(x)\) for arbitrary \(x\)? First, \(N(x) \subseteq Prop(W_c)\). We know more. We require \(N(x)\) to be closed under subsets; closed downward along \(A\)’s partial order. In addition, imposing our semantic requirement for anti-additivity gives us that \(N(x)\) is closed under finite unions. So \(N(x)\) is a quasi-ideal in the lattice \(A\).\(^{17}\)

We should also think about \(Prop(W_c) - N(x)\), the complement of the neighborhood function’s value. Since \(N(x)\) is closed downwards along \(\subseteq\), its complement is closed upward. And imposing our requirement for anti-multiplicativity gives us that \(Prop(W_c) - N(x)\) is closed under finite intersections, so it’s a quasi-filter in \(A\).\(^{18}\)

Now, a quasi-ideal is \textit{prime} iff whenever it contains a meet \(A \cap B\), it also contains either \(A\) or \(B\) (or both), and a quasi-filter is \textit{prime} iff whenever it contains a join \(A \cup B\), it also contains either \(A\)

\(^{16}\)De Morgan negations in addition support Nor, D-Nor, and both double negation consecutions. In Urquhart (1979), Urquhart explores the algebraic behavior of ‘dual homomorphic operators’. These are closer to the negation of this section, but DHOs are required to satisfy Nor and D-Nor, and so are Ockham (see chapter 4); the present negation is not.

\(^{17}\)A quasi-ideal in a lattice is a subset of the lattice that’s closed downward and closed under meets. An ideal is a non-empty quasi-ideal; nothing here requires \(N(x)\) to be non-empty.

\(^{18}\)A quasi-filter in a lattice is a subset of the lattice that’s closed upwards and closed under joins. A filter is a non-empty quasi-filter; nothing here requires \(Prop(W_c) - N(x)\) to be non-empty.
or $B$ or both. It happens that a quasi-ideal in a lattice is prime iff its complement is a quasi-filter in the lattice, and vice versa; so the combination of our three requirements—subset-closure, anti-additivity, and anti-multiplicativity—is equivalent to a single requirement: $N(x)$ must be a prime quasi-ideal on $\text{Prop}(W)$ for all $x$. It’s this fact that will be key for finding a canonical frame that meets the condition.

We combine our techniques from before. We start with $N_{\min}(x) = \{|A| : -A \in x\}$ and $N_{\max}(x) = \{X : X \neq |A| \text{ for any } A \text{ such that } -A \not\in x\}$. We close $N_{\min}(x)$ under subsets to get $I(x)$, and close $N_{\max}(x)$’s complement under supersets to get $F(x)$. That is, let $I(x) = \{X : X \subseteq Y \text{ for some } Y \in N_{\min}(x)\}$, and $F(x) = \{X : X \supseteq Z \text{ for some } Z \not\in N_{\max}(x)\}$. ($X, Y, Z \in \text{Prop}(W_c)$.) So far, this is very like what we did for each of these conditions individually. We’re halfway home; $I(x)$ is a quasi-ideal on $\mathcal{A}$, and $F(x)$ is a quasi-filter.

**Fact 5.2.17.** $I(x)$ and $F(x)$ don’t overlap.

*Proof.* Assume $I(x) \cap F(x) \neq \emptyset$, for some prime theory $x$. Then there is a $Z \not\in N_{\max}(x)$ and a $Y \in N_{\min}(x)$ such that $Z \subseteq Y$. Since $Z \not\in N_{\max}(x)$, $Z = |A|$ for some $A$ such that $-A \not\in x$, and since $Y \in N_{\min}(x)$, $Y = |B|$ for some $B$ such that $-B \in x$. Since $|A|_{W_c} \subseteq |B|_{W_c}$, $A \vdash B$, and so $-B \vdash -A$. But then, since $-B \in x$ and $-A \not\in x$, $x$ is not a theory. Contradiction. □

Nonetheless, $I(x)$ and $F(x)$ still may not be each other’s complement, so there’s another step needed. We use Zorn’s lemma to guarantee the existence of our target $N_c(x)$. Consider the set $Q(x)$ of quasi-ideals on $\mathcal{A}$ that are disjoint from $F(x)$. Every chain in this set has an upper bound in $Q(x)$ (the chain’s union), so $Q(x)$ itself has a maximal element $M(x)$; it’s quick to show that $M(x)$ is not only a quasi-ideal disjoint from $F(x)$, but that it’s also prime. $M(x)$ serves as the value of our canonical neighborhood function at $x$; since it’s a prime quasi-ideal on $\mathcal{A}$, the canonical frame based on it meets our condition; and since $N_{\min}(x) \subseteq M(x) \subseteq N_{\max}(x)$, $M(x)$ is indeed a canonical neighborhood function.

**Deriving compatibility/exhaustiveness semantics**

Under what conditions do these neighborhood semantics reduce to the more familiar (and less general) compatibility or exhaustiveness semantics explored in eg (Dunn & Zhou, 2005)?

---

19 Proof left as exercise.

20 Note that $I(x)$ corresponds to the $N_c(x)$ we used in the completeness proof for DLL + SMC + $A\lor$, while $F(x)$ corresponds to the complement of the $N_c(x)$ used for DLL + SMC + $A\land$.

21 Proof of this is similar to the proof of Lemma 5.2.2.
Recall:

**Definition 5.2.18.** A compatibility frame is a tuple $F = \langle W, \leq, C \rangle$ such that:

- $\langle W, \leq \rangle$ is a DLL-frame, and
- $C$ is a binary relation on $W$ such that if $xCy$, $x' \leq x$, and $y' \leq y$, then $x'Cy'$

**Definition 5.2.19.** A compatibility model is a tuple $M = \langle W, \leq, C, \Box \rangle$ such that:

- $\langle W, \leq, C \rangle$ is a compatibility frame, and
- $\Box$ is the usual sort of denotation function, with the following clause for $\Box$:
  \[
  \Box [-A] = \{ x : \{ y : xCy \} \cap [A] = \emptyset \}
  \]

**Definition 5.2.20.** An exhaustiveness frame is a tuple $F = \langle W, \leq, E \rangle$ such that:

- $\langle W, \leq \rangle$ is a DLL-frame, and
- $E$ is a binary relation on $W$ such that if $xEy$, $x \leq x'$, and $y \leq y'$, then $x'Ey'$

**Definition 5.2.21.** An exhaustiveness model is a tuple $M = \langle W, \leq, E, \Box \rangle$ such that:

- $\langle W, \leq, E \rangle$ is an exhaustiveness frame, and
- $\Box$ is the usual sort of denotation function, with the following clause for $\Box$:
  \[
  \Box [-A] = \{ x : \{ y : xEy \} \not\subseteq [A] \}
  \]

For this section, we’ll need a notion of *equivalence* of models on a language $\mathcal{L}$:

**Definition 5.2.22.** Two models $M = \langle W, \leq, R, \Box \rangle$ and $M' = \langle W', \leq', R', \Box' \rangle$ are equivalent on $\mathcal{L}$ iff:

- $W = W'$;
- $\leq = \leq'$; and
- for every $A \in \mathcal{L}$, $[A] = [A]'$

---

\[^{22}\text{This presentation is the same as that in (Dunn & Zhou, 2005), and so differs slightly from that in chapter 4; the differences are purely notational.}\]
Note that no explicit use is made of $R$ or $R'$ in this definition, nor is any restriction made to neighborhood, compatibility, or exhaustiveness models. $R$ can be a neighborhood function, or a compatibility or exhaustiveness relation, and $R'$ can be any of these as well; they do not have to match.

We also need a notion of frame-equivalence:

**Definition 5.2.23.** Two frames $F = \langle W, \leq, R \rangle$ and $F' = \langle W', \leq', R' \rangle$ are equivalent on $\mathcal{L}$ iff:

- $W = W'$
- $\leq = \leq'$
- For any models $M = \langle F, [\ ] \rangle$ and $M' = \langle F', [\ ]' \rangle$, if $[\ ]$ and $[\ ]'$ agree on all atoms, then $M$ is equivalent to $M'$.

Now, as we saw in chapter 4, the weakest negation that can be captured with the compatibility semantics is that of DLL + SMC + Nor + $A \lor$, and the weakest that can be captured with the exhaustiveness semantics is that of DLL + SMC + D-Nor + $A \land$. This might lead us to expect every frame meeting fSMC, fNor, and f$A \lor$ to be equivalent to some compatibility frame, and *mutatis mutandis* for exhaustiveness.

This is on the right track, but it’s not quite the case. The trick comes with f$A \lor$ and f$A \land$. Let’s look at f$A \lor$ first; the points are precisely parallel. To prove our correspondence results, it was important that f$A \lor$ required $N(x)$ at each $x$ to be closed under *finite* unions only, not arbitrary unions. That is, there are neighborhood frames on which $N(x)$ at each $x$ is closed under finite unions, but on which not all the $N(x)$ are closed under arbitrary unions; on these frames $A \lor$ is still valid.

To define a compatibility frame equivalent to a given neighborhood frame, though, it’s vital that $N(x)$ at each $x$ be closed under *arbitrary* unions. I’ll point it out when it comes up in the proof.

**Fact 5.2.24.** Let $F$ be any neighborhood frame $F = \langle W, \leq, N \rangle$ meeting fSMC, fNor, and such that $N(x)$ is closed under arbitrary unions for all $x \in W$. Define a binary relation $C$ on $W$ as follows: $xCy$ iff for all $X \in N(x)$, $y \notin X$. $F' = \langle W, \leq, C \rangle$ is a compatibility frame equivalent to $F$.

**Proof.** First we show that $F'$ is a compatibility frame. It suffices to show that $C$ is a compatibility relation. Suppose $xCy$, $x' \leq x$, and $y' \leq y$. Since $x' \leq x$, we know that $N(x') \subseteq N(x)$, so $x'Cy$.

Now suppose $\neg x'Cy'$. Then there is an $X \in N(x')$ such that $y' \notin X$. But since $X \in Prop(F)$, $X$ is closed upwards under $\leq$, so $y \in X$. Thus, $\neg x'Cy$. Contradiction.
Second we show that $F'$ is equivalent to $F$. Proof is by induction on length of formula; the only nontrivial case is the clause for $\neg$. It must be shown that $m_N(X) = \{ x : \{ y : xCy \} \cap X = \emptyset \}$; that is, that for $X \in \text{Prop}(F)$, $X \in N(x)$ iff $\{ y : xCy \} \cap X = \emptyset$.

LTR: Suppose otherwise. Then $X \in N(x)$ and there is a $z \in X$ such that $xCz$. But then for all $Y \in N(x)$, $z \notin Y$. Contradiction.

RTL: Suppose $\{ y : xCy \} \cap X = \emptyset$. Then either $X = \emptyset$ or not. If $X = \emptyset$, then $X \in N(x)$ by fNor. On the other hand, if $X \neq \emptyset$, then for each $z_i \in X$ there is some $Z_i \in N(x)$ such that $z_i \in Z_i$. Clearly $X \subseteq \bigcup \{ Z_i \}$. Since $N(x)$ is closed under arbitrary unions, $\bigcup \{ Z_i \} \in N(x)$, and since it meets fSMC, this means $X \in N(x)$.

A similar fact holds for exhaustiveness.

**Fact 5.2.25.** Let $F$ be any neighborhood frame $F = \langle W, \leq, N \rangle$ meeting fSMC, fD-Nor, and such that $\text{Prop}(F) - N(x)$ is closed under arbitrary intersections for all $x \in W$. Define a binary relation $E$ on $W$ as follows: $xEy$ iff for all $X \in \text{Prop}(F) - N(x)$, $y \in X$. $F' = \langle W, \leq, E \rangle$ is an exhaustiveness frame equivalent to $F$.

**Proof.** First we show that $F'$ is an exhaustiveness frame. It suffices to show that $E$ is an exhaustiveness relation. Suppose $xEy$, $x \leq x'$, and $y \leq y'$. Since $x \leq x'$, $N(x) \subseteq N(x')$. So $x'Ey$. Now suppose $\neg x'Ey'$. Then for some $X \in \text{Prop}(F) - N(x')$, $y' \notin X$. Since $X$ must be closed upwards under $\leq$, $y' \notin X$. So $\neg x'Ey$. Contradiction.

Second we show that $F'$ is equivalent to $F$. Proof is by induction on formula length; again, the only nontrivial case is the clause for $\neg$. It suffices to show that for $X \in \text{Prop}(F)$, $X \in N(x)$ iff $\{ y : xEy \} \subseteq X$.

LTR: Suppose otherwise. Then $X \in N(x)$, and if $X = W$, contradiction (with fD-Nor), so $X \neq W$. Now, for each $z_i \notin X$, there is a $Z_i \in \text{Prop}(F) - N(x)$ such that $z_i \notin Z_i$. Since everything not in $X$ is also not in $\bigcap \{ Z_i \}$, $\bigcap \{ Z_i \} \subseteq X$. Since $\text{Prop}(F) - N(x)$ is closed under arbitrary intersections, $\bigcap \{ Z_i \} \in \text{Prop}(F) - N(x)$. And since $N(x)$ meets fSMC, it must be that $X \notin N(x)$. Contradiction.

RTL: Suppose $\{ y : xEy \} \not\subseteq X$. Then there is a $z$ such that $xEz$ but $z \notin X$. So for all $Y \in \text{Prop}(F) - N(x)$, $z \in Y$. Since $z \notin X$, and $X \in \text{Prop}(F)$, it must be that $X \in N(x)$.  
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5.3 Deriving the Routley star

This section has two parts. In §5.3.1, I develop the theory of SM-algebras (the algebras naturally generated by neighborhood frames meeting \( f_{\text{SMC}} \)), and show how to build frames from the proper prime filters of these algebras. These frames give rise to more algebras, into which the original SM-algebras can be embedded. In §5.3.2, I restrict my attention to a variety of SM-algebras, the Ockham lattices discussed in (Urquhart, 1979), and frames that meet the conditions \( f_{\text{SMC}} \), \( f_{\text{Nor}} \), \( f_{\text{D-Nor}} \), \( f_{\Delta} \lor \), and \( f_{\Delta} \land \), which I call Ockham frames. I discuss the relation between these frames and these lattices, and use the techniques developed here to shed light on Routley star semantics for negation, showing why Routley star-defined negations have the logical properties they in fact have.

5.3.1 SM-algebras

**Definition 5.3.1.** An SM-algebra \( \mathfrak{A} = \langle A, \land, \lor, \bot, \top, - \rangle \) is a complete bounded distributive lattice with meet \( \land \), join \( \lor \), least element \( \bot \), greatest element \( \top \), and operation \( - \) such that whenever \( a \leq b \), \( -b \leq -a \).

**Definition 5.3.2.** For any neighborhood frame \( F = \langle W, \leq, N \rangle \) meeting \( f_{\text{SMC}} \), its N-algebra \( F^+ \) is the natural algebra of propositions on \( F \); that is, \( F^+ = \langle \text{Prop}(F), \cap, \cup, \emptyset, W, m_N \rangle \). (Recall \( m_N(a) = \{ x \in W : a \in N(x) \} \).

**Fact 5.3.3.** For any neighborhood frame \( F = \langle W, \leq, N \rangle \) meeting \( f_{\text{SMC}} \), its N-algebra \( F^+ \) is an SM-algebra.

**Proof.** First, \( F^+ \) is a complete bounded distributive lattice. Second, for \( a, b \in \text{Prop}(F) \), suppose \( a \subseteq b \) and \( x \in m_N(b) \); that is, \( b \in N(x) \). Since \( F \) meets \( f_{\text{SMC}} \), \( a \in N(x) \), thus \( x \in m_N(a) \), and so \( m_N(b) \subseteq m_N(a) \).

Now here’s the plan. From any SM-algebra \( \mathfrak{A} \), we define the class \( \mathfrak{A}_+ \) of its PPF-frames; we then go on to show that for any \( F \in \mathfrak{A}_+ \), \( \mathfrak{A} \) can be embedded in \( F^+ \); this is the neighborhood analogue of the key result in (Jónsson & Tarski, 1951). To start this up, let’s get a lemma and a few more definitions on the table.

**Lemma 5.3.4** (Proper Prime Filter Lemma). Let \( \mathfrak{A} \) be an SM-algebra, \( a \in A \), and \( F \) a proper filter of \( \mathfrak{A} \) such that \( a \notin F \). Then there is a proper prime filter \( G \) of \( \mathfrak{A} \) such that \( F \subseteq G \) and \( a \notin G \).

---

23 The technique is derived from the modal technique of ultrafilter extensions; see (Blackburn et al., 2001) for details.
Proof. Consider the set $X$ of proper filters of $\mathfrak{A}$ that don’t contain $a$. ($X$ is nonempty, since at least $F \in X$.) $X$ is closed under unions of chains, so by Zorn’s Lemma $X$ has a maximal element $G$. Since $G \in X$, $G$ is a proper filter of $\mathfrak{A}$ and $a \notin G$, so it only remains to show that $G$ is prime.

Suppose $G$ is not prime. Then there are $b, c \in A$ such that $b \lor c \in G$, but $b \notin G$ and $c \notin G$. Since $G$ is maximal in $X$, there must be $d \in G$ such that $b \land d \leq a$, and some $e \in G$ such that $c \land e \leq a$. So $d \land e \in G$, and since $b \lor c \in G$, this gets us $(d \land e) \land (b \lor c) \in G$, and so $(d \land e \land b) \lor (d \land e \land c) \in G$. But since $(d \land e \land b) \lor (d \land e \land c) \leq a$, it must be that $a \in G$, and so $G \notin X$. Contradiction. So $G$ is prime.

Fact 5.3.5. Given some $D \subseteq A$, there is a smallest filter $\langle D \rangle$ containing $D$: $\langle D \rangle = \{ a \in A :$ there are $d_0, \ldots, d_n \in D$ such that $d_0 \land \ldots \land d_n \leq a \}$. If $D$ has the finite meet property (if there is no finite subset $\{ d_0, \ldots, d_n \}$ of $D$ such that $d_0 \land \ldots \land d_n = \bot$), then $\langle D \rangle$ is proper.

Definition 5.3.6. Given an algebra $\mathfrak{A}$, let $PPF\mathfrak{A}$ be the set of $\mathfrak{A}$’s proper prime filters. For $a \in A$, let $r(a) = \{ v \in PPF\mathfrak{A} : a \in v \}$.

Now we’re ready to define the class $A_+$ of $\mathfrak{A}$’s PPF-frames:

Definition 5.3.7. Let $\mathfrak{A} = \langle A, \land, \lor, \bot, \top, \neg \rangle$ be an SM-algebra. A frame $F = \langle PPF\mathfrak{A}, \subseteq, N \rangle$ is a PPF-frame of $\mathfrak{A}$ (that is, $F \in \mathfrak{A}_+$) iff:

- $PPF\mathfrak{A}$ is the set of $\mathfrak{A}$’s proper prime filters;
- $\subseteq$ is the ordinary subset relation; and
- for $a \in A$, $u \in PPF\mathfrak{A}$, $r(a) \in N(u)$ iff $a \in u$.

NB: although $PPF\mathfrak{A}$ and $\subseteq$ are fully determined given an SM-algebra $\mathfrak{A}$, $N$ is not. $N$’s behavior is pinned down for $r(a)$ for all $a \in A$, but not otherwise. That is, for all members of $Prop(PPF\mathfrak{A})$ that aren’t $r(a)$ for some $a$, it doesn’t matter how $N$ treats them; $F \in \mathfrak{A}_+$ all the same. (This should remind you of canonical neighborhood models.) Note that it’s not in general even true that all these $F$ meet $\text{fSMC}$.

Theorem 5.3.8. Let $\mathfrak{A} = \langle A, \land, \lor, \bot, \top, \neg \rangle$ be an SM-algebra, and consider any $F = \langle PPF\mathfrak{A}, \subseteq, N \rangle \in \mathfrak{A}_+$. Then the function $r : A \to Prop(PPF\mathfrak{A})$ such that $r(a) = \{ u \in PPF\mathfrak{A} : a \in u \}$ is an embedding of $\mathfrak{A}$ into $F^+$.

Proof. There’s a series of facts to be shown:
• Ad $r(a \land b) = r(a) \cap r(b)$:

$$
\begin{align*}
    r(a \land b) &= \{ u \in PPF_A : a \land b \in u \} \\
    &= \{ u \in PPF_A : a \in u \land b \in u \} \\
    &= \{ u \in PPF_A : a \in u \} \cap \{ u \in PPF_A : b \in u \} \\
    &= r(a) \cap r(b)
\end{align*}
$$

• Ad $r(a \lor b) = r(a) \cup r(b)$:

$$
\begin{align*}
    r(a \lor b) &= \{ u \in PPF_A : a \lor b \in u \} \\
    &= \{ u \in PPF_A : a \in u \lor b \in u \} \\
    &= \{ u \in PPF_A : a \in u \} \cup \{ u \in PPF_A : b \in u \} \\
    &= r(a) \cup r(b)
\end{align*}
$$

• Ad $r(\bot) = \emptyset$:

$$
\begin{align*}
    r(\bot) &= \{ u \in PPF_A : \bot \in u \} \\
    &= \emptyset
\end{align*}
$$

• Ad $r(\top) = PPF_A$:

$$
\begin{align*}
    r(\top) &= \{ u \in PPF_A : \top \in u \} \\
    &= PPF_A
\end{align*}
$$
• Ad $r(-a) = m_N(r(a))$:

$$r(-a) = \{ u \in PPF_1 : -a \in u \} = \{ u \in PPF_1 : r(a) \in N(u) \} = m_N(r(a))$$

• Ad $a \leq b$ iff $r(a) \subseteq r(b)$: Relations between $\leq$, $\land$, and $\lor$, as well as $\subseteq$, $\cap$, and $\cup$, cover this one. It follows quickly that $r$ is injective.

So $r$ is an embedding.

5.3.2 Ockham lattices

Routley star semantics for negation has proven tremendously fruitful in the development of relevant logics (see eg (Routley et al., 1982)). Without any special restrictions, a Routley star semantics results in a negation obeying SMC, Nor, D-Nor, A$\lor$, and A$\land$. This might lead one to think that any model on any Ockham frame can be given a Routley star semantics, but this is not so. Instead, given any model on any Ockham frame, one can use the frame to generate an algebra, use that algebra to generate a new frame, and define a model on that new frame which imitates the initial model, in the sense that for every state in the initial model, there is a state in the new model that verifies precisely the same sentences. This new model can then be given a Routley star semantics.

The trick amounts to this: when a frame is Ockham, its neighborhood function takes on a special sort of value: proper prime ideals on the frame’s N-algebra. The complement of a proper prime ideal in an algebra is a proper prime filter, and proper prime filters are state-like things; they are closed upward in the lattice ordering (think logically closed), closed under meet (think adjunction), and prime (think prime). Any point $x$, then, determines a proper prime ideal $N(x)$, and so a proper prime filter, and so a point. The only problem is that the point in question might not be in the frame yet. So it stands to reason that if there were only enough states to do the job, any model on an Ockham frame could be given a Routley star semantics; the trouble only arises when there is no state in the frame corresponding to a particular proper prime filter. But by working with a frame’s N-algebra, and that algebra’s PPF-frames, I show here that for every Ockham frame, there is another Ockham frame whose states are the proper prime filters of the first frame’s N-algebra.

What’s more, for every model on the first frame, there is a model on the second that imitates it,
and that imitating model can be given (equivalently) a neighborhood semantics or a Routley star semantics. Let’s begin.

**Definition 5.3.9.** An Ockham lattice $\mathfrak{A} = \langle A, \land, \lor, \bot, \top, - \rangle$ is a distributive lattice such that:

- $-\bot = \top$;
- $-\top = \bot$;
- $-(a \lor b) = -a \land -b$;
- $-(a \land b) = -a \lor -b$;

**Fact 5.3.10.** In an Ockham lattice, if $a \leq b$, then $-b \leq -a$.

*Proof.* If $a \leq b$, then $a \land b = a$ (by lattice properties), so $-(a \land b) = -a$. But $-(a \land b) = -a \lor -b$, so $-a = -a \lor -b$, and thus $-b \leq -a$ (by lattice properties). $\square$

**Definition 5.3.11.** An Ockham frame $F = \langle W, \leq, N \rangle$ is a neighborhood frame that meets the conditions $fSMC$, $fNor$, $fD-Nor$, $fA\lor$, and $fA\land$.

We proceed to show that for any Ockham lattice $\mathfrak{A}$, there is an Ockham frame $F \in \mathfrak{A}_+$. A lemma we’ll use on the way:

**Lemma 5.3.12** (Prime Ideal Lemma). Let $\mathfrak{A} = \langle A, \land, \lor, \bot \rangle$ be a bounded distributive lattice, $F$ be a filter on $\mathfrak{A}$, and $I$ be an ideal on $\mathfrak{A}$, such that $F$ and $I$ are disjoint. Then there is a prime ideal $J$ on $\mathfrak{A}$ such that $I \subseteq J$ and $J$ is disjoint from $F$.

*Proof.* Consider $X = \{ Y : Y$ is an ideal of $\mathfrak{A}$ disjoint from $F \}$. $X$ is closed under unions of chains, so $X$ has a maximal element $J$. Clearly $J$ is an ideal of $\mathfrak{A}$, and is disjoint from $F$. We proceed to show that $J$ is prime.

Suppose otherwise. Then there are $b, c \in A$ such that $b \land c \in J$, $b \notin J$, and $c \notin J$. Since $J$ is maximal in $X$, there must be some $d \in J$ such that $d \lor b \geq g$ for some $g \in F$, and there must be some $e \in J$ such that $e \lor c \geq h$ for some $h \in F$. So $d \lor e \in J$, and thus $(d \lor e) \lor (b \land c) \in J$. By distribution, $(d \lor e \lor b) \land (d \lor e \lor c) \in J$; but $(d \lor e \lor b) \land (d \lor e \lor c) \geq g \land h$, so $g \land h \in J$. But since $F$ is a filter, and $g, h \in F$, $g \land h \in F$. So $J \notin X$. Contradiction. So $J$ is prime. $\square$

**Theorem 5.3.13.** For any Ockham lattice $\mathfrak{A} = \langle A, \land, \lor, \bot, \top, - \rangle$, there is an Ockham frame $*\mathfrak{A}_+ \in \mathfrak{A}_+$. 
Proof. First, we define \( \mathcal{A}_+ = \langle PPF\mathfrak{A}, \subseteq, N \rangle \). \( PPF\mathfrak{A} \) and \( \subseteq \) are as expected. It’ll take a few steps to define \( N \). Recall that for \( a \in A, r(a) = \{ v \in PPF\mathfrak{A} : a \in v \} \). For any \( u \in PPF\mathfrak{A} \), let

- \( \text{Min}(u) = \{ r(a) : -a \in u \} \)
- \( \text{Max}'(u) = \{ r(a) : -a \notin u \} \)
- \( I(u) = \{ X \in \text{Prop}(PPF\mathfrak{A}) : X \subseteq Y \text{ for some } Y \in \text{Min}(u) \} \)
- \( F(u) = \{ X \in \text{Prop}(PPF\mathfrak{A}) : X \supseteq Y \text{ for some } Y \in \text{Max}'(u) \} \)

We show that \( I(u) \) is disjoint from \( F(u) \). If not, there is some \( X \in I(u) \cap F(u) \), so some \( Y, Z \in \text{Prop}(PPF\mathfrak{A}) \) such that \( Y \subseteq X \subseteq Z, Z \in \text{Min}(u), Y \in \text{Max}'(u) \). So \( Z = r(a) \) for some \( a \) such that \(-a \in u\), and \( Y = r(b) \) for some \( b \) such that \(-b \notin u\). Since \( Y \subseteq Z \), \( r(b) = \{ v \in PPF\mathfrak{A} : b \in v \} \subseteq r(a) = \{ v \in PPF\mathfrak{A} : a \in v \} \). It must then be that \( b \leq a \) (by Lemma 5.3.4), so \(-a \leq -b \) (since \( \mathfrak{A} \) is an Ockham lattice). Thus, \( u \) isn’t a filter. Contradiction. So \( I(u) \) is disjoint from \( F(u) \).

\( I(u) \) is an ideal on \( \text{Prop}(PPF\mathfrak{A}) \), and \( F(u) \) a filter.\(^{24}\) So by Lemma 5.3.12, there is some prime ideal \( N(u) \) on \( \text{Prop}(PPF\mathfrak{A}) \) such that \( I(u) \subseteq N(u) \) and \( N(u) \) is disjoint from \( F(u) \). Since \( N(u) \) is a prime ideal for every \( u \), \( \mathcal{A}_+ \) is an Ockham frame.

It only remains to show that \( \mathcal{A}_+ \in \mathcal{A}_+ \); for this, it suffices that \( r(a) \in N(u) \) iff \(-a \in u \). RTL: if \(-a \in u \), then \( r(a) \in \text{Min}(u) \). Since \( \text{Min}(u) \subseteq I(u) \subseteq N(u) \), \( r(a) \in N(u) \). LTR: if \(-a \notin u \), then \( r(a) \in \text{Max}'(u) \). Since \( \text{Max}'(u) \subseteq F(u) \), \( r(a) \in F(u) \). Since \( F(u) \) is disjoint from \( N(u) \), it follows that \( r(a) \notin N(u) \). So \( \mathcal{A}_+ \in \mathcal{A}_+ \).

Lemma 5.3.14. For any Ockham frame \( F = (W, \leq, N) \), its \( N \)-algebra \( \mathfrak{A} = (\text{Prop}(W), \cap, \cup, \emptyset, W, m_N) \) is an Ockham lattice.

Proof. We know from earlier results that \( \mathfrak{A} \) is distributive. Since \( F \) meets condition fNor, \( m_N(\emptyset) = W \). Since \( F \) meets condition fD-Nor, \( m_N(W) = \emptyset \). Since \( F \) meets condition fAV, \( m_N(A \lor B) \supseteq m_N(A) \land m_N(B) \), and since it meets fSMC, the reverse inclusion holds as well. Since \( F \) meets condition fA\&, \( m_N(A \land B) \subseteq m_N(A) \lor m_N(B) \), and since it meets fSMC, the reverse inclusion holds as well. So \( \mathfrak{A} \) is an Ockham lattice. \( \square \)

Theorem 5.3.15. Let \( F = (W, \leq, N_F) \) be any Ockham frame, \( \mathfrak{A} = (A, \cap, \cup, \emptyset, W, -) \) its \( N \)-algebra (an Ockham lattice), and \( \mathcal{A}_+ = \langle PPF\mathfrak{A}, \subseteq, N \rangle \) the Ockham frame defined from \( \mathfrak{A} \) as in Theorem 5.3.13. For any \( w \in W \), let \( s(w) = \{ a \in A : w \in a \} \). Then for any model built on \( F \), there is a model built on \( \mathcal{A}_+ \) such that for all \( w \in W \), \( w \) and \( s(w) \) satisfy precisely the same sentences.

\(^{24}\)Proof left as exercise.
Proof.  • First, some properties of \(s\):

\(s\) is a function from \(W\) into \(PPF\mathfrak{A}\); this takes showing that for any \(w \in W\), \(s(w)\) is a prime proper filter of \(\mathfrak{A}\). Since \(w \in W\), \(W \in s(w)\), and since \(w \not\in \emptyset, \emptyset \not\in s(w)\). If \(X \in s(w)\) and \(Y \in s(w)\), then \(x \in X\) and \(x \in Y\). So \(x \in X \cap Y\), and \(X \cap Y \in s(w)\); thus \(s(w)\) is closed under \(\cap\). If \(X \in s(w)\) and \(X \subseteq Y\), then since \(w \in X\), \(w \in Y\), so \(Y \in s(w)\); thus \(s(w)\) is closed upwards along \(\subseteq\). So \(s(w)\) is a proper filter on \(\mathfrak{A}\). Finally, \(s(w)\) is prime: if \(X \cup Y \in s(w)\), then \(w \in X \cup Y\), so \(w \in X\) or \(w \in Y\), so either \(X \in s(w)\) or \(Y \in s(w)\).

\(s\) is injective, and in fact, it preserves order: for \(w, x \in W\), \(w \leq x\) iff \(s(w) \subseteq s(x)\).

LTR: Suppose \(w \leq x\) and \(a \in s(w)\). Since \(a \in A\) and \(A = \text{Prop}(W)\), \(a\) must be closed upwards along \(\leq\); and since \(w \in a\), it must be that \(x \in a\). So \(a \in s(x)\).

RTL: Suppose \(s(w) \subseteq s(x)\) but \(w \not\leq x\). So for all \(a \in A\), if \(w \in a\), then \(x \in a\). Consider \(b = \{y \in W : w \leq y\}\). Since \(b\) is closed upwards along \(\leq\), \(b \in A\). But \(w \in b\), and \(x \not\in b\). Contradiction. So \(w \leq x\).

• Second, we need to show that, for all \(a \in A\), \(m_N(r(a)) = r(\neg a)\). That is, we must show that for all \(v \in PPF\mathfrak{A}\), \(r(a) \in N(v)\) iff \(-a \in v\).

LTR: Suppose \(-a \not\in v\). Then \(r(a) \in F(v)\), and since \(F(v)\) is disjoint from \(N(v)\), \(r(a) \not\in N(v)\).

RTL: Suppose \(-a \in v\). Then \(r(a) \in I(v)\), and since \(I(v) \subseteq N(v)\), \(r(a) \in N(v)\).

• Third, we come to models. Take an arbitrary assignment \([\_\_]_F\) of members of \(A\) to propositional variables; this is an initial valuation on \(F\). Define \([p]_{PPF} = r([p]_F)\), for all atomic \(p\). We show by induction that, for all sentences \(A \in \mathcal{L}\), \([A]_{PPF} = r([A]_F)\). The base case—propositional variables—is given.

\(\neg\): \([\neg A]_{PPF} = m_N([A]_{PPF})\) by the usual modeling conditions. This is equal to \(m_N(r([A]_F))\) by the inductive hypothesis, which is equal to \(r(\neg [A]_F)\) by Theorem 5.3.8. This, of course, is \(r([\neg A]_F)\).

\(\lor\): Precisely parallel to \(\land\).

\(\land\): \(\neg([A \land B]_{PPF}) = ([A]_{PPF} \cap [B]_{PPF})\) by the usual modeling conditions. This in turn is equal to \(r([A]_F) \cap r([B]_F)\) by the inductive hypothesis, which is equal to \(r([A \land B]_F)\) by the second main part of this proof. That’s equal to \(r([\neg A]_F)\) by modeling conditions.

\(25\) It will help to recall from the proof of Theorem 5.3.13: for any \(u \in PPF\mathfrak{A}\), \(\text{Min}(u) = \{r(b) : -b \not\in u\}\), \(\text{Max}(u) = \{r(b) : b \not\in u\}\), \(I(u) = \{X \in \text{Prop}(PPF\mathfrak{A}) : X \subseteq Y\} \text{ for some } Y \in \text{Min}(u)\), and \(F(u) = \{X \in \text{Prop}(PPF\mathfrak{A}) : X \supseteq Y\} \text{ for some } Y \in \text{Max}(u)\)\. Thus, \(I(u) = \{X \in \text{Prop}(PPF\mathfrak{A}) : X \subseteq r(b)\} \text{ for some } b \text{ such that } -b \not\in u\), and \(F(u) = \{X \in \text{Prop}(PPF\mathfrak{A}) : X \supseteq r(b)\} \text{ for some } b \text{ such that } -b \not\in u\).
For any Ockham frame $F = \langle W, \leq, N_F \rangle$, consider its $N$-algebra $\mathfrak{A} = \langle A, \cap, \cup, \emptyset, W, -\rangle$, and the Ockham frame $^\star\mathfrak{A} = \langle PP\mathfrak{A}, \succeq, N \rangle$. Take $V^\star$ to be defined on $PP\mathfrak{A}$ as in Lemma 5.3.16. For any model on $F$, there is a model on $^\star\mathfrak{A}$ that ignores the neighborhood function $N$ and instead uses the Routley star semantics for negation, such that for all $w \in W$, $w$ and $s(w)$ satisfy precisely the same sentences.

Proof. Proof is just as in Theorem 5.3.15, with the following modifications:

- Define $m^\star(X) : Prop(PP\mathfrak{A}) \rightarrow Prop(PP\mathfrak{A})$ as $m^\star(X) = \{ v \in PP\mathfrak{A} : v^\star \not\in X \}$. We show that, for all $a \in A$, $m^\star(r(a)) = r(-a)$. That is, we show that for all $v \in PP\mathfrak{A}$, $a \not\in v^\star$ iff $-a \in v$. This is immediate from the definition of $^\star$.
• In the induction at the end of the proof, the negation clause must now read: \( \llbracket A \rrbracket_{pPF} = m_*(\llbracket A \rrbracket_{pPF}) \) by the Routley star modeling conditions. This is equal to \( m_*(r(\llbracket A \rrbracket_F)) \) by the inductive hypothesis, which is in turn equal to \( r(-\llbracket A \rrbracket_F) \) by the last bullet point. That’s equal to \( r(\llbracket A \rrbracket_F) \) by modeling conditions.

The rest of the proof goes through unchanged.

To sum up: not every Ockham frame \( F \) has a Routley star semantics. But every Ockham frame \( F \) determines a unique Ockham frame \( *F^+ \), and every model on \( F \) can be imitated by a Routley star model on \( *F^+ \), in the sense that every state in \( F \) has a corresponding state in \( *F^+ \) that verifies precisely the same sentences.

Along the way, we’ve developed tools for building algebras out of frames and frames out of algebras. These tools correspond closely to tools (such as ultrafilter extensions) developed for modal logics in eg (Blackburn et al., 2001), but they are peculiar to neighborhood semantics. Just as these tools have proven fruitful for modal explorations of all stripes, it is my hope that they will prove fruitful for further exploration of neighborhood models.

5.4 Summing up: a new kite of negations

Dunn (1993) gives a ‘kite of negations’: a Hasse diagram of several logics of negation and the inclusions among them, all capturable in the compatibility semantics of §5.2.4. Dunn & Zhou (2005) fill in the dual side of this kite, producing a diagram that gives the inclusions among negations capturable in either the compatibility or exhaustiveness semantics of §5.2.4. In figure 5.1, I give yet another kite (which doesn’t look so much like a kite anymore), displaying inclusion relations among the negations in Dunn & Zhou’s extended kite, plus the additional negations occurring in this chapter, those that cannot be captured by either the compatibility or the exhaustiveness semantics. The soundness and completeness results above allow for easy proofs of non-containment.

The compatibility negations here are: CL (classical), K3 (strong Kleene), LP (Priest’s (1979) Logic of Paradox), Int (intuitionist), Min (Johansson’s minimal), Quas (Dunn & Zhou’s quasiminimal), DM (De Morgan), Pre (Dunn & Zhou’s preminimal), and Ock (Ockham—the negation of Ockham lattices). The exhaustiveness negations are CL, K3, LP, D Int (dual intuitionist), D Min (dual minimal), D Quas (dual quasiminimal), DM, D Pre (dual preminimal), and Ock. The remaining negations are named after their characteristic inferences—in all cases except AA+AM, these
Figure 5.1: A new kite of negations
logics are obtained by adding a single consecution to DLL+SM. All the shown containments are proper; the neighborhood semantics in this chapter provides easy proofs of non-containment.
Chapter 6

Sorting out the sorites

Supervaluational theories of vagueness have achieved considerable popularity in the past decades, as seen in eg (Fine, 1975), (Lewis, 1970). This popularity is only natural; supervaluations let us retain much of the power and simplicity of classical logic, while avoiding the commitment to strict bivalence that strikes many as implausible.

Like many nonclassical logics, the supervaluationist system SP has a natural dual, the subvaluationist system SB, explored in eg (Hyde, 1997), (Varzi, 2000).1 As is usual for such dual systems, the classical features of SP (typically viewed as benefits) appear in SB in ‘mirror-image’ form, and the nonclassical features of SP (typically viewed as costs) also appear in SB in ‘mirror-image’ form. Given this circumstance, it can be difficult to decide which of two dual systems is better suited for an approach to vagueness.2

The present paper starts from a consideration of these two approaches—the supervaluational and the subvaluational—and argues that neither of them is well-positioned to give a sensible logic for vague language. §6.1 presents the systems SP and SB and argues against their usefulness. Even if we suppose that the general picture of vague language they embody is accurate, we ought not arrive at systems like SP and SB. Instead, such a picture should lead us to truth-functional systems like strong Kleene logic (K_3) or its dual LP. §6.2 presents these systems, and argues that supervaluationist and subvaluationist understandings of language are better captured there; in particular, that a dialetheic approach to vagueness based on the logic LP is a more sensible approach. §6.3 goes on to consider

1 Although there are many different ways of presenting a supervaluational system, I’ll ignore these distinctions here; my remarks should be general enough to apply to them all, or at least all that adopt the so-called ‘global’ account of consequence. (For discussion, see (Varzi, 2007).) Similarly for subvaluational systems.

2 The situation is similar for approaches to the Liar paradox; for discussion, see eg (Beall & Ripley, 2004), (Parsons, 1984).
the phenomenon of higher-order vagueness within an LP-based approach, and §6.4 closes with a consideration of the sorites argument itself.

6.1 S’valuations

Subvaluationists and supervaluationists offer identical pictures about how vague language works; they differ solely in their theory of truth. Because their overall theories are so similar, this section will often ignore the distinction between the two; when that’s happening, I’ll refer to them all as s’valuationists. §6.1.1 presents the shared portion of the s’valuationist view, while §6.1.2 goes on to lay out the difference between subvaluational and supervaluational theories of truth, and offers some criticism of both the subvaluationist and supervaluationist approaches.

6.1.1 The shared picture

It’s difficult to suppose that there really is a single last noonish second, or a single oldest child, &c.\(^3\) Nonetheless, a classical picture of negation seems to commit us to just that. After all, for each second, the law of excluded middle, \(A \lor \neg A\), tells us it’s either noonish or not noonish, and the law of non-contradiction, \(\neg (A \land \neg A)\), tells us it’s not both. Now, let’s start at noon (since noon is clearly noonish) and move forward second by second. For a time, the seconds are all noonish, but the classical picture seems to commit us to there being a second—just one second!—that tips the scale over to non-noonishness.

Many have found it implausible to think that our language is pinned down that precisely, and some of those who have found this implausible (eg Fine (1975)) have found refuge in an s’valuational picture. The key idea is this: we keep that sharp borderline (classicality, as noted above, seems to require it), but we allow that there are many different places it might be. The s’valuationists then take vagueness to be something like ambiguity: there are many precise extensions that a vague predicate might have, and (in some sense) it has all of them.\(^4\) It’s important that this ‘might’ not be interpreted epistemically; the idea is not that one of these extensions is the one, and we just don’t know which one it is. Rather, the idea is that each potential extension is part of the meaning of the vague predicate. Call these potential extensions ‘admissible precisifications’.

The phenomenon of vagueness involves a three-part structure *somehow*; on this just about all

\(^3\)Although not un-supposable; see eg (Sorensen, 2001), (Williamson, 1994) for able defenses of such a position.

\(^4\)NB: S’valuationists differ in the extent to which they take vagueness to be like ambiguity, but they all take it to be like ambiguity in at least this minimal sense.
theorists are agreed. Examples: for a vague predicate $F$, epistemicists (eg Williamson (1994)) consider 1) things that are known to be $F$, 2) things that are known not to be $F$, and 3) things not known either to be $F$ or not to be $F$; while standard fuzzy theorists (eg Machina (1972), Smith (2008)) consider 1) things that are absolutely $F$, or $F$ to degree 1, 2) things that are absolutely not $F$, or $F$ to degree 0, and 3) things that are neither absolutely $F$ nor absolutely not $F$. S’valuationists also acknowledge this three-part structure: they talk of 1) things that are $F$ on every admissible precisification, 2) things that are not-$F$ on every admissible precisification, and 3) things that are $F$ on some admissible precisifications and not-$F$ on others.

Consider ‘noonish’. It has many different precisifications, but there are some precisifications that are admissible and others that aren’t. (100a)–(101b) give four sample precisifications; (100a) and (100b) are admissible precisifications for ‘noonish’, but (101a) and (101b) aren’t.5

(100)  a. \[ \{ x : x \text{ is between 11:40 and 12:20} \} \]
   b. \[ \{ x : x \text{ is between 11:45 and 12:30} \} \]
(101)  a. \[ \{ x : x \text{ is between 4:00 and 4:30} \} \]
   b. \[ \{ x : x \text{ is between 11:40 and 11:44, or } x \text{ is between 12:06 and 12:10, or } x \text{ is between 12:17 and 12:22} \} \]

There are at least a couple ways, then, for a precisification to go wrong, to be unadmissible. Like (101a), it might simply be too far from where the vague range is; or like (101b), it might fail to respect what are called penumbral connections. 12:22 might not be in every admissible precisification of ‘noonish’, but if it’s in a certain admissible precisification, then 12:13 ought to be in that precisification too. After all, 12:13 is more noonish than 12:22 is. Since this is a connection within the penumbra of a single vague predicate, we can follow Fine (1975) in calling it an *internal* penumbral connection.

Admissible precisifications also must respect external penumbral connections. The key idea here is that the extensions of vague predicates sometimes depend on each other. Consider the borderline between green and blue. It’s sometimes claimed that something’s being green rules out its also being blue. If this is so, then no admissible precisification will count a thing as both green and blue, even if some admissible precisifications count it as green and others count it as blue. In order to handle this

---

5At least in most normal contexts. Vague predicates seem particularly context-sensitive, although they are not the only predicates that have been claimed to be (see eg (Recanati, 2004), (Wilson & Sperber, 2002)). For the purposes of this paper, I’ll assume a single fixed (non-wacky) context; these are theories about what happens within that context. Some philosophers (eg Raffman (1994)) have held that taking proper account of context is itself sufficient to dissolve the problems around vagueness, but that sort of view faces its own difficulties (see eg (Stanley, 2003)).
phenomenon in general, it’s crucial that we count precisifications not as precisifying one predicate at a time, but instead as precisifying multiple predicates simultaneously. That way, they can give us the requisite sensitivity to penumbral connections.

S'valuational models

Now that we’ve got the core of the idea down, let’s see how it can be formally modeled. An SV model $M$ is a tuple $(D, I, P)$ such that $D$, the domain, is a set of objects; $I$ is a function from terms in the language to members of $D$; and $P$ is a set of precisifications: functions from predicates to subsets of $D$.

We then extend each precisification $p \in P$ to a valuation of the full language. For an atomic sentence $Fa$, a precisification $p \in P$ assigns $Fa$ the value 1 if $I(a) \in p(F)$, 0 otherwise. This valuation of the atomics is extended to a valuation of the full language (in $\wedge$, $\vee$, $\neg$, $\forall$, $\exists$) in the familiar classical way. In other words, each precisification is a full classical valuation of the language, using truth values from the set $V_0 = \{1, 0\}$.

Then the model $M$ assigns a value to a sentence simply by collecting into a set the values assigned to the sentence by $M$’s precisifications: $M(A) = \{v \in V_0 : \exists p \in P(p(A) = v)\}$. Thus, models assign values to sentences from the set $V_i = \{\{1\}, \{0\}, \{1, 0\}\}$. Note that so far, these values are uninterpreted; they work merely as a record of a sentence’s values across precisifications. $M(A) = \{1\}$ iff $A$ gets value 1 on every precisification in $M$; $M(A) = \{0\}$ iff $A$ gets value 0 on every precisification in $M$; and $M(A) = \{1, 0\}$ iff $A$ gets value 1 on some precisifications in $M$ and 0 on others.

6.1.2 Differences in interpretation and consequence

The s’valuationists agree on the interpretation of two of these values: $\{1\}$ and $\{0\}$. If $M(A) = \{1\}$, then $A$ is true on $M$. If $M(A) = \{0\}$, then $A$ is false on $M$. But the subvaluationist and the supervaluationist differ over the interpretation of the third value: $\{1, 0\}$.

The supervaluationist claims that a sentence must be true on every precisification in order to be true simpliciter, and false on every precisification in order to be false simpliciter. Since the value $\{1, 0\}$

---

6 There are many ways to build s’valuational models. In particular, one might not want to have to fully precisify the language in order to assign truth-values to just a few sentences. Nonetheless, the approach to be presented here will display the logical behavior of s’valuational approaches, and it’s pretty simple to boot. So we can get the picture from this simple approach.

7 And from propositional variables directly to classical truth-values, if one wants bare propositional variables in the language. Vague propositional variables can be accommodated in this way as well as precise ones.
records a sentence’s taking value 1 on some precisifications and 0 on others, when \( M(A) = \{1, 0\} \), \( A \) is neither true nor false on \( M \) for the supervaluationist.

The subvaluationist, on the other hand, claims that a sentence has only to be true on some precisification to be true *simpliciter*, and false on some precisification in order to be false *simpliciter*. So, when \( M(A) = \{1, 0\} \), the subvaluationist says that \( A \) is both true and false on \( M \).

Both define consequence in the usual way (via truth-preservation):

\[
\Gamma \models \Delta \quad \text{iff, for every model } M, \text{ either } \delta \text{ is true on } M \text{ for some } \delta \in \Delta, \text{ or } \gamma \text{ fails to be true on } M \text{ for some } \gamma \in \Gamma. \quad (102)
\]

Since the subvaluationist and the supervaluationist differ over which sentences are true on a given model (at least if the model assigns \( \{1,0\} \) anywhere), this one definition results in two different consequence relations; call them \( \models_{SB} \) (for the subvaluationist) and \( \models_{SP} \) (for the supervaluationist).

\( \models_{SB} \) and \( \models_{SP} \)

One striking feature of these consequence relations (much-advertised in the case of supervaluations, at least) is their considerable classicality. For example (where \( \models_{CL} \) is the classical consequence relation):

\[
\Gamma \models_{CL} A \quad \text{iff} \quad \models_{SB} A \quad \text{iff} \quad \models_{SP} A \quad (103)
\]

\[
A \models_{CL} \quad \text{iff} \quad A \models_{SB} \quad \text{iff} \quad A \models_{SP} \quad (104)
\]

(103) tells us that these three logics have all the same logical truths, and (104) tells us that they have all the same explosive sentences.9 What’s more, for any classically valid argument, there is a corresponding SB-valid or SP-valid argument:

\[
A_1, \ldots, A_i \models_{CL} B_1, \ldots, B_j \quad \text{iff} \quad A_1 \land \ldots \land A_i \models_{SB} B_1, \ldots, B_j \quad (105)
\]

\[
A_1, \ldots, A_i \models_{CL} B_1, \ldots, B_j \quad \text{iff} \quad A_1, \ldots, A_i \models_{SP} B_1 \lor \ldots \lor B_j \quad (106)
\]

Let’s reason through these a bit.10 Suppose \( A_1, \ldots, A_i \models_{CL} B_1, \ldots, B_j \). Then, since every precification is classical, every precification \( p \) (in every model) that verifies all the \( A \)s will also

---

8Note that this is a multiple-conclusion consequence relation. One can recover a single-conclusion consequence relation from this if one is so inclined, but for present purposes the symmetrical treatment will be more revealing. See eg (Restall, 2005b) for details, or (Hyde, 1997) for application to s’valuations. See also (Keefe, 2000) for arguments against using multiple-conclusion consequence, and (Hyde, 2006) for a response.

9Explosive sentences are sentences from which one can derive any conclusions at all, just as logical truths are sentences that can be derived from any premises at all. It’s a bit sticky calling them ‘logical falsehoods’, as may be tempting, since some sentences (in SB at least) can be false without failing to be true. And I want to shy away from ‘contradiction’ here too, since I’m going to mean by that a sentence of the form \( A \land \neg A \), and such a sentence will be explosive here but not in the eventual target system.

10This paragraph proves only the LTR directions, but both directions indeed hold; see (Hyde, 1997) for details.
verify one of the Bs. Consider the same argument subvaluationally; one might have all the premises true in some model (because each is true on some precisification or other), without having all the premises true in the same precisification; thus, there’s no guarantee that any of the Bs will be true on any precisification at all. On the other hand, if one simply conjoins all the premises into one big premise, then if it’s true in a model at all it guarantees the truth of all the As on (at least) a single precisification, and so one of the Bs must be true on that precisification, hence true in the model.

Similar reasoning applies in the supervaluational case. If all the As are true in a model, then they’re all true on every precisification; nonetheless it might be that none of the Bs is true on every precisification; all the classical validity guarantees is that each precisification has some B or other true on it. But when we disjoin all the Bs into one big conclusion, that disjunction must be true on every precisification, so the argument is SP-valid.

Note that (105) and (106) guarantee that $\models_{SB}$ matches $\models_{CL}$ on single-premise arguments, and that $\models_{SP}$ matches $\models_{CL}$ on single-conclusion arguments. It is apparent that there is a close relationship between classical logic, subvaluational logic, and supervaluational logic. What’s more, for every difference between SB and CL, there is a dual difference between SP and CL, and vice versa. This duality continues as we turn to the logical behavior of the connectives:

\begin{align*}
(107) & \quad a. \ A, B \not\models_{SB} A \land B \\
& \quad b. \ A, \neg A \not\models_{SB} A \land \neg A \\
(108) & \quad a. \ A \lor B \not\models_{SP} A, B \\
& \quad b. \ A \lor \neg A \not\models_{SP} A, \neg A
\end{align*}

(107a) (and its instance (107b)) is dual to (108a) (and its instance (108b)). It is often remarked about supervaluations that it’s odd to have a disjunction be true when neither of its disjuncts is, but this oddity can’t be expressed via $\models_{SP}$ in a single-conclusion format.\textsuperscript{11} Here, in a multiple-conclusion format, it becomes apparent that this oddity is an oddity in the supervaluational consequence relation, not just in its semantics. And of course, there is a parallel oddity involving conjunction for the subvaluationist.

Disjunction and conjunction can be seen as underwriting existential and universal quantification, respectively, so it is no surprise that the oddities continue w/r/t quantification. A sample:

\begin{align*}
(109) & \quad a. \ F_a, F_b, \forall x (x = a \lor x = b) \not\models_{SB} \forall x (Fx)
\end{align*}

\textsuperscript{11}This, essentially, is Tappenden (1993)’s ‘objection from upper-case letters’. With multiple conclusions, there’s no need for upper-case letters; the point can be made in any typeface you like.
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The cause is as before: in the SB case there is no guarantee that the premises are true on the same precisification, so they cannot interact to generate the conclusion; while in the SP case there is no guarantee that the same one of the conclusions is true on every precisification, so it may be that neither is true simpliciter. In the supervaluational case, consequences for quantification have often been noted; but of course they have their duals for the subvaluationist.

What to say about borderline cases?

This formal picture gives rise to certain commitments about borderline cases. (I assume here that every theorist is committed to all and only those sentences they take to be true.) Assume that 12:23 is a borderline case of ‘noonish’. The subvaluationist and the supervaluationist agree in their acceptance of (111a)–(111b), and in their rejection of (112a)–(112b):

(a) 12:23 is either noonish or not noonish.

(b) It’s not the case that 12:23 is both noonish and not noonish.

(111)  

(112)  

On the other hand, they disagree about such sentences as (113a)–(113b):

(a) 12:23 is noonish.

(b) 12:23 is not noonish.

The subvaluationist accepts both of these sentences, despite her rejection of their conjunction, (112b). On the other hand, the supervaluationist rejects them both, despite her acceptance of their disjunction, (111a). So the odd behavior of conjunction and disjunction observed above isn’t simply a theoretical possibility; these connectives misbehave every time there’s a borderline case of any vague predicate.

The biggest trouble for either the subvaluationist or the supervaluationist is presumably justifying their deviant consequence relations, especially their behavior around conjunction and universal quantification (for the subvaluationist) or disjunction and existential quantification (for the supervaluationist). At least prima facie, one would think that a conjunction is true iff both its conjuncts

\[ \exists x(Fx), \forall x(x = a \lor x = b) \not\models_{SP} Fa, Fb \]

For example, consider the sentence ‘There is a last noonish second’. It is true for the supervaluationist, but there is no second \( x \) such that ‘\( x \) is the last noonish second’ is true for the supervaluationist.
are, or that a disjunction is true iff one disjunct is, but the s’valuationists must claim that these appearances are deceiving.

The trouble is generated by the lack of truth-functional conjunction and disjunction in these frameworks. Consider the subvaluational case. If $A$ is true, and $B$ is true, we’d like to be able to say that $A \land B$ is true. In some cases we can, but in other cases we can’t. The value of $A \land B$ depends upon more than just the value of $A$ and the value of $B$; it also matters how those values are related to each other precisification to precisification. It’s this extra dependence that allows s’valuational approaches to capture ‘penumbral connections’, as argued for in Fine (1975). Unfortunately, it gets in the way of sensible conjunctions and disjunctions.

6.2 LP and K$_3$

This trouble can be fixed as follows: we keep the s’valuationist picture for atomic sentences, but then use familiar truth-functional machinery to assign values to complex sentences. This will help us retain more familiar connectives, and allow us to compute the values of conjunctions and disjunctions without worrying about which particular conjuncts or disjuncts we use.

6.2.1 The shared picture

The informal picture, then, is as follows: to evaluate atomic sentences, we consider all the ways in which the vague predicates within them can be precisified. For compound sentences, we simply combine the values of atomic sentences in some sensible way. But what sensible way? Remember, we’re going to end up with three possible values for our atomic sentences—{1}, {0}, and {1,0}—so we need sensible three-valued operations to interpret our connectives. Here are some minimal desiderata for conjunction, disjunction, and negation:

(114) Conjunction:

a. $A \land B$ is true iff both $A$ and $B$ are true.

b. $A \land B$ is false iff either $A$ is false or $B$ is false.

(115) Disjunction:

a. $A \lor B$ is true iff either $A$ is true or $B$ is true.

b. $A \lor B$ is false iff both $A$ and $B$ are false.

(116) Negation:
a. \(\neg A\) is true iff \(A\) is false.

b. \(\neg A\) is false iff \(A\) is true.

These desiderata alone rule out the s’valuationist options: as is pointed out in (Varzi, 2000), SB violates the RTL directions of (114a) and (115b), while SP violates the LTR directions of (114b) and (115a).

As before, we’ll have two options for interpreting \{1,0\}: we can take it to be both true and false, like the subvaluationist, or we can take it to be neither true nor false, like the supervaluationist. Since the above desiderata are phrased in terms of truth and falsity, it might seem that we need to settle this question before we find appropriate operations to interpret our connectives. It turns out, however, that the same set of operations on values will satisfy the above desiderata whichever way we interpret \{1,0\}.

LP/K\(_3\)

These are the operations from either strong Kleene logic (which I’ll call K\(_3\); see eg (Kripke, 1975)) or Priest’s Logic of Paradox (which I’ll call LP; see eg (Priest, 1979)). Consider the following lattice of truth values:

\[
\begin{array}{c}
\{1\} \\
\{1,0\} \\
\{0\}
\end{array}
\]

Take \(\land\) to be greatest lower bound, \(\lor\) to be least upper bound, and \(\neg\) to reverse order (it takes \{1\} to \{0\}, \{0\} to \{1\}, and \{1,0\} to itself). Note that these operations satisfy (114a)–(116b); this is so whether \{1,0\} is interpreted as both true and false or as neither true nor false. For example, consider (115a). Suppose we interpret \{1,0\} LP-style, as both true and false. Then a disjunction is true (has value \{1\} or \{1,0\}) iff one of its disjuncts is: RTL holds because disjunction is an upper bound, and LTR holds because disjunction is least upper bound. On the other hand, suppose we interpret \{1,0\} K\(_3\)-style, as neither true nor false. Then a disjunction is true (has value \{1\}) iff one of its disjuncts is: again, RTL because disjunction is an upper bound and LTR because it’s least upper bound. Similar reasoning establishes all of (114a)–(116b). So the LP/K\(_3\) connectives meet our desiderata.
Differences in interpretation and consequence

There are still, then, two approaches being considered. One, the K₃ approach, interprets sentences that take the value \{1,0\} on a model as neither true nor false on that model. The other, the LP approach, interprets these sentences as both true and false on that model. This section will explore the consequences of such a difference.

As before, consequence for both approaches is defined as in (102) (repeated here as (117)):

\[(117) \Gamma \models \Delta \iff \text{for every model } M, \text{ either } \delta \text{ is true on } M \text{ for some } \delta \in \Delta, \text{ or } \gamma \text{ fails to be true on } M \text{ for some } \gamma \in \Gamma.\]

And as before, differences in interpretation of the value \{1,0\} result in differences about ‘true’, and so different consequence relations (written here as \(\models K_3\) and \(\models LP\)).

First, we should ensure that the connectives behave appropriately, as indeed they do, in both K₃ and LP:

\[(118) \quad \begin{align*}
a. &\quad A, B \models LP A \land B \\
b. &\quad A \lor B \models LP A, B
\end{align*}\]

\[(119) \quad \begin{align*}
a. &\quad A, B \models K_3 A \land B \\
b. &\quad A \lor B \models K_3 A, B
\end{align*}\]

As you’d expect given this, so do universal and existential quantification:

\[(120) \quad \begin{align*}
a. &\quad Fa, Fb, \forall x (x = a \lor x = b) \models LP \forall x (Fx) \\
b. &\quad \exists x (Fx), \forall x (x = a \lor x = b) \models LP Fa, Fb
\end{align*}\]

\[(121) \quad \begin{align*}
a. &\quad Fa, Fb, \forall x (x = a \lor x = b) \models K_3 \forall x (Fx) \\
b. &\quad \exists x (Fx), \forall x (x = a \lor x = b) \models K_3 Fa, Fb
\end{align*}\]

Both consequence relations have other affinities with classical consequence, although neither is fully classical:

\[(122) \quad \begin{align*}
a. &\quad \models CL A \iff \models LP A \\
b. &\quad A \models CL \iff A \models K_3
\end{align*}\]

\[(123) \quad \begin{align*}
a. &\quad A, \neg A \nmodels LP B \\
b. &\quad \neg A, A \lor B \nmodels LP B
\end{align*}\]

\[(124) \quad \begin{align*}
a. &\quad A \nmodels K_3 B, \neg B \\
b. &\quad A \nmodels K_3 A \land B, \neg B
\end{align*}\]
(122a) tells us that LP and classical logic have all the same logical truths, while (122b) tells us that K₃ and classical logic have all the same explosive sentences. (123) shows us some of the nonclassical features of $\models_{LP}$; note that the failure of Explosion in (123a) does not come about in the same way as in SB (by failing adjunction), since adjunction is valid in LP, as recorded in (118a). (123b) points out the much-remarked failure of Disjunctive Syllogism in LP. Dual to these nonclassicalities are the non-classicalities of K₃ given in (124).

6.2.2 Vagueness and Ambiguity

As we’ve seen, one clear reason to think that LP and K₃ are better logics of vagueness than SB and SP is the sheer sensibleness of their conjunction and disjunction, which SB and SP lacked. LP and K₃ thus allow us to give an s’valuation-flavored picture of vague predication that doesn’t interfere with a more standard picture of connectives. But there’s another reason why at least some s’valuationists should prefer the truth-functional approach recommended here, having to do with ambiguity.

As we’ve seen, the s’valuational picture alleges at least some similarities between vagueness and ambiguity: at a bare minimum, they both involve a one-many relation between a word and its potential extensions. Some s’valuationists (e.g., Keefe (2000)) stop there, but others (e.g., Fine (1975) in places, Lewis (1982)) go farther, claiming that vagueness is actually a species of ambiguity. For these authors, there is an additional question worth facing: what’s ambiguity like?

Non-uniform disambiguation

Here’s one key feature of ambiguity: when an ambiguous word occurs twice in the same sentence, it can be disambiguated in different ways across its occurrences. For example, consider the word ‘plant’, which is ambiguous between (at least) vegetation and factory. Now, consider the sentence (125):

(125) Jimmy ate a plant, but he didn’t eat a plant.

It’s clear that (125) has a noncontradictory reading; in fact, it has two, assuming for the moment that ‘plant’ is only two-ways ambiguous. ‘Plant’ can take on a different disambiguation at each of its occurrences, even when those occurrences are in the same sentence. If this were not the case, if multiple occurrences of an ambiguous word had to be disambiguated uniformly within a sentence, then the standard method of resolving an apparent contradiction—by finding an ambiguity—couldn’t work. But of course this method does work.
Now, suppose we wanted to build formal models for an ambiguous language. They had better take this fact into account. But SB and SP cannot—they precisify whole sentences at once, uniformly. Hence, SB and SP could not work as logics for ambiguous language.13

LP and K₃, on the other hand, do not have this bad result. They deal with each occurrence of an ambiguous predicate (each atomic sentence) separately, and combine them truth-functionally. Thus, they avoid the bad consequences faced by s’valuational pictures. In fact, it is LP that seems to be a superior logic of ambiguous language. Here’s why: typically, for an ambiguous sentence to be true, it’s not necessary that every disambiguation of it be true; it suffices that some disambiguation is.14

Since it’s clear that LP and K₃ (and LP in particular) are better logics of ambiguity than SB and SP, those s’valuationists who take vagueness to be a species of ambiguity have additional reason to adopt LP and K₃.

Asynchronous precisification

For an s’valuationist who does not take vagueness to be a species of ambiguity, the above argument applies little direct pressure to use LP or K₃, but it raises an interesting issue dividing the truth-functional approaches from the s’valuational approaches: when multiple vague predicates occur in the same sentence, how do the various precisifications of one interact with the various precisifications of the other?

Take the simplest case, where a single vague predicate occurs twice in one sentence. What are the available precisifications of the whole sentence? Suppose a model with n precisifications. On the s’valuational pictures, there will be n precisifications for the whole sentence; while on a truth-functional picture there will be n²; every possible combination of precisifications of the predicates is available. This can be seen in the LP/K₃ connectives; for example, where ∧₀ is classical conjunction,

\[ M(A \land B) = \{ a \land_0 b : a \in M(A), b \in M(B) \} \]

M(A) and M(B), recall, are sets of classical values. M(A \land B) is then obtained by pulling a pair of classical values, one from M(A) and one from M(B), conjoining these values, and repeating for every possible combination, then collecting all the results into a set. In other words, on this picture, every precisification ‘sees’ every other precisification in a compound sentence formed with \( \land \); multiple predicates are not precisified in lockstep. The same holds, mutatis mutandis, for \( \lor \).

---

13 Pace Fine (1975), who, in a footnote, proposes SP as a logic for ambiguous language. As noted above, this would make it impossible to explain how one resolves a contradiction by finding an ambiguity—a very bad result.

14 Lewis (1982) argues for LP, in particular, as a logic of ambiguity, and mentions vagueness as one sort of ambiguity.
6.2.3 What to say about borderline cases?

So much for the logical machinery. What do these approaches say about borderline cases of a vague predicate? Suppose again that 12:23 is a borderline case of ‘noonish’. Consider the following list of claims:

(127) a. 12:23 is noonish.
   b. 12:23 is not noonish.
   c. 12:23 is both noonish and not noonish.
   d. 12:23 is neither noonish nor not noonish.
   e. It’s not the case that 12:23 is both noonish and not noonish.
   f. 12:23 is either noonish or not noonish.

All of these are familiar things to claim about borderline cases, although a common aversion to contradictions among philosophers means that some of them, like (127c), are more likely to be heard outside the classroom than in it. All these claims receive the value \{1,0\} in a model that takes 12:23 to be a borderline case of noonish. The LP partisan, then, will hold all of these to be true, while the K₃ partisan will hold none of them to be true. Which interpretation of \{1,0\} is more plausible, then? If we are to avoid attributing massive error to ordinary speakers (and ourselves, a great deal of the time), the LP story is far superior. Accordingly, for the remainder of the paper I’ll focus in on LP, setting K₃ aside.

6.3 Higher-order vagueness

Of course, there is some well-known trouble alleged to be waiting in the wings for any three-valued approach to vagueness: the phenomenon of higher-order vagueness. This section evaluates the LP approach’s response to the phenomenon, focusing first on the case of 2nd-order vagueness, and then generalizing the response to take in higher orders as well.

6.3.1 2nd-order vagueness

So far, we’ve seen a plausible semantics for vague predicates that depends crucially on the notion of an ‘admissible precisification’. A vague atomic sentence is true iff it’s true on some admissible precisification, false iff false on some admissible precisification. But which precisifications are admissible? Consider ‘noonish’. Is a precisification that draws the line at 12:01 admissible, or is it
too early? It has seemed to many theorists (as it seems to me) that ‘admissible’ in this use is itself vague. Thus, we’ve run into something of the form of a revenge paradox: theoretical machinery invoked to solve a puzzle works to solve the puzzle, but then the puzzle reappears at the level of the new theoretical machinery.\footnote{See eg (Beall, 2008) for a discussion of revenge.}

It would be poor form to offer an account of the vagueness of ‘admissible’ that differs from the account offered of the vagueness of ‘noonish’. After all, vagueness is vagueness, and similar problems demand similar solutions.\footnote{This is sometimes called the ‘principle of uniform solution’. For discussion, see eg (Colyvan, 2008), (Priest, 2002).}

So let’s see how the account offered above applies to this particular case of vagueness.

What do we do when a precisification is borderline admissible—that is, both admissible and not admissible? We consider various precisifications of ‘admissible’. This will kick our models up a level, as it were. Models (call them level-2 models, in distinction from the level-1 models of §6.2) now determine not sets of precisifications, but sets of sets of precisifications. That is, a level-2 model is a tuple \(\langle D, I, P_2 \rangle\), where \(D\) is again a domain of objects, \(I\) is again a function from terms in the language to members of \(D\), and \(P_2\) is a set whose members are sets of precisifications.

Every individual precisification \(p\) works as before; it still assigns each atomic sentence \(A\) a value \(p(A)\) from the set \(V_\emptyset = \{1, 0\}\). Every set of precisifications assigns each atomic sentence a value as well: a set \(P_I\) of precisifications assigns to an atomic \(A\) the value \(P_I(A) = \bigcup_{p \in P_I} \{p(A)\}\). These values come from the set \(V_I = \wp(V_\emptyset) - \emptyset = \{\{1\}, \{0\}, \{1, 0\}\}\). That is, sets of precisifications work just like level-1 models, as far as atomics are concerned; they simply collect into a set the values assigned by the individual precisifications. A level-2 model \(M = \langle D, I, P_2 \rangle\) assigns to every atomic \(A\) a value \(M(A) = \bigcup_{P_I \in P_2} \{P_I(A)\}\). It simply collects into a set the values assigned to \(A\) by the sets of precisifications in \(P_2\), so it assigns values from the 7-membered set \(V_2 = \wp(V_I) - \emptyset = \{\{\{1\}\}, \{\{0\}\}, \{\{1\}\}, \{\{1, 0\}\}, \{\{0\}, \{1, 0\}\}, \{\{1\}, \{0\}\}, \{\{1\}, \{0\}, \{1, 0\}\}\}\).

In applications to vagueness, presumably only five of these values will be needed. Not much hangs on this fact in itself, but it will better show the machinery of the theory if we take a moment to see why it’s likely to be so. Let’s look at how level-2 models are to be interpreted. Take a model \(M = \langle D, I, P_2 \rangle\). Each member \(P_I\) of \(P_2\) is an admissible precisification of ‘admissible precisification’. Some precisifications, those that are in any admissible precisification of ‘admissible precisification’, will be in every such \(P_I\). Others, those that are in no admissible precisification of ‘admissible precisification’, will be in no such \(P_I\). And still others, those precisifications on the
borderline of ‘admissible precisification’, will be in some of the $P_i$s but not others.

Now let’s turn to ‘noonish’. 12:00 is in every admissible precisification of ‘noonish’, no matter how one precisifies ‘admissible precisification’; 12:23 is in some admissible precisifications but not others, no matter how one precisifies ‘admissible precisification’; and 20:00 is in no admissible precisifications of ‘noonish’, no matter how one precisifies ‘admissible precisification’. So far so good—and so far, it all could have been captured with a level-1 model.

But there is more structure to map. Some moment between 12:00 and 12:23—let’s say 12:10 for concreteness—is in every admissible precisification of ‘noonish’ on some admissible precisifications of ‘admissible precisification’, and in some admissible precisifications of ‘noonish’ but not others on some admissible precisifications of ‘admissible precisification’. And some moment between 12:23 and 20:00—let’s say 12:34—is in no admissible precisification of ‘noonish’ on some admissible precisifications of ‘admissible precisification’, and in some admissible precisifications of ‘noonish’ but not others on some admissible precisifications of ‘admissible precisification’.

Here’s a (very toy) model mapping the above structure:

\[(128)\]

a. $D$ = the set of times from 12:00 to 20:00

b. $I$ = the usual map from time-names to times

c. $P_2 = \{\{\{12:00–12:38\}, \{12:00–12:15\}\}, \{\{12:00–12:25\}, \{12:00–12:08\}\}\}\]

Call this model $M$. Now let’s apply it to some atomic sentences: $M(N12:00) = \{\{1\}\}$, $M(N12:10) = \{\{1\}, \{1,0\}\}$, $M(N12:23) = \{\{1,0\}\}$, $M(N12:34) = \{\{1,0\}, \{0\}\}$, and $M(N20:00) = \{\{0\}\}$. One suspects that these five values are all one needs of $V_2$ for (at least most) vague predicates. In order for a sentence to take the value $\{\{1\}, \{0\}, \{1,0\}\}$ on a model, the model would have to be set up so that, depending on the precisification of ‘admissible precisification’, the sentence could be in all admissible precisifications or some but not others or none at all. It seems unlikely that many predicates have admissible precisifications that work like this. For a sentence to take the value $\{\{1\}, \{0\}\}$ on a model, something even weirder would have to happen: the model would have to make it so that, depending on the precisification of ‘admissible precisification’, the sentence could be either true in all admissible precisifications or false in all of them, but there could be no admissible precisification of ‘admissible precisification’ that would allow the sentence to be true on some admissible precisifications but not others. This too seems unlikely. So I suspect that only five

\[17\]Again, assume a context where this is true.

\[18\]For simplicity, we look at only one predicate: $N$ for ‘noonish’. This set is then a set of sets of precisifications for ‘noonish’. Let $\{x–y\}$ be the set of times between $x$ and $y$ inclusive.
of the seven members of $V_2$ are likely to be useful for vague predicates, although (as mentioned above) not much hangs on this.$^{19}$

There is of course the question of interpretation: which of these values counts as true? Again, we should give the same answer here as in the case of first-order vagueness, to avoid ad-hoccery: a sentence is true iff it’s true on some admissible precisification; and so it’s true iff it’s true on some admissible precisification, for some admissible precisification of ‘admissible precisification’. That is, any sentence whose value on a model has a 1 in it anywhere—any sentence whose value isn’t $\{\{0\}\}$—is true on that model.

Connectives

So that’s how our atomics get their values. Of course, we need some way to assign values to compound sentences as well, and the familiar LP operations (call them $\land_1$, $\lor_1$, and $\neg_1$) won’t work—they’re defined only over $V_1$, but our atomics take values from $V_2$. Fortunately, a simple tweak will work, getting us sensible level-2 operations $\land_2$, $\lor_2$, and $\neg_2$ defined over $V_2$.

Recall one of our earlier observations about the LP connectives: in a conjunction, every precisification of one conjunct sees every precisification of the other conjunct (*mutatis mutandis* for disjunction). We can use this to define our level-2 connectives.

Consider the conjunction of two $V_2$ values $u$ and $v$. Remember, values from $V_2$ are sets of values from $V_1$, and we already have well-behaved connectives over $V_1$. To get one potential $V_1$ value for the conjunction, we can pull a $V_1$ value from $u$ and one from $v$, and conjoin them. If we do that in every possible way, and collect all the results into a set, we get a $V_2$ value appropriate to be that value of the conjunction. More formally: $u \land_2 v = \{u' \land_1 v' : u' \in u, v' \in v\}$. The same idea will work for disjunction—$u \lor_2 v = \{u' \lor_1 v' : u' \in u, v' \in v\}$—and negation—$\neg_2 u = \{\neg_1 u' : u' \in u\}$. So let’s simply adopt these as our level-2 connectives.

Consequence

Level-2 models now assign values to every sentence; first the atomics, via the sets of sets of precisifications, and then to all sentences, via the level-2 connectives. What’s more, we have a set $D_2 \subseteq V_2$ of designated values—values that count as true. (Some of them also count as false, of course.) This means that we’re in a position to define level-2 consequence. We do it in the expected way: $\Gamma \vDash_2 \Delta$ iff, for every level-2 model $M$, either $M(\delta) \in D_2$ for some $\delta \in \Delta$, or $M(\gamma) \not\in D_2$ for some $\gamma \in \Gamma$.

$^{19}$Actually I don’t see that anything does.
So we have a full logic erected ‘up a level’ from LP, as it were. At first blush, this might seem like not much of a response to the challenge of 2nd-order vagueness. After all, it seems that we simply abandoned the initial theory and adopted another. That would hardly be a persuasive defense. But in fact that’s not quite what’s happened; as it turns out, $\vdash_2 = \vdash_{LP}$. We haven’t actually abandoned the initial theory—we’ve just offered an alternative semantics for it, one that fits the structure of second-order vagueness quite naturally. What’s more, we haven’t had to invoke any special machinery to do it. Simply re-applying the first-order theory to itself yields this result.

### 6.3.2 Generalizing the construction

Of course, the above construction only works for 2nd-order vagueness, and there is much more to higher-order vagueness than that. In particular, just as it was vague which precisifications are admissible precisifications of ‘noonish’, it’s vague which precisifications are admissible precisifications of ‘admissible precisification’. From the above construction, of course, one can predict the reply: we’ll look at admissible precisifications of ‘admissible precisification of ‘admissible precisification” which is of course itself vague, and so on and so on. Let’s lay out a general picture here.

Let an $n$-set of precisifications be defined as follows: a 0-set of precisifications is just a precisification, and a $(k+1)$-set of precisifications is a set of $k$-sets of precisifications. Let sets $V_n$ of values be defined as follows: $V_0 = \{1, 0\}$, and $V_{k+1} = \wp(V_k) - \emptyset$. A level-$n$ model $M_n$ is then a tuple $(D, I, P_n)$ such that $D$ is a domain of objects, $I$ is a function from terms to members of $D$, and $P_n$ is an $n$-set of precisifications. Consider an atomic sentence $A$. We build up its value $M_n(A)$ as follows: in concert with $I$, every precisification $p$ assigns $A$ a value $p(A)$ from $V_0$, and every $(k+1)$-set $P_{k+1}$ of precisifications assigns $A$ a value $P_{k+1}(A) = \bigcup_{p_k \in P_{k+1}}\{P_k(A)\}$ from $V_{k+1}$. $M_n(A)$ is then just $P_n(A)$. For the level-1 and level-2 cases, this is just the same as the above setup, but of course it extends much farther.

Which values count as true? By parallel reasoning to our earlier cases, any value that contains a 1 at any depth. More precisely, we can define a hierarchy $D_n$ of sets of designated values as follows: $D_0 = \{1\}$, and $D_{k+1} = \{v \in V_{k+1} : \exists u \in v(u \in D_k)\}$.

For the connectives: we define a hierarchy $\land_n, \lor_n, \neg_n$ of operations as follows: $\land_0, \lor_0$, and $\neg_0$ are simply classical conjunction, disjunction, and negation. For values $u_{k+1}, v_{k+1} \in V_{k+1}$, $u_{k+1} \land_{k+1} v_{k+1} = \{u_k \land v_k : u_k \in u_{k+1}, v_k \in v_{k+1}\}$. That is, the a conjunction of sets of values is the set of conjunctions of values from those sets. Similarly for disjunction: $u_{k+1} \lor_{k+1} v_{k+1} =$

---

20For proof, see (Priest, 1984).
\( \{ u_k \vee v_k : u_k \in u_{k+1}, v_k \in v_{k+1} \} \), and for negation: \( \neg_{k+1} u_{k+1} = \{ \neg_k u_k : u_k \in u_{k+1} \} \). Again, this gives us just what we had before in the case where \( n = 1 \) or \( 2 \), but extends much farther.

We are now in a position to define a hierarchy of consequence relations \( \vdash_n \) as follows: \( \Gamma \vdash_n \Delta \) iff, for every \( n \)-level model \( M_n \), either \( M_n(\delta) \in D_n \) for some \( \delta \in \Delta \), or \( M_n(\gamma) \notin D_n \) for some \( \gamma \in \Gamma \). Of course, this simply extends our earlier definition to the new level-\( n \) framework.

### 6.3.3 Good news

Just as in the case of second-order vagueness, this construction allows us to fully map the structure of \( n \)-th-order vagueness for any \( n \). By collecting up (with a bit of jiggering), we can come to an \( \omega \)-valued model that fully maps the structure of all higher-order vagueness. What’s more, just as in the 2nd-order case, we haven’t affected our consequence relation at all; for every \( n \geq 1 \) (including \( \omega \)), \( \vdash_n = \vdash_1 \).

This shows us that, although we can fully map this structure, there is in fact no need to for logical purposes; the logic we define remains unchanged. We may as well stick with the simple three-valued version. (Or any other version we like. I like the three-valued version for its simplicity, but if there’s some reason to prefer another version, then by all means.)

### 6.4 Conclusion: the sorites

We should close by examining the familiar paradox that arises from vague language: the sorites.

1. \( N12:00 \)

Here’s a sample, built on ‘noonish’ (still written \( N \)):

2. \( \forall x[(N x) \rightarrow (N(x + 0:00:01))] \)

3. \( N20:00 \)

Now, before we do any logic at all, we know a few things about this argument. We know that the first premise is true, and that the conclusion is not.\(^{22}\) That leaves us just a few options: we can deny the second premise, or we can deny that \( \rightarrow \) supports modus ponens.\(^{23}\)

Well, what is \( \rightarrow \), anyway?\(^{24}\) There are many possibilities. Each possibility creates a distinct sorites argument. And, while we may think that the sorites argument must be solved in a uniform

---

\(^{21}\)Proof and details can be found in (Priest, 1984). Note as well that the result can be iterated past \( \omega \) into the transfinite; I don’t think that’ll be necessary here, since every new level is created to address the vagueness of some finite predicate.

\(^{22}\)Some have denied this (eg Unger (1979)), but to take such a position seriously is to remove much of the sense of ‘noonish’. And to take it seriously for every vague predicate would make it very hard indeed to talk truly at all.

\(^{23}\)Or we could deny transitivity of entailment, or universal instantiation, but the LP-based solution offered here keeps to the more conservative side of the street.

\(^{24}\)This question is raised forcefully in (Beall & Colyvan, 2001).
way no matter which vague predicate it’s built on, we certainly should not think that it must be solved in a uniform way no matter which binary connective $\rightarrow$ it’s built on.

Some examples. 1) Suppose $A \rightarrow B$ is just $A \land B$. Then surely modus ponens is valid for $\rightarrow$; after all, $B$ would follow from $A \rightarrow B$ alone on this supposition. But the second premise in the sorites is obviously not true, given this interpretation: it simply claims that every moment, along with the moment one second later, is noonish. That’s not at all plausible. So on this interpretation, the sorites is to be answered by rejecting the second premise. 2) Suppose on the other hand that $A \rightarrow B$ is $\neg(A \land \neg A)$. Then the second premise is clearly true, but it just as clearly does not support modus ponens. From $A$ and $\neg(A \land \neg A)$, we cannot conclude $B$.

Of course, $A \land B$ and $\neg(A \land \neg A)$ are silly conditionals. But they make a point: whatever our commitment to uniform solution, it does not hold when we vary the key connective in the sorites argument. We are free to reject the second premise for some readings of $\rightarrow$ and deny modus ponens for others, and this does not make our solution non-uniform in any way worth avoiding. We might both reject the premise and deny modus ponens for some readings of $\rightarrow$. The one thing we cannot do is accept both the premise and the validity of modus ponens, on any single reading of $\rightarrow$.

LP as presented here includes at best a very weak conditional. Its material conditional, defined as $A \supset B := \neg(A \land \neg B)$, does not support modus ponens. Given the theory of vague predicates advanced here, the second premise of the sorites is true if we read $\rightarrow$ as $\supset$. So the present account doesn’t run into any trouble on that version of the sorites. What’s more, as mentioned in (Hyde, 2001), the Stoics sometimes used this form of the argument (the form using ‘for any moment, it’s not the case both that that moment is noonish and that one second later isn’t noonish’), precisely to avoid debates about the proper analysis of conditionals. If we do the same, no trouble ensues.

On the other hand, the most compelling versions of the sorites use the ‘if...then’ of natural language. $\supset$ isn’t a very promising candidate for an analysis of a natural-language conditional, in LP or out of it, because of the well-known paradoxes of material implication (see eg (Routley et al., 1982) for details). What is the right analysis of natural-language conditionals is a vexed issue (to say the least!) and not one I’ll tackle here, so this is not yet a response to the sorites built on ‘if...then’.

For now, we can see that the LP-based approach answers the material-conditional version of the sorites handily.

---

25at least given most theorists’ commitments about the law of non-contradiction, including the commitments of the LP-based approach

26For example, if we read $A \rightarrow B$ simply as $A$.

27This is because modus ponens on $\supset$ is equivalent to disjunctive syllogism, which anyone who takes contradictions seriously ought to reject. See (Priest, 1979) for discussion.
What’s more, it embodies the picture of vague language underlying subvaluationist and super-valuationist motivations in a more natural way than SB and SP themselves do. It also verifies much of our ordinary talk about borderline cases, contradictory and otherwise, and provides a satisfying non-ad-hoc account of higher-order vagueness. In short, LP should be considered a serious contender in the field of nonclassical approaches to the phenomenon of vagueness.
Chapter 7

Contradictions at the borders

7.1 The issue

The purpose of this essay is to shed some light on a certain type of sentence, which I call a \textit{borderline contradiction}. A borderline contradiction is a sentence of the form $Fa \land \neg Fa$, for some vague predicate $F$ and some borderline case $a$ of $F$, or a sentence equivalent to such a sentence. For example, if Jackie is a borderline case of ‘rich’, then ‘Jackie is rich and Jackie isn’t rich’ is a borderline contradiction. Many theories of vague language have entailments about borderline contradictions; correctly describing the behavior of borderline contradictions is one of the many tasks facing anyone offering a theory of vague language.

Here, I first briefly review claims made by various theorists about these borderline contradictions, attempting to draw out some predictions about the behavior of ordinary speakers. Second, I present an experiment intended to gather relevant data about the behavior of ordinary speakers. Finally, I discuss the experimental results in light of several different theories of vagueness, to see what explanations are available. My conclusions are necessarily tentative; I do not attempt to use the present experiment to demonstrate that any single theory is incontrovertibly true. Rather, I try to sketch the auxiliary hypotheses that would need to be conjoined to several extant theories of vague language to predict the present result, and offer some considerations regarding the plausibility of these various hypotheses. In the end, I conclude that two of the theories I consider are better-positioned to account for the observed data than are the others. But the field of logically-informed research on people’s actual responses to vague predicates is young; surely as more data come in we will learn a great deal more about which (if any) of these theories best accounts for the behavior of
ordinary speakers.

7.1.1 Contradictions and borderline cases

In (Ripley, 200xb), I defend a theory of vague language based on the paraconsistent logic LP. This theory predicts borderline contradictions to be true. That is, when a is a borderline case of a vague predicate F, I claim that ‘a is F and a is not F’ is true. Similarly, I claim that ‘a is neither F nor not F’ is true as well, since this follows from the former by a single De Morgan law plus an application of a double-negation rule, both of which are valid in LP. This is a dialetheist theory, since it takes some contradictions to be true.

Other theorists, of various stripes, have not been so sanguine about the truth of borderline contradictions. A few quick examples: Fine (1975) dismisses the idea in a single sentence—“Surely $P \land \neg P$ is false even though P is indefinite”. Williamson’s (1994) much-discussed argument against denials of bivalence works by arguing the denier to a contradiction; assuming the denial of bivalence was initially made about a borderline case, this contradiction will itself be a borderline contradiction. If Williamson thinks this is a dialectically strong argument, as he gives every indication of, borderline contradictions had better not be true. Keefe (2000) offers: “many philosophers would soon discount the paraconsistent option (almost) regardless of how well it treats vagueness, on the grounds of . . . the absurdity of $p$ and $\neg p$ both being true for many instances of $p$”. And Shapiro (2006) claims, “That is, even if one can competently assert $Bh$ and one can competently assert its negation, one cannot competently contradict oneself (dialetheism notwithstanding).” None of these rejections of borderline contradictions offers much in the way of argument; it’s simply taken to be obvious that borderline contradictions are never true, presumably since no contradictions are ever true.

Not all theorists—not even all non-dialetheist theorists—have been so quick with borderline contradictions, though. For example, fuzzy theorists allow for borderline contradictions to be par-

---

1See (Beall & van Fraassen, 2003) for details of this logic.
2Notation changed slightly; note that Fine is here treating borderline cases as “indefinite”.
3Since, for Shapiro, the relevant cases in which one might competently assert $Bh$ and competently assert its negation are all cases where $h$ is a borderline case of $B$, this is a rejection of borderline contradictions.
4Williamson might claim to have an argument for his rejection of borderline contradictions: his defense of classical logic on grounds of its simplicity. Note, though, that that defense is dialectically out of line in the midst of the argument Williamson gives against denials of bivalence; why bother arguing the bivalence-denier to a contradiction, and then appeal to the truth of classical logic to reject the contradiction, when you could simply appeal to the truth of classical logic directly to counter a denial of bivalence? Presumably, Williamson thinks the rejection of borderline contradictions is dialectically more secure than his defense of the full apparatus of classical logic. Thanks to Patrick Greenough for raising this point to me.
tially (up to half) true.\textsuperscript{5} Let’s see how. The usual way of doing things assigns each sentence $A$ a real-number truth value $\nu(A)$ from 0 to 1, inclusive. Then, the values of compound sentences are determined truth-functionally from the values of their components, as follows:

- $\nu(\neg A) = 1 - \nu(A)$
- $\nu(A \land B) = \min(\nu(A), \nu(B))$
- $\nu(A \lor B) = \max(\nu(A), \nu(B))$

It follows from these definitions that a contradiction (conjunction of a sentence with its own negation) can take a value as high as .5. It takes this maximum value when its conjuncts themselves each take value .5—right in the middle of a vague predicate’s borderline. So a fuzzy theorist predicts borderline contradictions to be at least partially true. (This prediction is often held up as a liability of fuzzy theories; see for example (Williamson, 1994).)

### 7.1.2 Predictions about ordinary speakers

Smith (2008, pp. 252–253) lists ten sorts of sentence for which we don’t as yet have clear empirical data about speakers’ intuitions; he resists making many predictions about speakers’ intuitions pending the data. At least three of his categories are borderline contradictions, in my sense, and he’s right: there isn’t much data on speakers’ responses to them.

Some experimenters have taken brief looks at ordinary speakers’ intuitions surrounding vague predicates (for example Bonini et al. (1999)), but these have primarily looked at atomic sentences, whereas the crucial action for theories of borderline contradictions is clearly in compound sentences; empirical work here is still in its infancy.

Few logically-minded theorists of vagueness, then, have bothered being very explicit about what their theories predict about ordinary speakers. In what follows, I’ll talk of “contextualist” or “fuzzy” theories about ordinary speakers, but it may well be that a particular contextualist or fuzzy theorist of vagueness would not want their theory to be taken as a theory about ordinary speakers. My main goal here is to present an experiment and weigh various possible explanations for the result; as such, my comments below don’t bear on any theory that is explicitly not about ordinary speakers.

\textsuperscript{5} At least the usual sort of fuzzy theorists do. See for example (Smith, 2008).
7.2 The experiment

To explore intuitions about contradictions in borderline cases of vague predicates, I conducted an experiment. Participants were 149 undergraduate students at the University of North Carolina. They saw a slide (projected onto a screen) with seven circle/square pairs on it, labeled ‘Pair A’ to ‘Pair G’. In Pair A, at the very top of the slide, the circle was as far from the square as it could be, while in Pair G, at the very bottom of the slide, the circle was touching the square. In between, the remaining five pairs moved the circle bit-by-bit closer to the square. (See Figure 7.1 on page 128.)

It’s difficult to tell exactly what’s a borderline case of ‘near the square’; as many authors have pointed out, the extension of vague predicates like ‘near’ is quite context-dependent, and it can be difficult to tell where the borderline is. For example, if we’re discussing distances between cities, this provides a context in which the circle is near the square in every pair; the distance in the farthest pair is never more than the size of the screen being used, which is surely smaller than the distance between even the closest cities. Nevertheless, I take it that the context provided by this experiment is one in which: in Pair A, the circle is a clear countercase of ‘near the square’ (that is, it is clearly not near the square—after all, it’s as far away from the square as can be projected on the screen), and in Pair G, the circle is a clear case of ‘near the square’. Somewhere in between are the borderline

Figure 7.1: Experimental Stimulus
Participants were randomly assigned to one of four conditions. In each condition, participants were asked to indicate their amount of agreement with a particular sentence as applied to each of the seven circle/square pairs. The four conditions involved four different sentences; each participant, then, saw only one sentence and rated it seven times, once for each pair. Ratings were on a scale from 1 to 7, with 1 labeled ‘Disagree’ and 7 labeled ‘Agree’. The four sentences were:

Conjunction, Non-elided: The circle is near the square and it isn’t near the square.

Conjunction, Elided: The circle both is and isn’t near the square.

Disjunction, Non-elided: The circle neither is near the square nor isn’t near the square.

Disjunction, Elided: The circle neither is nor isn’t near the square.

I’ll discuss the difference between the elided and non-elided cases later. For now, note that each of these sentences has the form of a contradiction. The conjunctions wear their contradictoriness on their faces, while the disjunctions are a bit disguised; but one application of a De Morgan law reveals them to be contradictions as well.

7.2.1 Response Types

Over 90% of participants gave responses that fall into one of four groups. I’ll call these groups flat, hump, slope up, and slope down. Here are the defining characteristics of these groups (see Figure 7.2 on page 130 for frequencies):

Flat: A flat response gives the same number for every question. (24 participants)

Hump: A hump response is not a flat response, and it has a peak somewhere between the first and last question; before the peak, responses never go down from question to question (although they may go up or remain the same), and after the peak, responses never go up from question to question (although they may go down or stay the same). (76 participants)

Slope up: A slope up response is not a flat response, and it never goes down from question to question (although it may go up or stay the same). (22 participants)

Slope down: A slope down response is not a flat response, and it never goes up from question to question (although it may go down or stay the same). (18 participants)

Other: There were a few responses that didn’t fit any of these patterns. (9 participants)
Flat responses, in particular flat 1s (14 participants), look like the sort of response that would be predicted by all those theorists who hold that no contradiction is ever true, even a bit, even in borderline cases. But the majority of responses (76/149 participants) were hump responses.

7.2.2 Agreement to contradictions

Notably, the pattern formed by the mean responses to each pair was a hump pattern (see Figure 7.3 on page 131). The highest mean occurred in response to Pair C; there the mean response was 4.1, slightly above the midpoint of the 1 to 7 scale. In other words, participants exhibit higher levels of agreement to these apparent contradictions when they are about borderline cases; they do not reject what appear to be borderline contradictions. In fact, they seem to make it to at least ambivalence (and see §7.3.5 for evidence that participants make it well past ambivalence, to full agreement in many cases).

The discussion that follows in §7.3 will consider various explanations for participants’ agreement, partial or full, with these sentences. I’ll focus discussion on the relatively large number of hump responses; a fuller discussion would consider potential explanations for the flat and slope groups as well.6

---

6 Question type (conjunction vs. disjunction) had a significant effect on response type ($\chi^2(4, N = 149) = 11.27, p < .05$). However, this effect disappeared when the two slope response types were lumped together ($\chi^2(3, N = 149) =$
7.3 Interpretations

7.3.1 The options

It seems at first blush that we have substantial numbers of participants agreeing, at least somewhat, with borderline contradictions of various sorts. When it comes to interpreting this behavior, we can divide interpretations into three broad sorts: first, it might be that what participants are agreeing to isn’t really a contradiction; second, it might be that they are really agreeing to a contradiction, but that they’re somehow mistaken; and third, it might be that they are really agreeing to a contradiction, and are not mistaken.

7.3.2 Contextual factors

This explanation falls into the “not really a contradiction” category.

Here’s one way to explain the relatively high levels of assent to sentences like ‘The circle is near the square and it isn’t near the square’ and ‘The circle neither is near the square nor isn’t near the square’: participants take the phrase ‘near the square’ to have subtly different extensions in each case, treating ‘both near and not’ as ‘near’ and ‘neither near nor not’ as ‘not near’. More study would be needed to definitively interpret the slope responses.

2.76, \( p = .43 \). Slope up responses occurred more in response to conjunctions, and slope down responses in response to disjunctions. This makes it seem as though the slope responders tended to ignore the second conjunct in each case, treating ‘both near and not’ as ‘near’ and ‘neither near nor not’ as ‘not near’. More study would be needed to definitively interpret the slope responses.
each of its two occurrences within the sentence. If this is so, their assent to these sentences can be explained without supposing that any participants agree to a contradiction. (For my purposes here, a “contextualist” is not someone who offers any particular theory of vagueness, but rather anyone who thinks that the hump responses in the present experiment are to be explained by appealing to contextual shift in the extension of ‘near the square’.)

Such a contextualist theory can come in one of two flavors: it might hold that ‘near the square’ has these different extensions because it has different contents in each of its uses, or it might hold that ‘near the square’ has the same content in each of its uses, but that nonetheless it has different extensions in different contexts. Following (MacFarlane, 2009), I’ll call the first flavor ‘indexical contextualism’ and the second ‘nonindexical contextualism’. I discuss each in turn.7

**Indexical contextualism**

Indexical contextualism about vague terms is defended in (Soames, 2002). On this theory, different uses of vague terms can express different properties. This shiftiness is understood as the very same shiftiness exhibited by such indexical expressions as ‘here’, ‘now’, ‘you’, ‘tomorrow’, &c. For example, let’s focus on ‘you’. ‘You’, let’s suppose, picks out a certain person: the person being addressed when it’s uttered. Now, imagine someone uttering the following sentence: ‘Mona sees you, and Louie sees you’. It should be clear that the two occurrences of ‘you’ in such an utterance might pick out different people; just imagine the context changing in the right way (that is, so that the first half of the sentence is addressed to someone different than the second half).

On an indexical contextualist theory, something just like this might be happening in the sentence ‘The circle is near the square and not near the square’; the first occurrence of ‘near the square’ can pick out one property, and the second some other property. Of course, for this to be the case there would have to be some relevant shift in context between the two occurrences, and the indexical contextualist would have to provide some story about what the relevant context is and why it shifts.8 Even with such a story in hand, though, the indexical contextualist runs into some difficulties with the experimental data.

The difficulty arises with the elided sentences: ‘The circle both is and isn’t near the square’ and

---

7 Besides the difference between indexical and nonindexical contextualism, there is another difference in the area: the difference between theories that posit sensitivity to context-of-use (sometimes called “contextualist”) and theories that posit sensitivity to context-of-assessment (sometimes called “relativist”). I’ll ignore that distinction; for my purposes here, I’m happy to lump the relativists in with the contextualists.

8 Of course, this requirement is not unique to the indexical contextualist; every contextualist needs such a story. I won’t be concerned with the details of such stories here—see for example (Raffman, 1996), (Shapiro, 2006), or (Soames, 1998). (NB: Raffman and Shapiro are not indexical contextualists.)
‘The circle neither is nor isn’t near the square’. Each of these sentences contains only one occurrence of ‘near the square’. It’s clear, though, that indexicals, in these circumstances, can have only a single interpretation. Compare our earlier ‘Mona sees you, and Louie sees you’ to ‘Mona sees you, and Louie does too’. Even with the same shift in context (that is, with the second half of the sentence addressed to someone different than the first half), the second sentence must report that Mona and Louie see the very same person. Since there’s only one occurrence of ‘you’, it can only pick out one person.9

Thus, the indexical contextualist should predict that, although participants might agree to the non-elided sentences, they should not agree to the elided sentences, since the mechanism invoked to explain participants’ agreement in the non-elided cases can’t operate in the elided cases. Participants simply should not agree with elided sentences. At the very least, they should agree less than they do with the non-elided sentences. This prediction is not borne out. If we consider each participants’ maximum level of agreement, there is no significant difference between responses to elided and non-elided sentences.10 Nor is there a difference in response types (flat, hump, &c.) between elided and non-elided cases.11 If participants’ agreement to these apparent contradictions, then, is to be explained by appealing to context, that context can’t be operating in the way that context operates on indexicals.12

**Nonindexical contextualism**

Is there another way, then, for context to come into play? The nonindexical contextualist thinks so. I think nonindexical contextualism, suitably filled in, provides one of the more plausible explanations for the results of the present study. The task of this section will be to present some constraints that the nonindexical contextualist must satisfy to explain the observed results.

---

9 Similar phenomena arise around (at least) demonstratives, definite descriptions, and proper names. In each of the following pairs, the first member allows a shift where the second does not:

- Mary’s buying that, unless Murray buys that
- Mary’s buying that, unless Murray does
- Put your bag on the table, and your books on the table
- Put your bag on the table, and your books too
- Esmerelda went to the store, and Esmerelda bought some fish
- Esmerelda went to the store and bought some fish

10 As measured by a one-way ANOVA, $F(1, 148) = .24, p = .62$.

11 $\chi^2(4, N = 149) = 1.98, p = .74$.

12 This is similar to the argument in (Stanley, 2003), except that Stanley fails to distinguish between indexical and nonindexical contextualism. See (Raffman, 2005) for details.
To see how nonindexical contextualism works, let's consider an indexical case in more detail. Consider an utterance, by me, of the sentence 'I like to dance'. The occurrence of 'I' in that utterance refers to me, so the whole utterance has the content *Dave likes to dance*.[^13] That content is (very) true, but it might have been false; it is true with regard to the world we find ourselves in, and false with regard to other possible worlds. So, in determining the extension (truth-value) of the utterance from its content, we need to take something more into account: we must consider at least which possible world we're in. The nonindexical contextualist finds a role for context in just this way—in the step from content to extension. They can offer various theories, still, about which contextual factors come into play; the key for the nonindexical contextualist is *when* those factors do their work.[^14]

So what would a nonindexical contextualist offer as a take on the present study? Let's start with 'The circle is near the square and it isn’t near the square'. The indexical contextualist held that this sentence ascribes one property ('near the square' in context 1) and the negation of *some other* property ('near the square' in context 2) to the circle; its content was thus baldly noncontradictory. But the nonindexical contextualist doesn’t go this route; she’ll say that the sentence ascribes one property (nearness-to-the-square) and the negation of *that very property* to the circle. In order to avoid contradiction, then, she must say that the one property has two different extensions with regard to two different contexts. Importantly, those contexts must both be at play in the interpretation of the single sentence.[^15] If context is ephemeral, dependent on, say, a transient mental state of the judge (as in (Raffman, 1996)), then this should be possible. On the other hand, if context is coarser-grained, dependent on only things like world, approximate time, location, speaker, and the like, then we can see that context could not have changed mid-sentence, and so a contextualist explanation couldn’t get off the ground.

By examining the elided conditions in the present study, we can see further constraints on a workable nonindexical contextualist theory. We’ve already seen that, for this explanation to work, the relevant features of the context in play must be relatively fine-grained. The elided conditions provide us evidence about which context it is that comes into play. Consider ‘The circle both is and

[^13]: I ignore any possible context-sensitivity, of any sort, in 'likes to dance'.

[^14]: This way of framing the issue owes much to (Kaplan, 1989) and (MacFarlane, 2009).

[^15]: At least for indexical context-sensitivity (and why should nonindexical sensitivity differ?), it seems incontrovertible that multiple contexts can be involved in the interpretation of a single sentence. See note 9, or consider 'I am here now', which can be false if said very slowly while moving very quickly. Some authors, though, have missed this: for example Richard (1993), who writes, 'Switching contexts in the middle of interpreting a sentence is clearly contrary to the spirit, not to speak of the letter, of Kaplan’s approach to indexicals.' (I'm skeptical of his reading of Kaplan.) Other authors have played it down: see (Kaplan, 1989), which makes 'I am here now' come out as a logical truth in its logic of indexicals, or (MacFarlane, 2009), which talks of context affecting whole propositions at once.
isn’t near the square’. For a nonindexical contextualist explanation to work, the context relevant
to determining the extension of ‘near the square’ cannot be the context in which ‘near the square’
is read by the participant. After all, there is only one such context, but the contextualist appeals
crucially to a change in context between two extension-determinations. I see two options for the
nonindexical contextualist: 1) it may be that participants process this sentence into some form
that contains two occurrences of ‘near the square’ or something (conceptual material, presumably)
corresponding to ‘near the square’—then each separate occurrence can be affected by the context in
which it occurs—or 2) it may be that participants evaluate the conjuncts one at a time, retaining
only the truth-value of each conjunct after its evaluation—then each evaluation can be affected by
the context in which it occurs.

I think that nonindexical contextualism, suitably filled-in in the ways described above, offers one
satisfying explanation of the present results. Below, I’ll consider other possible explanations.

### 7.3.3 Noncompositional theories

Another variety of not-really-a-contradiction explanation claims that the sentences in question are
not compositionally interpreted; that ‘The circle is near the square and it isn’t near the square’
directly expresses something like what’s expressed by ‘The circle is a borderline case of “near the
square”’. Perhaps it’s an idiom, or something like an idiom. Then participants’ relatively high level
of agreement could be explained without supposing that they agree to a contradiction.

The problem with such an account is that it’s difficult to see why apparent contradictions would
express borderline-case-ness. How would such an idiom get off the ground? Presumably because
some other explanation canvassed here (in particular, one of the explanations in §§7.3.2, 7.3.5, or
7.3.6) was at one time correct; then language learners, for whatever reason, might have mistaken
their elders’ compositional utterances for direct claims of borderline-case-ness. This fills in the story,
but it does so compositionally. Without some explanation very unlike this (lightning strike?), I don’t
see that a noncompositional theory can avoid essentially appealing to some compositional theory,
and it seems that it will then take on the pros and cons of whatever compositional theory it chooses.

There will be a few extra cons, however. A non-compositional theory must explain why there is
no significant difference in the frequency of observed hump responses between the four experimen-
tal conditions, and why there is no significant difference between the maximum responses given by
participants in these conditions.\(^\text{16}\) Do we have four closely-related idioms? If so, why? In addi-

\(^{16}\)See notes 6, 10, and 11; and note that there was also no significant difference between maximum responses to
conjunctive and disjunctive sentences ($F(1,148) = .53, p = .47$), nor any interaction effect on maximum responses.
tion, this strategy invokes an additional step: learners coming to acquire noncompositional uses of these once-compositionally-used expressions. Without further evidence, a noncompositional theory introduces needless complication; better to stick with a compositional story.

7.3.4 Error theories

So much for explanations that work on the hypothesis that what participants are agreeing to isn’t a contradiction. Among theories that concede that participants are agreeing to a contradiction, error theories of various sorts are available. An error theorist holds that, while participants are in fact agreeing to real contradictions, they are wrong to do so—these contradictions are simply false.

An error theory might work something like those presented in (Eklund, 2005) and (Sorensen, 2001), according to which all competent speakers have dispositions to accept certain falsehoods involving vague predicates, or it might work in a much more informal way, supposing participants to simply be mistaken, not in virtue of being competent speakers, but just in virtue of being confused, or not paying attention, or being misled by the experiment, or some such.

The latter sort of view—the one that simply takes all the participants who agreed with some contradiction to be mistaken for some reason other than their linguistic competence—has an immediate gap: on its own, it offers us no explanation for why participants would make these errors and not others. It could of course be supplemented with some theory about the conditions under which people are likely to make certain errors, and then that supplemental theory could be dealt with on its own merits. I leave it to any proponents of such a supposition to provide these supplemental theories.\(^{17}\)

Consider now the former sort of error theory. Eklund’s view can directly explain why participants would make errors in these cases; it’s part of his theory that competent speakers have a disposition to make errors in the use of vague predicates. But the errors he takes speakers to be disposed to make are not hump-style responses. Rather, he supposes that competent speakers are disposed to believe tolerance principles around their vague predicates. He takes his tolerance principle from (Wright, 1975); for a vague predicate \(F\), the tolerance principle reads:

\[\text{Whereas large enough differences in } F\text{'s parameter of application sometimes matter to the}\]

\(^{17}\)NB: It can’t simply be that participants err randomly under certain conditions; there are very many possible response patterns that simply didn’t occur, or that occurred very rarely, while the hump pattern occurred in more than half of the responses.
justice with which it is applied, some small enough difference never thus matters.\footnoterefname{foot:18}

But belief in a principle like this would not lead participants to give hump-style responses; rather, if it applied at all, it would lead participants to give flat responses, responses not affected by the small differences in the cases they were shown. So while Eklund predicts that participants will make a certain sort of error, he does not predict the hump-style responses given by many participants.

Sorensen (2001) faces a similar problem: although he claims that competent speakers will believe contradictions involving vague predicates, he does not predict the present results. The “contradictions” Sorensen predicts speakers to believe are sentences of the form ‘If a is F, then a’s successor is F too’, where a and its successor are consecutive members of a sorites sequence for F. Since Sorensen is an epistemicist, he thinks there is some sharp cutoff between the Fs and the non-Fs; when a and its successor straddle this sharp cutoff, he believes this conditional to be analytically false. Nonetheless, he thinks, we believe it.

This is essentially the same as Eklund’s view, except for the decision to call these tolerance conditionals “contradictions”. This sort of view, if it can be made to make any predictions at all about the present study, predicts flat responses, not hump responses. So again, this style of view cannot explain the present results.

I suppose someone might hold a view like this: being a competent speaker requires us to believe contradictions like ‘a both is and isn’t F’ when a is a borderline case of F, but nevertheless such contradictions are always false. That view of course would predict the hump responses obtained in the present study. But why would competent speakers believe those falsehoods and not others? Any view of this sort would need to answer that question. Sorensen and Eklund go to great lengths to motivate their claims that speakers believe certain falsehoods; an error theorist of this type would need some story to fill a corresponding role. I know of no error theorist who holds this kind of theory, and so I know of no error theorist who’s attempted to provide such a story.

7.3.5 Fuzzy theories

A fuzzy theory can both 1) allow that participants interpreted the sentences in question as contradictions, and 2) allow that participants might not be mistaken in partial assent to such sentences. This second feature is a virtue for a few reasons. First, as we’ve seen in §7.3.4, no existing error theory predicts speakers to be mistaken in this way; and second, it seems a bit odd to suppose that

\footnoterefname{foot:18} F’s parameter of application is the dimension along which something can vary to make it more or less F; so ‘tall’’s parameter of application is height, ‘bald’’s is amount and arrangement of hair, &c.
speakers are mistaken about what’s near what, when they can see the relevant objects clearly, are deceived in no way about the distance between them, and are not under any time pressure to come to a judgment. A fuzzy theory can allow for non-mistaken (partial) assent to contradictions because on a fuzzy theory contradictions can be partially true, as we saw in §7.1.1.

At first blush, then, it appear that the fuzzy theorist has the resources to account for the responses observed. This appearance is strengthened if we look at the mean responses for each question (see Figure 7.3 on page 131): the clear cases on each end result in mean responses just above 2—very low in agreement—and the mean responses rise gradually as one approaches pair C, where the mean response is just barely above 4, the midpoint in the agreement scale. These data are very much in line with what a fuzzy theorist would most likely predict.

Appearances, though, can be deceiving. Although the mean responses to each question create a pattern congenial to the fuzzy theorist, they do so for a strikingly non-fuzzy reason. This can be brought out by considering the difference between the maximum of the mean responses (4.1) and the mean of the maximum responses (5.3). The majority of responses were hump responses, but not all humps reach their peak in response to pair C, presumably due to slight disagreements between participants on which pairs were the clearest borderline cases. Suppose now that we abstract away from where in the series each response peaks, and simply look at how high the peak is when it’s reached.

If the fuzzy theorist’s formalism maps directly on to participants’ responses, we would expect participants’ responses to these contradictions to peak somewhere around 4, the midpoint. After all, none of these sentences can ever be more than .5 true, on a fuzzy theory. But this is not what happens. In fact, more participants peak at 7—full agreement—than peak at any other response.19 The mean of the maximum responses is 5.3—significantly above 4.20

The fuzzy theorist, faced with these data, should conclude that the fuzzy formalism does not map directly onto participants’ responses, then. Here’s a hypothesis she might offer: perhaps responses as high as 7—full agreement—can still indicate the speech act of .5-assertion. If this is so, then the fuzzy theorist can simply claim that participants who gave very high responses to these sentences were still only .5-asserting them.

I don’t see that this hypothesis is untenable, but it would take some filling in. Presumably a

---

19 Actually, more than twice as many peak at 7 than peak at any other response, and the second-place response is 6. Over half of participants peak at either 6 or 7. See Figure 7.4 on page 139.

20 In fact, this is so for each of the four conditions: for conjunction, non-elled, \(t(43) = 3.96, p < .001\); for conjunction, elided, \(t(39) = 4.719, p < .001\); for disjunction, non-elleded, \(t(28) = 5.67, p < .001\); for disjunction, elided, \(t(35) = 2.81, p < .01\).
response of 7 can also indicate 1-assertion (full assertion), so this hypothesis leads the fuzzy theorist to suppose that a 7-point scale from ‘Disagree’ to ‘Agree’ is not sensitive to the different degrees of assertion participants might wish to make. But if not this sort of scale, then what would be sensitive to those degrees? It seems that the fuzzy theorist appealing to this hypothesis would need to address that question. With an answer to that question in hand, a study like the present one could be conducted, to see whether participants really do indicate .5-assertion to these sentences.

Alternatively, the fuzzy theorist could offer an error theory of some sort. She might allow that although the highest level of assertion appropriate to these sentences is .5, most participants in fact evinced a higher level of assertion, and simply claim that these participants are mistaken. As we’ve seen, such responses are unilluminating unless conjoined with some explanation of why participants would make these mistakes in these circumstances; but there is no reason why a fuzzy theorist couldn’t propose such an explanation.

7.3.6 Dialetheisms

A dialetheic theory like that presented in (Ripley, 200xb) shares some of the features of a fuzzy explanation for the present data: it can allow that, in line with appearances, participants are responding to genuine contradictions; and it can allow that these participants are not mistaken.
What’s more, since a dialetheic theory predicts that the contradictions that occurred in this study are (fully) true, it can predict levels of assent higher than the midpoint values predicted by fuzzy theorists.

This is because, according to this variety of dialetheic theory, the borderline contradictions in the present study are true. The circle really is both near the square and not near the square, when it’s a borderline case of ‘near the square’. And similarly, it’s neither near the square nor not near the square, in the same circumstances. Since participants in the present study were well-positioned to see this, and since they are competent with ‘near the square’, conjunction, disjunction, and negation, they agreed with the borderline contradictions because they recognized them as true.

A dialetheic explanation, then, faces a quite different puzzle from the other theories we’ve seen. The question a dialetheist must answer is not ‘Why so much assent?’ but ‘Why so little?’ As we’ve seen, the mean of the maximum responses was 5.3. Even allowing for ceiling effects, this is unlikely to represent full agreement. But if participants were well-situated to recognize the truth, and the truth is contradictory, why would they not simply fully agree to borderline contradictions? A dialetheist owes some answer here.

Since I defend a dialetheic theory of vagueness elsewhere, I’ll offer a sketch of one possible answer. It’s been alleged among cross-cultural psychologists that people from East Asian cultures are more open to contradictions than are people from Western cultures. These allegations, though, have often used a very wide sense of ‘contradiction’, much wider than that used here. For example, Peng & Nisbett (1999) count all of the following as “tolerating contradictions”:

- Preferring compromise to adversarial dispute resolution
- Preferring proverbs like ‘too humble is half proud’ to proverbs like ‘one against all is certain to fall’
- Reconciling ‘most long-lived people eat fish or chicken’ with ‘it’s more healthy to be a strict vegetarian’

Clearly, their sense of ‘contradiction’ is not the sense in play here; so while they may have found a very real cultural difference, their data do not show anything about cultural acceptance of contradictions, in our sense.

---

21It thus differs from the dialetheic theory proposed in (Hyde, 1997), which holds borderline contradictions to always be false. A Hyde-style dialetheist would presumably resort to an error theory of some variety to explain the present results.
In an attempt to connect this cross-cultural research more directly to the philosopher’s idea of contradiction, Huss & Yingli (2007) ran a cross-cultural study that asked participants in Canada and China for their responses to more paradigm contradictions: the liar paradox, a reductio argument, and most importantly for my purposes here, a borderline contradiction. In particular, they presented their participants with a vignette describing a borderline case of ‘raining’, and asked about the sentence ‘It’s raining and it’s not raining’.

Despite the narrower focus, the results they found were broadly in line with Peng & Nisbett’s research: Huss & Yingli’s Chinese participants were much more willing to agree with the contradictions they saw than were their Canadian counterparts. This suggests that Westerners hold a cultural norm against agreeing with contradictions.\(^\text{22}\)

Suppose this to be true. Then, despite their linguistic competence pushing them to accept the borderline contradictions, subjects in the present experiment (as well as Canadian subjects in Huss & Yingli’s study) may well have had their assent reduced by cultural norms. The effect would be much the same if we were to ask participants for their grammatical (rather than semantic) intuitions about sentences like ‘Which table did you leave the book on?’; although ending a sentence with a preposition is perfectly grammatical in English, the cultural norm against it may well drive participants to reduce their judgments of grammaticality.\(^\text{23}\)

Since work in cross-cultural psychology leads us to suppose that Westerners have a cultural aversion to contradictions in general, we should expect the levels of assent given by university students in North Carolina to be somewhat lower than what would be generated purely by their linguistic competence; once we take this into account, the dialetheist has a straightforward explanation for the middling levels of assent. So it seems that the dialetheist has a plausible explanation for the observed results as well.

### 7.4 Conclusions

When it comes to (apparent) borderline contradictions, then, it seems that the nonindexical contextualist and the dialetheist offer the two most plausible explanations of the observed results. Before I close, I want to draw some attention to the similarities between these views that allow them to succeed where other views do not. I also want to draw attention to just how hard it will be to design

\(^\text{22}\)Note that if contextualism of the sort described in §7.3.2 is right, Huss & Yingli’s sentence was presumably not really interpreted as a contradiction either, at least by those who agreed with it. A contextualist should then probably say that Canadians are more likely to give such a sentence a contradictory reading than Chinese.

\(^\text{23}\)See (Labov, 1996) for examples of this sort of response.
an experiment that could distinguish between these theories.

Note that the nonindexical contextualist, to plausibly explain the results of this study, needed to invoke a relatively fine-grained notion of context. In particular, it seems that context must be able to change for a participant who sees nothing different and doesn’t move. Context must thus be at least difficult to observe. Now, the nonindexical contextualist I’ve envisioned sticks to classical logic at the level of extensions. But since it’s very difficult to tell when we’ve changed context, this means that the logic of properties we’ll use to generate experimental predictions will blur across contexts. And when you blur classical logic in this way, the result is the paraconsistent logic LP. (See (Lewis, 1982) and (Brown, 1999) for details and discussion.)

On the other hand, the dialetheist view I defend in (Ripley, 200xb) holds LP to be the correct logic of vagueness even in a single context. Thus, it could be quite tricky to find an experimental wedge between the two views. The key to such a wedge would come from some operationalization of the notoriously slippery term ‘context’. The contextualist and the dialetheist make different predictions about what will happen in a single context. I leave this issue for future work.25

24 NB: the dialetheist is under no obligation to use a fine-grained context, although she might find reason to.

25 Acknowledgements...
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