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1. EXECUTIVE SUMMARY

The Coast Survey Development Laboratory (CSDL) of the National Ocean Service (NOS) previously
developed an Extratropical Surge and Tide Operational Forecast System (ESTOFS) for the US coastal
waters (Funakoshi et al. 2013). Now, to extend the capability of ESTOFS to include tropical storm event
simulation and ensemble prediction, CSDL is preparing a prototype Hurricane Storm Surge Operational
Forecast System (HSSOFS). Under direction from CSDL, a technical team led by Riverside Technology,
inc. has developed a hydrodynamic model of the US East Coast and Gulf of Mexico and has validated the
model for 10 major tropical and extratropical events. Eventually, this model will form the basis for an
operational system on National Centers for Environmental Prediction (NCEP) computers. The prototype
model described in this document is called NOMAD: NOAA Operational Model with ADCIRC.

The hydrodynamic model employed for NOMAD is the ADvanced CIRCulation (ADCIRC) finite
element model (Luettich et al. 1992; Luettich and Westerink 2004). The ADCIRC hydrodynamic model
has demonstrated to be effective at predicting tidal circulation and storm surge propagation in complex
coastal systems.

For the development of NOMAD, the project team constructed a new model grid covering all of the US
Atlantic and Gulf coasts. Two model-run scenarios were tested: 1) astronomical tide and 2) model
hindcast. The model results from each scenario are compared with observations using NOS’ standard skill
assessment software. The skill assessment demonstrated that NOMAD generally predicts the surge
reasonably well, considering the meteorological forcing.

The target error metric was 0.2 meters RMSE (0.66 feet). With no adjustment for mean water level
differences, the mean RMSE for all storms is about 0.26 meters (0.85 feet) with a range from
approximately 0.1-0.7 meters (0.3-2.3 feet). At least some of the model error is due to mean water level
differences from effects not modeled, such as seasonal water level variations. CSDL may achieve
improved results by using a seasonal correction during operational implementation to account for steric
effects and annual tidal signals.
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2. INTRODUCTION

Impacts of storm surge from extratropical and tropical events can be far-reaching and catastrophic along
the coast of the United States. The Office of Coast Survey/CSDL (OCS/CSDL) of the NOS and the
Environmental Modeling Center (EMC) of NCEP have previously collaborated to establish an ESTOFS
for the Atlantic and Gulf of Mexico (Funakoshi et al. 2013).

Continuing in the path of the ESTOFS development, CSDL has established an objective to further
improve operational storm surge guidance for Eastern and Gulf US coasts. The objective includes
providing guidance during both extratropical and tropical surge events, providing ensemble forecasts, and
preparing to address the effects of combined coastal and river flooding by expanding into key areas of
interest for coupled river-ocean modelling. To accomplish these goals, CSDL is developing a new
hydrodynamic model which will be implemented for operational simulations of storm surge and ocean
water levels due to both tropical and extratropical storm events.

The hydrodynamic model code employed will be the ADvanced CIRCulation (ADCIRC) finite element
model (Luettich et al. 1992; Luettich and Westerink 2004). ADCIRC has proven effective at predicting
tidal circulation and storm surge propagation in complex coastal systems. Its unstructured grid
methodology allows for representation of complex shorelines and bathymetry.

CSDL tasked a team (‘the Project Team’ or ‘the Team’) from Riverside Technology, inc. (Riverside) and
AECOM (formerly URS Group, Inc.) to:
« Develop a preliminary ADCIRC mesh based on best-available bathymetry and overland
topography.
- Validate the preliminary model mesh using tidal harmonics.
« Execute hindcast simulations of 10 significant historical tropical and extratropical storm events.
« Evaluate model hindcast performance using both the NOS standard skill assessment program
(Zhang et al. 2006) and criteria (Hess et al. 2003), as well as comparison to observed high water
marks.

This report describes the work performed to develop and validate the preliminary ADCIRC model, which
is referred to herein as the NOAA Operational Model with ADCIRC (NOMAD). When implemented
operationally with appropriate meteorological forcing, and following additional testing and verification by
CSDL, the new model is expected to be called the Hurricane Storm Surge Operational Forecast System
(HSSOFS).

The overall skill assessment results for NOMAD presented in this report show that the model is providing
useful simulated water levels for tropical and extratropical events in all areas tested.
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3. MESH DEVELOPMENT

CSDL will use the NOMAD mesh as a basis for HSSOFS to provide operational surge and tide
predictions for the US East Coast and Gulf of Mexico. The ADCIRC unstructured mesh allows
simulation for such a large domain, while still providing resolution of local coastal features. Given that
the application of interest includes overland flooding, both topographic and bathymetric data sources were
collected to prepare the model. The final mesh averages node spacing of 500 meters along the coast with
some areas decreasing to a node spacing of approximately 150 meters. There are a total of approximately
1.8 million nodes.

CSDL provided mesh datasets which were used for various purposes during this project including various
versions of the East Coast tidal constituent simulation meshes (EC2001, EC2001Ex, and EC2012). CSDL
also provided access to a detailed mesh developed by researchers at University of Notre Dame for storm
surge studies in Puerto Rico and the US Virgin Islands. Finally, a set of mesh datasets for coastal
Louisiana and Mississippi were provided by CSDL from inland surge models developed in collaboration
with the Southeastern Universities Research Association (SURA) and the Integrated Ocean Observation
System (I00S). Additional detail and references for datasets used to define the model boundary and
facilitate mesh development are contained in Appendix A and Appendix B.

3.1 Model Boundary
The inland mesh boundary was developed following these general guidelines:

« At most locations, the mesh extends inland to a smoothed version of the 10-meter topographic
contour.

« In some areas with major population centers, the mesh was extended inland beyond the 10-meter
topographic contour to include the entire developed area in the final mesh.

« Except for significant rivers to be considered for coupled modeling, the boundary extends into
coastal river inlets only to the point where the channel width decreases below approximately
1,500 meters.

. Insome areas where the 10-meter contour was significantly inland of the Federal Emergency
Management Agency (FEMA) determined 0.2-percent-annual-chance flood elevation, the amount
of modeled inland area was reduced.

« The SURA-100S mesh for portions of Texas, Louisiana, and Mississippi provided the mesh
boundary in those areas.

« Portions of the Everglades, though well below the 10-meter contour, were specifically excluded
from the mesh because of low population, complex flow dynamics, and the presence of levees.

« Non-US overland areas are excluded from the mesh. Coastal boundaries outside of the United
States are from the EC2012 Mesh boundary.

« All of the ESTOFS-modeled area is included in the new mesh.

Understanding the long-term objective of integrating the water level forecast from HSSOFS with riverine
water level forecasts, the team reviewed a number of areas along the Atlantic and Gulf coasts where the
NWS is developing riverine HEC-RAS models. The following river inlets were identified for inclusion in
the NOMAD mesh: the Atchafalaya, Mississippi, St. John’s, Waccamaw, Tar, Potomac, Hudson, and
Connecticut rivers.

The open ocean boundary location for the model coincides with the EC2001 extended mesh developed by
the University of Oklahoma. This selection allowed for direct application of a number of existing datasets
developed for that boundary and provided by NOAA for this project. The mesh model boundary is seen in
Figure 3-1.
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Figure 3-1: Final mesh boundary in green with approximate 10-meter contour along US inland boundary and EC2012
Mesh boundary elsewhere.

3.2  Topography and Bathymetry Data Sources

Two primary data sources provided the majority of mesh node elevations: the USGS 1/3 arc-second
(nominally 10 meter) National Elevation Dataset (NED) digital elevation model (DEM) supplied overland
topography, and the NOAA EastCoast2012 (EC2012) tidal constituent database mesh nodes constituted
the primary bathymetry data source. High-resolution topography was derived from the 1/9 arc-second
USGS NED (approximately 3 meter), which provides lidar-sourced elevations for nearly all of the Gulf
Coast, Florida, North Carolina, the Delmarva Peninsula, and most of New England. Riverside obtained
lidar data to fill gaps in the 1/9 arc-second NED coverage from the NOAA Coastal Services Center (CSC)
for the following areas: Boston area, Massachusetts; Long Island, New York City, and the Hudson
riverbank, New York; Norfolk and Virginia Beach, Virginia; portions of coastal South Carolina in
Colleton and Jasper counties, as well as Chatham County in Georgia. Along the South Carolina coast,
where neither 1/9 arc-second NED nor lidar data were available, AECOM provided several gridded
elevation datasets from in-house archives to improve topographic elevation estimates for five South
Carolina counties.
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3.3 ADCIRC Mesh

Attention to mesh quality is essential to produce a geometry that not only accurately represents the terrain
and bathymetry, but also produces stable and consistent results when run with the ADCIRC model. The
ADCIRC model runs on a triangulated mesh with varying element sizes. Each node has an associated
elevation. Additional spatial parameters can also be associated with each node. Due to the large
geographic extent of this project including the Atlantic and Gulf of Mexico, the mesh was constructed in
separate sections by different team members using a guiding methodology to maintain consistency
throughout the study domain.

One key mesh development constraint, derived from the intended operational implementation of the
model, included maintaining a total node count of less than 2,000,000 nodes. An average spacing was
defined in the US near shore and onshore areas of around 400 to 500 meters with a nominal minimum
spacing around 200 meters for smaller channels, specifically where flow paths tie together large water
bodies, or provide a conduit to extensive inland flooding behind major flow barriers. Some highly
populated areas were also modeled with a finer-scale mesh.

The mesh extent was generated from several sources, including developing much of the over-land mesh
in-house. For this task, the high-resolution topographic data sources referenced in Section 3.2 were
carefully examined to identify locations of critical flow pathways and flow barriers. The technical team
traced break lines along these features and provided the break lines to the meshing algorithm to explicitly
include the features in the mesh. In addition, the team examined data extracted from the National Levee
Database to confirm the location of levees were properly represented within the study area. CSDL
provided the technical team with several mesh geometries including the NOAA EastCoast 2012 (EC2012)
tidal constituent database mesh and the Extended EastCoast2001 (EXEC2001) mesh. Both geometries
cover the entire deep-ocean domain. The EC2012 mesh has more than two million nodes while the
ExEc2001 mesh has approximately 258,000 nodes.

In addition, CSDL provided the Gulf Coast-focused SURA-IOOS mesh developed for round one of the
Coastal Ocean Modeling Testbed project. Generally, the SURA-IOOS mesh had less dense node spacing
than what was developed for other areas on the Gulf and Atlantic coasts, but it remains useful because it
was specifically designed and tested for storm surge studies in the Louisiana and Mississippi coasts.
Because of the lower node spacing of this mesh (lower than other meshes used in Louisiana), it is also
referred to as the Ultralite mesh, referring to the relatively lightweight computational load required for
simulating larger node spacing.

The team also examined a mesh developed for detailed storm surge studies in Puerto Rico and the US
Virgin Islands. The mesh, developed by Joannes Westerink and Juan Gonzales-Lopez from the University
of Notre Dame, was more detailed than necessary for this project due to a minimum node spacing of 14
meters.

The final mesh incorporated all of the geometries detailed above, combined and edited to the appropriate
resolution for the current modeling task. The node and element configuration from the on-shore and near-
shore areas of the SURA-IOOS mesh for Louisiana and Mississippi was incorporated with minor
modifications. The Puerto Rico mesh was indirectly incorporated, as the inland boundary was extracted
and then smoothed using a large node-to-node spacing. This boundary was used to develop the overland
portion of the mesh for Puerto Rico and the US Virgin Islands. The smaller node count EXEC2001 mesh
was used directly for the deep ocean boundary, and the EC2012 mesh nodes were used as a bathymetry
data source for the near shore as explained below.

The final mesh comprises 1.813 million nodes with the smallest node spacing approximately 160 meters
(in the SURA-100S mesh in Louisiana) to a maximum of 46 kilometers at the open boundary in the
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Atlantic. Figure 3-2 gives an overview of the final mesh topo-bathymetry followed by Figure 3-3 showing
greater detail for the US coast. Additional detail images showing bathymetry and mesh node spacing for
select areas are found in Appendix B.

25000.0

Figure 3-2: Overview of final NOMAD mesh topo-bathymetry (feet MSL))
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&
Figure 3-3: Detail of NOMAD mesh topo-bathymetry (feet MSL) for US coastline.

3.4 Elevation Assignment

For broad overland areas exclusive of explicit barriers or channels, the topographic data was smoothed
using a circular averaging window with a radius of 100 to 300 meters via ArcGIS focal statistics. A
Fortran program was then used to assign elevations from the closest elevation data point in the smoothed
topographic DEM to each mesh node

3.5 Datum Conversion

As previously noted, the EC2012 mesh node elevations are the primary source for bathymetric data for
building the storm surge modeling mesh. It was necessary to convert the node elevations from MSL to
NAVDS88 in order to combine them with topographic data from the USGS. Normally, a translation of this
type would be performed using the NOS-provided tool, VDatum. However, the VDatum application
provided on the NOS website! uses a translation grid with several key areas missing, including Pamlico
Sound and the Indian River inlet.

CSDL provided an updated bathymetric translation grid that extends beyond the publicly available
VDatum grid into all coastal waters within the model area of interest (Figure 3-4). The translation grid
uses the TCARI interpolation technique (Hess et al. 2004) to allow extrapolation of the datum conversion
field a significant distance over land and into the deep ocean. Where they overlap, the extended
conversion is identical to the VDatum grid conversion. Using CSDL code provided with the extended
grid, a complete set of MSL-to-NAVD88 conversion values was generated for the entire near-shore
bathymetric dataset from the EC2012 grid nodes.

1 VDatum software is provided via download links on this site: http://vdatum.noaa.gov/
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A similar process was applied to convert the combined storm surge modeling mesh nodes back to MSL
for use in modeling. When simulation results have been obtained, these conversion values will be applied
as needed to compare to verification datasets in either MSL or NAVD88. The CSDL code was extremely
efficient for converting the large point datasets represented by the mesh nodes.

Figure 3-4: EC2012 mesh nodes shown in yellow and red. Red mesh nodes are those within the extent of the extended
VDatum conversion grid.
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4. ADCIRC MODEL DEVELOPMENT

Each ADCIRC model is constructed with various control files to represent the mesh and forcing
characteristics for a particular simulation. Except where specifically noted otherwise, all tidal and
hindcast simulations for the NOMAD model reported here used fort.15 control files and fort.13 nodal
attribute files conforming to the descriptions in the following sections.

4.1 Fort.15 Model Control File

The fort.15 file is the model control file used for setting physical parameters and determining how the
model runs. Table 4-1 shows the parameters, their values and rationale for these values in the fort.15
ADCIRC control file. The parameter values were chosen to accurately represent system physics while
ensuring simulations were stable.

Tidal forcing is applied as an elevation-specified boundary condition at the model’s oceanic boundary
along the offshore boundary and as a body force on all nodes in the domain. Tidal forcing constituents
were obtained from CSDL who specified them on the extended EC2001 mesh (whose boundary was
adapted from the EC2012 mesh). The K1, Kz, M2, Ng, O4, Ql, S, P1, Mf, Mm, M4, Ms,4, and Mng
constituents were used.

The ADCIRC model land boundary conditions prevent normal flow, but they do not restrict tangential
flow. No river boundary conditions are specified in the study region, although several rivers, including the
Potomac, Hudson, Mississippi, and Atchafalaya Rivers, are represented up to the mesh’s inland boundary.

Under the chosen model setup, bottom drag in ADCIRC is applied by a depth-dependent quadratic

friction law, with a drag coefficient set by the Manning’s n value, which is defined for each node using
land use data. See Section 4.2.3 for more information on the land use and Manning’s n values.
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Table 4-1: ADCIRC Control File Parameters

Parameter Description Value Explanation

NOLIBF |Parameter controlling the type of bottom stress 1 Standard value. This value is
parameterization used in a two-dimensional depth- necessary for using the
integrated (2DDI) ADCIRC run. “mannings n_at sea_ floor” nodal
1 = quadratic bottom friction law. attribute in the fort.13 file.

NOLIFA  |Parameter controlling the finite amplitude terms in 2 Recommended value. This value
ADCIRC. has been used in previous studies,
2 = finite amplitude terms are included in the model including the Big Bend study.
run and wetting and drying of elements is enabled.

NOLICA  |Parameter controlling the advective terms in ADCIRC | Oor1 |1 when possible, though some
(with the exception of a time derivative portion that simulations were unstable.
occurs in the GWCE form of the continuity equation).

1 = advective terms are included in the computations.
NOLICAT |Parameter controlling the time derivative portion of 0or1 |1 when possible, though some
the advective terms that occurs in the GWCE form of simulations were unstable.
the continuity equation in ADCIRC.
1 = the time derivative portion of the advective terms
that occur in the GWCE continuity equation are
included in the computations.
NCOR Parameter controlling whether the Coriolis parameter 1 Standard recommended value.
is spatially varying as computed from the y- This value is most representative
coordinates of the nodes in the grid. of the system physics.
1 = compute a spatially variable Coriolis parameter.
TAUO Generalized Wave Continuity Equation (GWCE) -3 Standard value. See Section 4.2.1
weighting factor that weights the relative contribution for more information.
of the primitive and wave portions of the GWCE. A
value of -3 indicates that the value varies in space and
time according to the nodal attribute
“primitive_weighting_in_continuity _equation.”
DTDP ADCIRC time step (in seconds). 2 Model was also generally stable at
4 seconds.
AO00, B0O, |[Time weighting factors (at time levels k+1, k, k-1, 0.35, |[Standard value.
Coo respectively) in the GWCE. 0.3,0.35
HO Nominal water depth for a node (and the 0.05 |Value within the recommended
accompanying elements) to be considered dry (in range of 0.01to 0.1 m.
meters).
VELMIN  [Minimum velocity for wetting (in meters per second). | 0.05 |Standard recommended value.
CF Minimum value of the equivalent quadratic friction 0.0025 |Standard value used in other
coefficient determined by Manning’s n value. studies, including the Big Bend
study.
ESLM Spatially constant horizontal eddy viscosity for the 10 |Standard value.

momentum equations (units of length?/time).
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4.2  Fort.13 Nodal Attribute File

The ADCIRC model is capable of applying multiple spatially varying parameters (nodal attributes), many
of which alter wind and bottom drag using land use data. The following subsections detail the nodal
parameters and the land use data used for the spatial attributes. All Fortran utilities used to create the
various nodal attributes can be found on the ADCIRC website?.

4.2.1 Primitive Weighting in Continuity Equation

The “primitive weighting in continuity equation” attribute sets the 7o parameter, controlling the relative
contribution of the primitive and wave portions of the GWCE, which is a reformulation of the shallow
water equation used by the ADCIRC model. This balance is such that for 7o, a value of 0 is the pure wave
equation and a value greater than 1 behaves like a pure primitive continuity equation.

The program tau0_gen.f from the ADCIRC website was used to create the “primitive weighting in
continuity equation” attribute. The parameter was set by finding the average distance between a node and
its neighbors (as determined by the element connectivity between nodes). If the average distance between
neighboring nodes was less than 1,750 meters, the 7o parameter was set to 0.03. Otherwise, the value was
set to 0.005 for depths greater than 10 meters and 0.02 for depths less than or equal to 10 meters. A value
of 0.03 causes the ADCIRC model to calculate the 7o parameter for each node at each time step
throughout the simulation using a hard-coded scheme. Details on the scheme are provided at the ADCIRC
website?.

4.2.2 Formulation of Land Use-Dependent Parameters

The effect of spatially variable land cover and land use types enter into the computations via three
coefficients. Three spatial variable parameters are applied in the bottom and surface stress terms in the
depth averaged momentum equations:

6u+ 6u+ du _ 6(P+) Tbx+TSX+1(M +D.—B)
ot ' “ox ”ay fu= 9 ox gp ¢ xooTx

pH pH H
in the x-direction and
ov ov ov

d (P Tpy = Tsy
E+ua+v@+fv——g@< +Z) —+ ==

1

gp pH pH+H(My+Dy B)’)
in the y-direction, where:

t =time

x and y = horizontal spatial coordinates

u and v = horizontal velocity vectors

f = Coriolis parameter

P = pressure

{ = free surface departure from the geoid

H = total water column height

M = vertically integrated later stress gradient

D = momentum dispersion

B = vertically integrated baroclinic pressure gradient

g = the acceleration due to gravity

p = water density (1,000 kilograms/m?, about 1.94 slug/ft®)

7o = bottom stress

75 = the surface stress

The bottom stress terms are approximated as:

2 http://adcirc.org/home/related-software/adcirc-utility-programs/.
3 http://adcirc.org/home/documentation/users-manual-v50/parameter-definitions/

21



http://adcirc.org/home/related-software/adcirc-utility-programs/
http://adcirc.org/home/documentation/users-manual-v50/parameter-definitions/

Thy n? Vu? + v?

pH H% H

Thy n? vu? + v2
— = g_—v
pH H% H

where n is the Manning’s n parameter, which is specified for every ADCIRC node as the “Manning’s n at
sea floor” attribute. This parameter is applied to every node under the assumption that nodes anywhere in
the mesh can become submerged as the storm surges propagate inland.
The surface stress terms are approximated as:

Tox _ CaPair
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where Cq is a standard drag coefficient defined by Garratt’s drag formula (Garratt 1977) for wind stress,
pair IS the density of air (1.15 kilograms/m?, about 0.00223 slug/ft3), and W is the wind velocity at a 10-
meter height sampled at a 10-minute period (Hsu 1988). The Wi, value is the wind velocity for full
marine conditions as provided by an appropriate wind model (Powell et al. 1996). To account for the
effect of land roughness, the 10-meter wind velocity is replaced by a reduced Wiang velocity. The Wiang
velocity is found by:

Wiana = fa - Wio

where fq is the ratio of marine roughness to the roughness of the land surface and is expressed as:

2. \0.0706
f — ( marme)
d Zo

where Zmarine and Zo are the marine and land roughness lengths, respectively; Zmarine is defined as:

0.018

— 2
Zmarine = g delo

The zo length scale is specified at every node as the “surface directional effective roughness length”
attribute. This length scale varies with land cover and has been determined for a variety of standardized
land use classifications.

In addition to the Manning’s n and zo parameters, a third parameter is used to represent the effects of tall
and dense vegetation on the wind stress term. It has been shown that little wind momentum transfers
through heavily forested canopies. The effect of forested vegetative canopies is included by reducing
Wiang t0 zero in the presence of land use classes that contain trees and thick shrubs, and is specified as the
“surface canopy coefficient” nodal attribute. This attribute represents the assumption that the branches,
leaves, and trunks absorb the momentum of the wind, thereby preventing momentum transfer to the
underlying water column.

4.2.3 Land Use Data Sources

The Manning’s n, surface roughness length and canopy coefficient parameters all depend on local land
use information. It is standard practice to evaluate these parameters using land use classification data. The
Coastal Change Analysis Program (CCAP) regional land cover data are a recent NOAA product* and
have been chosen to develop the frictional parameters. CCAP data define 22 land cover classes and

4 CCAP data may be obtained on-line from http://coast.noaa.gov/digitalcoast/data/ccapregional/
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provide the spatial distribution of these classes across the study region at a resolution of 30 meters. Last
updated in 2006, CCAP data are the most recent available source at the required resolution. The CCAP
data were therefore chosen to help define model spatial attributes in the study area.

USGS National Land Cover Database (NLCD) data is also often used in surge modeling studies. NLCD
data has a well-established set of values for the zo parameter derived from Hazus (FEMA 2014; Vickery
et al. 2006). Like NOAA’s CCAP data, the USGS Gap Analysis Program (GAP) land use data identify
local habitat and biodiversity and have more accurate local detail and well-defined vegetation
subdivisions than the nationally uniform NLCD set. Standard hydraulic texts have helped establish
bottom friction Manning’s n values for all the classifications in the GAP data. Each point in the CCAP
data set has a class, and each class has an associated value for the needed parameters (Table 4-2). The
spatially variable attributes for each ADCIRC node were obtained by interpolating parameter values from
nearby CCAP data set points. The standard NLCD land use classification mapping is provided in Table
4-3 for comparison.

4.2.4 Manning’s n at Sea Floor

Manning’s n at sea floor is an isotropic scalar parameter used to approximate resistance to flow from a
variety of physical mechanisms, including form drag and skin friction. For the depth-averaged ADCIRC
model, the Manning’s n correlates to roughness of the land surface at the spatial scale of the computed
flow. The Fortran code mannings_n_finder_v10.f was downloaded from the ADCIRC website to
interpolate the CCAP dataset to the ADCIRC nodes. Modifications to the Fortran code were made to
correlate the Manning’s n values with the CCAP data descriptions. These correlations between CCAP
classes and Manning’s n are listed in Table 4-2.

4.2.5 Surface Canopy Coefficient

The surface canopy coefficient parameter accounts for an additional wind adjustment. The coefficient was
determined in previous studies using only the NLCD classes, but the CCAP datasets were used for this
study. Modifications were made to the program surface_canopy_v5.f, which is available on the ADCIRC
website (as noted in Section 4.2), to incorporate the CCAP land use codes.

4.2.6 Surface Directional Effective Roughness Length (zo)

The local surface roughness length zo can be affected by upwind transitions in wind speed due to
localized roughness in those areas. For instance, when transitioning in the downwind direction from a
forest to an area with shrubs, the effective roughness affecting the wind drag just downstream of the forest
edge in the shrub area will be larger than that associated with just the shrub area. This effect can depend
on the instantaneous wind direction, and therefore the roughness length is specified by 12 values each
representing a 30 degree “upwind” directional bin. The modified roughness parameter is referred to as the
surface directional effective roughness length and is assigned 12 values at each mesh node.

The program surface_roughness_calc_v16.f, available on the ADCIRC website, was used to create the zo
parameter. For each direction, the upwind land use data up to 6.21 miles (10 kilometers) away are used in
a spatial Gaussian weighting scheme to determine the appropriate roughness value. This program was
originally designed to map various NLCD types to surface roughness lengths. Modifications were made
to the source code to include the CCAP land use classes.
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Table 4-2: Mapping of Spatial Parameters to CCAP Classes

CCCI:(:\AS\SP Land Cover Description Manning’s n” Pazr(;r(nn;)ter Canopy*
2 High Intensity Developed 0.120 0.300 1
3 Medium Intensity Developed 0.120 0.300 1
4 Low Intensity Developed 0.070 0.300 1
5 Developed Open Space 0.035 0.300 1
6 Cultivated Land 0.100 0.060 1
7 Pasture/Hay 0.055 0.060 1
8 Grassland 0.035 0.040 1
9 Deciduous Forest 0.160 0.650 0
10 Evergreen Forest 0.180 0.720 0
11 Mixed Forest 0.170 0.710 0
12 Scrub/Shrub 0.080 0.120 1
13 Palustrine Forested Wetland 0.200 0.600 0
14 Palustrine Scrub/Shrub Wetlands 0.075 0.110 1
15 Palustrine Emergent Wetland 0.070 0.300 1
16 Estuarine Forested Wetland 0.150 0.550 0
17 Estuarine Scrub/Shrub Wetland 0.070 0.120 1
18 Estuarine Emergent Wetland 0.050 0.300 1
19 Unconsolidated Shore 0.030 0.090 1
20 Bare Land 0.030 0.050 1
21 Open Water 0.020 0.001 1
22 Palustrine Aquatic Bed 0.035 0.040 1
23 Estuarine Aquatic Bed 0.030 0.040 1

" Implementation of Manning’s n values depends on the units being used; a conversion of units’ time/length*® should be
applied to the n value if units other than meters and seconds are used.
* A canopy value of 0 denotes no wind stress applied. A canopy value of 1 denotes wind stress will be applied.
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Table 4-3: NLCD Land Use Classifications

I\CI;EE Land Cover Description Manning's n* Paf;g:t)ers Canopy*
11 Open Water 0.02 0.001 1
12 Perennial Snow/Ice 0.01 0.012 1
21 Developed, Open Space 0.02 0.1 1
22 Developed, Low Intensity 0.05 0.3 1
23 Developed, Medium Intensity 0.1 0.4 1
24 Developed, High Intensity 0.15 0.55 1
31 Barren Land 0.09 0.04 1
32 Unconsolidated Shore 0.04 0.09 1
41 Deciduous Forest 0.1 0.65 0
42 Evergreen Forest 0.11 0.72 0
43 Mixed Forest 0.1 0.71 0
51 Dwarf Scrub 0.04 0.1 1
52 Shrub/Scrub 0.05 0.12 1
71 Herbaceous 0.034 0.04 1
72 Sedge/Herbaceous 0.03 0.03 1
73 Lichens 0.027 0.025 1
74 Moss 0.025 0.02 1
81 Hay/Pasture 0.033 0.06 1
82 Cultivated Crops 0.037 0.06 1
90 Woody Wetlands 0.1 0.55 0
91 Palustrine Forested Wetland 0.1 0.55 0
92 Palustrine Scrub/Shrub Wetland 0.048 0.12 0
93 Estuarine Forested Wetland 0.1 0.55 0
94 Estuarine Scrub/Shrub Wetland 0.048 0.12 1
95 Emergent Herbaceous Wetlands 0.045 0.11 1
96 Palustrine Emergent Wetland (Persistent) 0.045 0.11 1
97 Estuarine Emergent Wetland 0.045 0.11 1
98 Palustrine Aquatic Bed 0.015 0.03 1
99 Estuarine Aquatic Bed 0.015 0.03 1

" Implementation of Manning’s n values depends on the units being used; a conversion of units’ time/length*® should be

applied to the n value if units other than meters and seconds are used.

* A canopy value of 0 denotes no wind stress applied. A canopy value of 1 denotes wind stress will be applied.
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5. ASTRONOMICAL TIDE SCENARIO

Astronomical tide simulations are a means to validate the model’s skill under tidal forcing and assist in
determining if the model accurately simulates hydrodynamics in preparation for carrying out hindcast and
forecast simulations. In the tidal simulation, the model has no meteorological forcing but is forced only
with harmonically predicted astronomical tides for the open boundary water levels and tidal potential
within the domain. While it is anticipated that river flux forcing will be part of later operational
simulations, no flow boundaries were simulated as part of the tidal validation. In addition, no steric terms
were included. The harmonic tidal simulation was conducted for the 120 day period beginning August 1,
2013.

5.1  Harmonic Forcings and Validation Data

The open ocean boundary forcing was developed based on Oregon State University (OSU)
TOPEX/Poseidon Global Inverse Solution version 7.2 (TPXO7.2) (Egbert and Erofeeva 2002) with 13
tidal constituents (M2, Sz, N2, K2, Ky, O1, P1, Q1, Mf, Mm, M4, Ms,, and Mny). Body forcing is applied
using eight principal constituents (M2, Sz, N2, K2, K1, O1, P1, and Q1). The nodal factors and equilibrium
arguments are created using the tide_fac.f routine available from the ADCIRC website®.

The CSDL skill-assessment software was used to acquire the harmonic constituents from the Center for
Operational Oceanographic Products and Services (CO-OPS) website for comparison with the modeled
constituents. A database obtained from Chris Szpilka at the University of Oklahoma gave 404 stations
that are being used for validation of the EC2012 mesh—this list was used as a starting point under the
assumption that any station represented in the NOMAD mesh would also be in the EC2012. This list was
reduced to 398 stations which are covered by the NOMAD mesh.

5.2  Astronomical Tide Validation

Tidal validation was performed with a 120-day simulation consisting of a 30-day warmup period
including a 20-day ramping function followed by 10 days of full strength forcing. Harmonic analysis was
executed on the remaining 90 days of simulation results for days 30 through 120. ADCIRC was run in
implicit mode for these simulations with a two-second time step. The simulation was executed using
1,200 cores for roughly seven hours (approximately 93 core-hours per simulation day).

After resolving issues with the skill assessment software and updating ADCIRC code to the current
production version (50.99.14), a set of final tidal skill assessment was performed and the results of the
analysis are provided in Figure 5-1 through Figure 5-6. The harmonic constituents obtained from the
analysis were compared to values published for the NOAA CO-OPS stations. In the analysis, 398 stations
were used out of the original 404 available in the Szpilka database. Additional stations were removed
because they were not well-resolved within the mesh.

The following sections present harmonic constituent skill assessment for the simulated tidal time series
based on analysis with the CSDL-developed skill assessment software described in Zhang et al.(20086,
2010).

5.2.1 Harmonic Constituent Amplitude Skill

Individual harmonics correlated well to predicted harmonic amplitudes, with greatest deviations in the
Gulf of Maine. Other areas with error included points in the wetlands on Florida’s west coast; inland
Florida and Georgia; secluded parts of the Chesapeake Bay; the Delaware River; the East River, NY; and
in western Long Island Sound. Figure 5-1 shows the geographic distribution of M, amplitude error

5 Tide_fac.f available on-line here:_http://unc.edu/ims/adcirc/utility programs/tide_fac.f
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highlighting the difficulty in the Gulf of Maine. Figure 5-2 shows correlation of modeled and predicted
harmonic amplitudes with a good fit to the 1:1 line, excluding the large amplitude tides from the Gulf of
Maine. Figure 5-3 shows the relative magnitude-sorted amplitude error for modeled vs. predicted
harmonic constituents larger than 0.1 meters.
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Figure 5-1: Geographic distribution of M2 constituent amplitude error.
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5.2.2 Harmonic Constituent Phase Skill

Phase errors show difficulty particularly in the Chesapeake Bay and Potomac River, as well as in the
riverine stations represented in the Louisiana portion of the mesh. The phase error reflects the channel
influence on tide wave propagation. Finally, in these simulations, Puerto Rico exhibits significant phase
error. Tidal phase changes rapidly around the island, and the University of Notre Dame has previously
indicated that accurately modeling the tidal phase requires resolving fine-scale features such as the reef
systems around the island (Gonzalez-Lopez 2014). Figure 5-4, Figure 5-5, and Figure 5-6 show the
geographic distribution, correlation, and sorted distribution of the phase errors, respectively.

M2 phase error (degrees)

45 | I
t ® .90
| ® 75
20 ® 60
o,: ® 45
' -30
-15
35 o 0.
7 15
o 30
g °
2 30 - * e 45 -
% ° ) _ [ 60
2 |o° ® 75
IS ® 9
25
20
[ g
95 90 -85 -80 75 -70 -65

longitude (degrees)

Figure 5-4: Geographic distribution of phase error for M2 harmonic constituent.
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5.2.3 Effect of Advection Terms

Initial tidal validation runs were attempted using all advective transport terms in the water level solution.
However, completing a 120-day simulation without significant mesh instabilities proved extremely
difficult, and we developed the final tidal validation results using simulations without consideration for
the advective transport terms NOLICA and NOLICAT.

Instabilities consistently formed after a period of 20-110 days near the offshore boundary, either near the
southern end (south of roughly 13 degrees latitude) or around the same latitude as Bermuda. Mesh
modifications near the locations of the instabilities only delayed the formation of the instability.
Modifications made attempting to prevent the instability included changing the number of nodes along
and near the boundary, smoothing bathymetry, modifications to the Bay of Fundy to deal with
bathymetric issues, turning off boundary forcing of several smaller tidal harmonics, moving the boundary
to -60 longitude (the location of the boundaries in the EC95 and EC2001 meshes), increasing the
horizontal eddy viscosity (ESLM) up to 50, and turning off wetting and drying and the time derivative of
the advection term (NOLICAT).

Manual reviews were also carried out on the water elevation and velocity solutions at dozens of time steps
for various runs, and on the boundary forcing amplitudes and phases to verify their smoothness. The only
tide simulation that completed without a fatal instability and without any of the above-mentioned
modifications was a 90-day simulation with nodal factors set to 1 and equilibrium arguments set to 0.
Though, this same run failed if extended to 120 days. Close inspection shows the instability east of
Bermuda to be periodic, seemingly appearing at certain tide phases. The nascent instability could be seen
weeks or even months before suddenly growing large and crashing the simulation, as shown in Figure
5-7.
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Figure 5-7: Water elevation solution (MSL, meters) at one time step 4 days before fatal instability.
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Figure 5-8 and Figure 5-9 show the effects of having the advection terms turned on/off for the tidal
simulation. Many improvements in amplitudes of the advection-off run are because they were done with a
later version of the mesh and with an improved set of stations, i.e. station positions were changed as
necessary to get them within the model domain. These changes can be seen to tighten up the model
performance for several other stations (e.g. ones in the 0.5-1 m amplitude range). In both plots, the
greatest deviations are found at stations in the Gulf of Maine (all stations with observed amplitudes above
1.2 m) and other areas in the northeast US. At Boston, the differences are on the order of 0.10 meters and
in the northern Gulf of Maine, the differences reach 0.20 meters with the results with advection on being
greater in both cases. In Long Island Sound, the sense of the deviation is reversed with M, amplitudes
being smaller for advection-on simulations. Differences between simulations with advection on and off
are insignificant in the rest of the East Coast and Gulf of Mexico portions of the mesh.
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Figure 5-8: Correlation of M2 constituent amplitude comparing predicted and simulated results from simulations with
non-linear advection terms turned on (blue points) and off (red points).
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Figure 5-9: A pseudo-geographic depiction of the effect of modification of the non-linear advection; results from
simulations with non-linear advection terms turned on are plotted as blue points and off as red points.

5.3 Overall Tidal Skill

Of the 398 stations, 324 meet the target error metric of 0.2 meter root mean squared error (RMSE). Of

74 stations not meeting the target error metric, only 18 are located outside of the Gulf of Maine. The

56 points not meeting the skill metric in the Gulf of Maine owe their poor performance to the effect of
disabling the advection terms in the model and to the large tide ranges characteristic of the region. The
other stations exceeding the error metric are also in challenging locations, including two points located in
wetlands on Florida’s west coast; six points in inland parts of Florida and Georgia; four points in secluded
parts of the Chesapeake Bay; three points up the Delaware River; one point in the East River; and one
point in western Long Island Sound.

The inland points in Florida and Georgia were affected by a problem endemic to the wetting and drying
algorithm within ADICIRC. The problem is associated with the factors which are included in the
ADCIRC solution to prevent instabilities when elements are periodically wetting and drying. Essentially
under certain conditions, the model will artificially produce water over broad, slow draining areas
surrounded by steep drop-offs, such as in the Georgia tidal flats. This creates an artificially high water
level on the tidal flats. Additional detail regarding this issue is documented in Appendix D.

Figure 5-10 shows the geographic distribution of the gage errors, highlighting gages that exceed the error
criteria.
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6. STORM HINDCAST VALIDATION

Surge responses during a total of ten tropical and extratropical storms were evaluated, covering a
spectrum of landfalls across the US Gulf of Mexico and East coasts. The target error metric was

0.2 meters (0.66 feet) RMSE for time series data at NOAA gages as computed by the CSDL Skill
Assessment Software®. Simulated peak surges were compared to both NOAA time series data and to post-
storm surveyed High Water Mark (HWM) datasets, where these datasets were available. Storms whose
meteorological forcing came from a FEMA Flood Insurance Study (FIS) have model skill comparisons to
those studies to give a sense of baseline performance that can be expected with the same meteorological
data. However, the FEMA studies use much higher resolution meshes and (in most cases) a coupled wave
model.

Model skill suffered most from differences in initial water level (model simulations were run without a
starting water level anomaly adjustment) and from missing wave setup contributions. As a result, most
storms’ modeled results are biased low. Some storms, particularly Ike, the 1991 Perfect Storm, and
Dennis, showed poor performance for other reasons as explained in the sections below. The quality of the
wind forcing was a significant factor in the overall skill of the models. For this reason, the FEMA-sourced
hindcast forcing created by Ocean Weather, Inc. (OWI) was used where available because it provided the
best opportunity to test the performance of the mesh. For events where OWI meteorology was not
available, the model skill suffered as a result.

The CSDL Skill Assessment reported RMSE for all gages evaluated for all storms was 0.26 meters, 30%
greater than the target. Modifications suggested in Section 0, specifically making some accommodation
for the un-simulated mean water level effects, could bring the mean error within the target. Additional
analysis and discussion are given for the individual storms in this section and for the entire set of storms
as a group in Section 7.

6.1  Typical Model Setup

All storm simulations began with a 15-day tidal simulation, during which the tidal forcing was ramped up
using a hyperbolic tangent ramping function for the first 10 days. Storm simulations were then hot-started
from the tide ramp runs, with the duration of the storm forcing varying by storm. A separate ramping of
the meteorological forcing was applied at hot-start time, which lasted 0.5 days for most storms. Following
the meteorological ramping period, the simulation was completed within the actual event period, going
from as little as 1.25 days up to 8 days depending on the length of the event.

All storms were modeled at their historical time by use of proper tidal harmonic phasing. The tide_fac.f’
Fortran routine was used to generate boundary and body forcing values for 13 harmonic constituents.
Further details on tidal forcing are supplied in Section 5.1. All simulations were attempted with advection
both on and off. Information about how this affected results is included in the sections below. Details on
bottom friction, wind drag, and other spatially varying parameters are supplied in Section 4.2.

Surface forcing fields consisting of wind velocities and atmospheric pressure were provided from a
variety of sources, including: 1) quality controlled high resolution wind fields created by Ocean Weather,
Inc. (OWI) as part of FEMA FIS studies and provided by FEMA to NOAA for this project; 2) Hurricane
Weather Research and Forecast System (HWRF) hindcasts from NOAA; 3) NOAA’s Atlantic
Oceanographic & Meteorological Laboratory (AOML) Hurricane Research Division (HRD) Surface

& The skill assessment software provided by CSDL was modified to prevent clipping of observed surge data. By
default, the software is set to remove downloaded data points more than three standard deviations from the rest of
the data. This value was extended include all valid water level measurements including the surge crest.

7 Available on the ADCIRC website http://adcirc.org/home/related-software/adcirc-utility-programs/
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Wind Analysis System (H*Wind)2 real-time analysis fields; and 4) NHC best-track data driving the
parametric hurricane vortex model included within the ADCIRC model. The storms used for hindcast
analysis are shown in Table 6-1, along with an indication of the source for the wind forcings for the

simulation. In the table and throughout Section 6, the storms are presented in geographic order, from west

to east along the Gulf of Mexico, then south to north along the East coast, as shown in Figure 6-1.

Table 6-1: Summary of tropical and extratropical cyclone hindcast validation simulations.

Wind
Coastal Impact Area Name Year [ Month| Wind Data Source(s) [Scaling |Advection
North Central Texas, OWI/FEMA Region 6:
\Western Louisiana. Ike 2008 | Sept [Texas study 1.04 On
Eastern Louisiana OWI/FEMA Region 4.
RN ’ Katrina 2005( Aug |Mississippi, Panhandle 1.09 On
Mississippi .
studies
Panhandle and . OWI/FEMA Region 4: Big
northwestern Florida. Dennis 20051 July Bend, Panhandle studies 1.04 On
. OWI/FEMA Region 4:
Southwestern Florida  [Charley 2004 Oct Southwest Florida study 1.04 On
. OWI/FEMA Region 4:
South Carolina Hugo 1989 | Sept South Carolina study 1.04 Off
H*Wind; ADCIRC
North Carolina Floyd 1999 | Sept |parametric with NHC best
track (Holland)
\Virginia., Washington . .
D.C., Maryland., Isabel 2003 | sept [OWV/FEMA Region 3: 104 | on
Region 3 study
Delaware.
New England Sandy 2012 Oct [HWRF 1.0 On
Long Island Express or OWI/FEMA Region 2:
New England Great New England 1938 Sept |New Jersey/New York 1.04 On
Hurricane study
Perfect Storm or OWI/FEMA Region 2:
New England . 1991 Oct [New Jersey/New York 1.04 Off
Halloween Nor'easter study

8 H*Wind data may be obtained from: http://www.aoml.noaa.gov/hrd/data_sub/wind.html.
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Figure 6-1: Approximate landfall locations of hindcast validation events.

The majority of the simulations used OWI wind and pressure forcing obtained from FEMA studies. OWI
provides 30-minute averaged marine-equivalent winds at 10 meter elevation. All storms using OWI wind
forcing had their winds scaled by a factor of 1.04 (except for Hurricane Katrina), due to the differences
between 10 and 30-minute wind averaging as seen in prior modeling projects and different values used in
FEMA studies, including 1.00, 1.04, and 1.09. Hurricane Katrina’s OWI winds were a special case due to
the way in which they were developed, which is detailed for that storm in Section 6.3. Early test
simulations for Ike, Sandy, and Floyd were made with H*Wind real-time analysis fields as they initially
lacked OWI windfields, but these simulations yielded poor model skill. Alternative forcing data sources
were sought for these events. HWRF fields improved the model performance for Sandy and OWI winds
were eventually obtained and also improved the model skill for Ike. The only alternative source found for
Floyd was the best-track + ADCIRC internal parametric wind model which did not improve the overall
skill for the event.

Skill assessment for all simulations described in this section were carried out using the CSDL-developed
software described in Zhang et al. (2006, 2010). Hurricane track plots shown in Figure 6-1 above and in
the following sections were obtained from the NOAA Historical Hurricane Tracks tool (Office of Coastal
Management®).

° The NOAA Office of Coastal Management on-line archive and map of hurricane tracks is available here:
http://coast.noaa.gov/hurricanes/
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6.2 Ike (2008)

Hurricane lke was a Category 4 hurricane that devastated Texas. Ike made landfall on September 13,
2008 at Galveston, Texas as a Category 2 hurricane. Storm surge was most prominent in Texas and
Louisiana, although an appreciable surge signal was present throughout the Gulf of Mexico.
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Figure 6-2: Storm track of Hurricane lke. Dots denote 6-hour intervals and landfall.

6.2.1 Model Setup

The model simulation was 22.25 days long, with an 8.75-day storm run. Meteorological forcing was
supplied by OWI wind files, and the winds were scaled up by a factor of 1.04 for consistency with other
validation storms. However, it should be noted the Texas FEMA study scaled these OWI winds by a
factor of 1.09. Wind/pressure forcing was supplied at 15-minute intervals. The simulation was executed
with advection terms both on and off, and peak surge differences were found to be within +/- 0.15 meters
(0.5 feet).
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Figure 6-3: lke maximum wind speeds (top, mph) and maximum modeled surge (bottom, ft MSL); NOAA gage sites
marked by pinwheels (bottom).

6.2.2 Results and Skill Assessment

Model skill for Ike was generally poor with most RMSE errors greater than 1 foot as shown in Figure 6-5.
Time series (Figure 6-9 to Figure 6-12) clearly indicate that surge did not effectively penetrate behind the
barrier islands, largely due to an under-prediction of a forerunner surge. Kennedy et al. (2011) estimated
the magnitude of the forerunner surge at 1.4 meters.

Prior studies, including the FEMA and 100S studies, have indicated that alterations to the bottom friction
along the muddy Louisiana-Texas shelf strongly assist the FEMA model performance in this regard.
Details on the modifications to the bottom friction are not well documented, however Hope et al. (2013)
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indicates that the Manning's n value used for bottom friction was reduced to 0.012 for most of the
continental shelf in the LA-TX region, as compared to 0.02 in the NOMAD model. Although not
mentioned explicitly in their paper, discussions with modelers involved in the studies also indicated that
the minimum bottom friction (CF in the fort.15 file) was set to 0. This reduction in CF is critical because
without it, the effect on bottom friction of reducing Manning's n over the domain would be relatively
minor. For instance, a typical minimum bottom friction of 0.0025 (used in the NOMAD model) will be
reached at 3.9 m depth for Manning’s n = 0.02 and at 0.18 m depth for Manning’s n = 0.012. So, if the
minimum bottom friction wasn't lowered, the reduction in friction would only affect areas shallower than
3.9 m depth, i.e. almost none of the continental shelf in the Louisiana — Texas area.

The FEMA study (and possibly also the 100S study) also sought improved representation of the
forerunner surge by increasing the wind field by a factor of 1.09. However, based on guidance from
CSDL, this study maintained a wind scaling factor of 1.04 for consistency across reported results for all
storms.

Most gages around the peak surge in the Galveston area failed, as shown in Figure 6-4 and Figure 6-6.
The greater detail in Figure 6-6 makes apparent that the surge was severely under-estimated within
Galveston Bay. The NOMAD simulation did not represent the forerunner surge (see Figure 6-11, Figure
6-12, and especially Figure 6-9) but this phenomenon with its long duration preceding the storm provided
time for the bay to fill with water. Without this additional water in the bay accounted for, the primary
surge was underestimated.
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Figure 6-4: Geographic distribution of NOAA gage peak surge error (feet, modeled minus measured).

10 The CSDL guidance is based at least partially on the fact that in the operational forecasting environment, dynamic
modifications to scaling factors will be difficult to implement or justify.

40



lke RMSE 0.671-1.000
(feet) 1.001 - 1.300
® (0.010-0.200 # 1.301-1.600
® 0.201-0.400 @ 1.601-2.000
0.401-0.670 e 2.001-2.500

0 125 250 375 500

Cm s — R[S

lke HWM Error -3.49 - -3.00 3 ke RMSE 0.671-1.0008

(feet) 299--250 [EREEECTRESEEN W (fect) 1.001 - 1.300 8%

® -595--550 249-200 K DR ® 0.010-0.200 1.301 - 1.600 i tH

® 549--500 ® -1.99--1.50 ® 0.201-0.400 ® 1.601-2.000 G
-499--450 ® -149--1.00 " i @ 0.401-0.670 @ 2.001-2.500
-4.49--400 ® -0.990 - -0.500 [t 5

-3.99 - -3.50 '

vl

.

e L0 giovs6
*°Eiﬁmt?@ 0 10 20 30 40 0 10 20 30 40
ifailed[duringfstorm

e — e MileS | e — e MileS
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Figure 6-7: Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference, red line
indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.

As a test, Ike was simulated on the NOMAD mesh with 1.09x winds (which is based on the FEMA model
setup for this area) to evaluate how much this changed modeled results. As shown in Figure 6-8, this has a
large effect on the surge. Attempts to test the NOMAD mesh with reduced bottom friction failed with
model instabilities mid-way through the simulation.
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Figure 6-8: Difference in peak surge for 1.04x winds from 1.09x winds (feet).

The only open coast gage in the area that did not fail, Galveston Pleasure Pier, nearly matches the peak
surge (Figure 6-9). The average water level (i.e. before the storm arrives) is low at all gages because the
model does not account for seasonal water level changes, such as the steric effect. Interestingly, the model
also shows a low bias in peak surges across all the gages checked, not just those in the Louisiana-Texas
region. The model wind fields were developed for the Texas area and they may not be as accurate outside
of that region; however, the consistent low bias in peak modeled surges even in the Texas area where the
wind fields are considered accurate is noteworthy and may be worth further investigation by CSDL.
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Figure 6-9: Measured and modeled time series at Galveston Pleasure Pier, Texas.
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Figure 6-10: Measured and modeled time series at Bay Waveland, Mississippi.
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Figure 6-11: Measured and modeled time series at Galveston Bay Entrance, Texas.
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Figure 6-12: Measured and modeled time series at Galveston Pier, Texas.
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Advection’s effect was small except for a few locations, as shown in Figure 6-13. These areas are mostly
around the peak surge, as expected. The half-foot effect from advection is typically less than three percent
of the peak surge amplitude.

Figure 6-13: Ike advection-on minus advection-off peak surges (feet).
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6.3 Katrina (2005)

Hurricane Katrina was a Category 5 hurricane that caused unprecedented damage to Louisiana and
Mississippi. Katrina made landfall August 29, 2005 in southeast Louisiana as a Category 3 hurricane.
Storm surge was most prominent in Louisiana and Mississippi, although an appreciable surge signal was
present in Alabama and Florida.
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Figure 6-14: Storm track of Hurricane Katrina. Dots denote 6-hour intervals and landfall.

6.3.1 Model Setup

The model simulation was 19.5 days long, with a 4.5-day storm run. Meteorological forcing was supplied
by OWI-formatted wind files, and the winds were scaled up by a factor of 1.09, as in the Mississippi and
Panhandle FEMA studies that supplied the meteorological inputs. The winds for Katrina were scaled up
more than other runs due to a peculiarity in how the wind fields were developed, in which an incorrectly
used gust factor was applied to the H*Wind data that served the core of the OWI wind model. This
resulted in the OWI-produced wind fields being off by a factor of roughly 1.09. The OWI wind fields
were pieced together from multiple FEMA studies, which did not have the same spatial frames. This
resulted in one piece of the wind field being smeared, as can be seen in Figure 6-15; however this does
not appear to have any effect on the results. Wind/pressure forcing was supplied at 15-minute intervals.
The simulation was executed with advection terms both on and off, and differences were found to be
generally within +/-0.30 meters (1 foot).
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Figure 6-15: Katrina maximum wind speeds (top, mph) and maximum modeled surge (bottom, feet MSL); NOAA gage
sites marked by pinwheels (bottom).

6.3.2 Results and Skill Assessment

Model skill was generally good with surge rising above the average tidal level the proper amount as
visible in the time series plots (Figure 6-18 and Figure 6-19). Four gages west of landfall met the 0.2
meter error metric but a consistent low-bias of around 0.5 feet (probably due to un-modeled steric effects)
resulted in an average RMSE greater than the target.
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Figure 6-16: Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations.
Peak surge errors are only shown for gages with a distinct surge signal.
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Figure 6-17: Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference; red line
indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.
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The largest errors in peak surge come from gages that failed during the storm (e.g., Waveland, Miss.; see
Figure 6-18), which leads to uncertainty in the final water levels recorded. Model performance was
notably lower at the Dauphin Island gage (Figure 6-19), which experienced a sudden surge late in the
storm; the cause for the end-of-storm deviation is not understood and not well captured in the simulation.
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Figure 6-18: Measured and modeled time series at Waveland, Mississippi.

8735180 Dauphin Island 30.25 -88.075

6 r

obs ﬂ
5 sim

dif
4

/
2 SWAIRY
fn L/

N ANIEANNY
PSS

o, T
i U
1 kJ\’w JL " MWW 1 Mf/r

2 W

elevation (ft MSL)

-3
237.5 238 238.5 239 239.5 240 240.5 241 241.5 242
time (days)

Figure 6-19: Measured and modeled time series at Dauphin Island, Alabama.
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Advection changed water levels less than 0.5 feet in most areas. In the mouth of Mobile Bay, in Bay St.
Louis, and in other inlets along the Louisiana, Mississippi, and Alabama coast along the storm’s northeast
guadrant, water levels were lowered by as much as one foot. The largest increase in peak water level
occurred in southern Louisiana, where advection increases peak surge by nearly 1 foot in a large area
which experienced relatively little surge (2-5 feet) overall. It is unclear why advection was a strong driver
in this area, which was just left of the storm’s track. The variable nature of the advective response is
clearly demonstrated in Figure 6-20.

0

Figure 6-20: Katrina advection-on minus advection-off peak water level (feet).
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6.4  Dennis (2005)
Hurricane Dennis was a Category 4 hurricane that damaged the Florida Panhandle. Dennis made landfall

July 10, 2005 in Pensacola, Florida as a Category 3 hurricane. Storm surge was most prominent in
Florida.
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Figure 6-21: Storm track of Hurricane Dennis. Dots denote 6-hour intervals and landfall.

6.4.1 Model Setup

The model simulation was 18.5 days long, with a 3.5-day storm run. Meteorological forcing was supplied
by OWI wind files derived from multiple FEMA studies (Florida Panhandle and Big Bend), whose
datasets were combined into composite wind and pressure fields. The winds were scaled up by a factor of
1.04 for consistency with the other event simulations with the NOMAD mesh; however, the FEMA study
scaled the winds by a factor of 1.09. Wind/pressure forcing was supplied at 15-minute intervals. The
simulation was executed with advection terms both on and off, and differences were found to be within
+/- 0.15 meters (0.5 feet).
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Figure 6-22: Dennis maximum wind speeds (top, mph) and maximum modeled surge (bottom, feet MSL); NOAA gage
sites marked by pinwheels (bottom).

6.4.2 Results and Skill Assessment

Model skill for Dennis is mixed. The shelf wave that developed from the Tampa area north is captured by
the model (Figure 6-25). However, peak surge is low at several gages along the Florida Panhandle. The
cause of the under-estimation is unclear. Most of the gages (Apalachicola, Panama City, Pensacola, and
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Horn Island) are in sheltered waters or on the back sides of islands so un-modeled wave set-up is not
expected to be the cause of low bias. Some gages suffer from consistent tide issues throughout the
simulation. For instance, Apalachicola and Panama City (Figure 6-26 and Figure 6-27) both have positive
phase errors of 20 to 25 degrees in the M- constituent. However, most of the under-estimating of water
levels begins around one day before peak surge and is directly associated with the event forcing signal.
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Figure 6-23: Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations.
Peak surge errors are only shown for gages with a distinct surge signal.
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Figure 6-24: Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference, red line
indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.

8727520 Cedar Key 29.135 -83.0317

obs

"
4 dif /y \\
\

>\

elevation (ft MSL)

A
INAVANATAY P
TPVt BTN
-

2V 7 u

e
~

S

189 189.5 190 190.5 191 191.5 192 192.5
time (days)

Figure 6-25: Measured and modeled time series at Cedar Key, Florida.
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Figure 6-26: Measured and modeled time series at Apalachicola, Florida.
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Figure 6-27: Measured and modeled time series at Panama City, Florida.
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The FEMA studies that used Dennis as a validation event had similar low biases to the NOMAD results.
Testing on the NOMAD mesh with the higher 1.09 wind scaling indicated that model performance was on
par with the Franklin-Wakulla-Jefferson Counties, Florida FEMA study, after consideration for the steric
effect and the lack of wave setup in the ADCIRC-only NOMAD model.
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Figure 6-28: Comparison of measured HWMs vs. FEMA study modeled peak water Ievel] (left) and the same HWMs vs.
NOMAD modeled peak water levels (right). The NOMAD results shown are from a test run using with 1.09x scaled winds
for more direct comparison to the FEMA results.

Advection shows the largest role in the areas immediately east of the landfall location, with a slightly
elevated effect along the western coast of the Florida Peninsula, presumably due to the shelf wave
generated. However, the effect is generally below 0.4 feet. This is approximately 10% of the surge.
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Figure 6-29: Dennis advection-on minus advection-off peak surges (feet).
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6.5  Charley (2004)
Hurricane Charley was a Category 4 hurricane that damaged southern Florida. Charley made landfall

August 13, 2004 near Fort Myers, Florida as a Category 4 hurricane. Storm surge was most prominent in
southern Florida.
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Figure 6-30: Storm track of Hurricane Charley. Dots denote 6-hour intervals and landfall.

6.5.1 Model Setup

The model simulation was 21 days long, with a six-day storm run. Meteorological forcing was supplied
by OWI-formatted wind files from the FEMA Southwest Florida study, and the winds were scaled up by
a factor of 1.04, matching the FEMA study scaling. Wind/pressure forcing was supplied at 15-minute
intervals. The simulation was executed with advection terms both on and off, and differences were found
to be within +/- 0.30 meters (1 foot).
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Figure 6-31 Charley maximum wind speeds (left, mph) and maximum modeled surge (right, feet MSL); NOAA gage sites
marked by pinwheels (right).

6.5.2 Results and Skill Assessment

The spatial extent of Charley’s surge was small due to the small size of the storm, resulting in a relatively
limited set of gages affected by the storm. The RMSE values (Figure 6-32) are generally good; however,
they are largely indicative of tidal performance since very few stations actually recorded a distinct surge
signal. The gage at the center of the storm with the most significant recorded surge, Fort Myers, had poor
tidal performance (Figure 6-34) contributing to a poor RMSE at that gage. Aerial imagery along the
Caloosahatchee River (which holds the Fort Myers gage) indicates fine-scale shoals and channels, which
neither the mesh, nor the underlying bathymetric data properly resolve. This implies that manual revision
of the bathymetry may improve the model’s tidal simulation accuracy.
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Figure 6-32 Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations. Peak
surge errors are only shown for gages with a distinct surge signal.
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Figure 6-33 Measured and modeled time series at Loggerhead Key, Florida.
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Figure 6-34 Measured and modeled time series at Fort Meyers, Florida.
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Because so few NOAA gages captured the surge associated with Charley, the NOMAD simulation results
were also compared to a high water mark dataset. These HWMs collected after Charley have proven
challenging to work with. Although there is always a high level of uncertainty in post-storm HWM
collection, this dataset shows particularly high variability that does not fit with anticipated changes in
storm surge due to topographic changes. Three areas, with significant gradients are: 1) Two measured
HWMs south of Punta Gorda change 1.7 feet in 640 meters (2100 feet); 2) Around Estero Island (Fort
Myers Beach), two HWMs 80 meters (280 feet) apart show a 1.9 foot disagreement in the measured
surge; 3) Another pair of points (one on the island, another just behind) show a 4.0 foot difference
although they are separate by only 1000 meters (3300 feet). Because of the complexity of the storm, it is
difficult to evaluate how much of this is genuine variability and how much is error in the measured
HWMs. The rapid spatial variation in the modeled surge, indicates that there is reason to believe at least
some of these measurements could be accurate. For completeness, all HWMs that were marked as being
from surge in the HWM report were used. HWM elevation and errors are shown in Figure 6-35.
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Figure 6-35 Hurricane Charley surveyed post-storm HWMs (left) and HWM error (right).

62



The fast forward speed of Charley would suggest that advective terms would be significant. Changes in
the surge due to advection reaches 1 foot, or about 10% of the local peak surge in much of the surge-
affected area as shown in Figure 6-36.

Figure 6-36: Charley advection-on minus advection-off peak surges (feet).
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6.6 Hugo (1989)
Hurricane Hugo was a Category 5 hurricane that devastated South Carolina. Hugo made landfall

September 21, 1989 near Charleston, South Carolina as a Category 4 hurricane. Storm surge was most
prominent in South Carolina.
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Figure 6-37: Storm track of Hurricane Hugo. Dots denote 6-hour intervals.
6.6.1 Model Setup
The model simulation was 23 days long, with an eight-day storm run. Meteorological forcing was
supplied by OWI wind files from the FEMA South Carolina study. The winds were scaled up by a factor
of 1.04; however, the FEMA study did not scale the winds. Wind/pressure forcing was supplied at 15-
minute intervals. The simulation was executed with advection terms both on and off, however, the
advection-on run failed with instabilities on the northern coast of St. Croix around day 18.75 (Sep. 18,
18:00), several hours after Hugo passed directly over the island. Although a shortened 3.5-day advection-
on run was completed, results are presented here from the advection off simulations. Differences between
the advection-off and shortened advection-on runs were within +/- 0.3 feet except at the immediate mouth
of Charleston Harbor as described below.
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Figure 6-38 Hugo maximum wind speeds (left, mph) and maximum modeled surge (right, feet MSL); NOAA gage sites
marked by pinwheels (right).

6.6.2 Results and Skill Assessment

There is a limited amount of NOAA gage data for Hugo, in part because the Springmaid Pier gage
stopped functioning just over 24 hours before the storm made landfall. Model skill is good at Charleston
near the peak surge, though there is significant over-prediction further north at Wilmington as shown in
Figure 6-39 and Figure 6-40. Several stations have issues with tide phase, which may affect model
performance.
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Figure 6-39 Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations. Peak
surge errors are only shown for gages with a distinct surge signal.
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Figure 6-40 Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference; red line

indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.
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A HWM dataset was collected after Hugo and a subset of these points were used in the FEMA South
Carolina study. The same dataset was acquired for this study and compared with the NOMAD simulated
water levels as shown in Figure 6-43. The modeled values are on average 0.78 feet lower than the
measured HWMs. A high concentration of HWMs around Charleston, where the modeled surge is
generally lower than measured, skews the distribution of error. Of the 111 HWMs, all but seven HWMs
are within +/- 3 feet. This compares well to the FEMA study, where all but five HWMSs were within +/- 1
foot of the FEMA model.

In the NOMAD results, the HWMs show a clear spatial pattern of under-prediction in and around
Charleston, over-prediction to the north where the surge peaked, then again under-prediction further
north. This indicates a problem with the meteorological forcing, because the spatial pattern is inconsistent
with the tide issues experienced. Plotting against the FEMA modeled results (Figure 6-45) show a similar
pattern around Sullivan Island in the south, where NOMAD modeled results exceed FEMA’s (i.e. are
closer to the actual measured HWMSs). However, the difference is small, and may be attributable to the
scaled-up winds used in the NOMAD simulations or to the absence of advection. Results further south
show that advection decreases surges on the southern side of Sullivan’s Island. It is also possible that this
is caused by the channels’ water levels being artificially elevated due to the non-zero mean elevation
trend, documented in Appendix D.
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Figure 6-43: Post-storm HWM data error, modeled minus measured.
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Figure 6-44 Comparison of NOMAD vs. FEMA model skill to measured surge height.
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Figure 6-45 Peak water level difference (feet) showing NOMAD modeled minus FEMA modeled values.
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Generally, advection did not affect the peak surge by more than about 5%, although a deviation of 1 foot
is seen by Sullivan’s Island at the mouth of Charleston Harbor. A closer inspection shows that a slight
change (~0.5 feet) in the surges between the runs caused a broad dune crest to be wetted in the advection-
off run, dramatically altered the geometry of the wetted domain, which likely contributed to the
difference.
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Figure 6-46: Hugo advection-on minus advection-off peak surges (feet).
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6.7 Floyd (1999)
Hurricane Floyd was a Category 4 hurricane that brought significant storm surge primarily to North

Carolina. Floyd made landfall near Cape Fear, North Carolina September 16, 1999 as a Category 2
hurricane. In addition to significant surge, Floyd and associated precipitation caused record flooding in
numerous coastal river systems of North Carolina.
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Figure 6-47: Storm track of Hurricane Floyd. Dots denote 6-hour intervals.

6.7.1 Model Setup

FEMA-sourced OWI meteorology was not available for the Floyd simulations. The AOML archived
H*Wind was first tested but yielded low-biased surges and overall water levels prompting an examination
of other forcing options. The ADCIRC internal vortex model parameterized with the NHC best track data
(best track) was the only practical alternative due to the relatively early date of the event. Unfortunately,
the NHC best track estimate terminated early and produced a wind field that did not progress far enough
up the coast and did not capture the peak at northeastern locations as seen in Figure 6-48.

H*Wind peak velocities were more intense than the best track velocities, especially near the landfall coast

and ocean response to H*Wind is generally greater than the best track simulation. However, Figure 6-48
shows that the H*Wind data were inconsistent through time, and this may have accounted for some of the
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reduced surge. As with all H*Wind real-time analyses, the wind and pressure forcing for Floyd is
irregularly spaced at roughly three to six hour intervals. However, due to the truncated duration of the
best track data, the H*Wind results were used in the tabulation of overall model performance reported
here and in Section 7.

MAXWVEL, kmvh, fir01 :: FLOYD 1999 MAXWVEL, kmvh, fir03 :: FLOYD 1999
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Figure 6-48: Floyd H*Wind and Best track maximum wind speed (left and right, respectively, kilometers per hour)

LONGITUDE

For the H*Wind forcing, both advection-on and advection-off simulations were executed. Maximum
water level is shown in Figure 6-49 for the advection-on H*Wind simulation. Differences between
advection-on and advection-off simulations were minimal, less than +/- 0.5 feet, as shown in Figure 6-50.
Each model simulation was 19.5 days long, with 4.5 days of event forcing.
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Figure 6-50: Differences between advection-on and advection-off simulations using the H*Wind forcing data for Floyd.
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6.7.2 Results and Skill Assessment

Some of the difficulty with the H*Wind product results from derivation as a stochastic gust wind product
and how ADCIRC handles this type of product. For gust wind forcings, ADCIRC uses a factor of
approximately 0.89 to scale the gusts down, but the appropriateness of this exact value is unknown and
other factors have been suggested (Fleming and Jelley 2014; Powell 2012) leading to an uncertain bias in
the wind forcing. The low bias in sites further from the storm may also be due to an insufficient
representation of the outer wind field in H*Wind, which is more focused on the storm's core. No direct
meteorological data review was conducted to examine this hypothesis. High bias for some gages closer to
the storm doesn't have a clear cause, except potential wind error. Poor results for Floyd are consistent
with H*Wind tests for Sandy and Ike using H*Wind fields making the outcomes with Floyd generally
unsurprising. NOAA peak water level error and gage RMSE is shown for the H*Wind advection-on
simulation in Figure 6-51. The relatively low RMSE of gages beyond North Carolina (i.e., to the north) is
only indicative of very small or non-existent surge signal in those gage time series.
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Figure 6-51: Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations.
Peak surge errors are only shown for gages with a distinct surge signal.
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Figure 6-52: Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference; red line
indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.

From north to south, the gage time series plotted in Figure 6-53 — Figure 6-58 give clear indication of the
relative performance of the model and highlight the deficiencies in the meteorological data. For each of
the plots, the best track simulation shows almost no surge signal except in the southern-most gages,
Springmaid Pier, SC and St Simons Island, GA. At the Money Point, VA. gage, the H*Wind simulation
also shows the complete lack of simulated surge response; however, at the Cape Hatteras, NC gage in the
central Outer Banks, a minimal response was detected.

At Atlantic Beach and Wilmington, NC, closer to landfall and to the core of the Hurricane , the H*Wind
simulations produce a strong surge response but miss the building water levels preceding landfall. The
over-strong central wind field and the under-considered outer wind field could explain the underpredicted
buildup with a peak which makes up for the underprediction. Results at Springmaid Pier, SC show over-
predicted surge, possibly relating to the strong central wind field of H*Wind. Further south at St. Simons
Island, GA, the under-prediction is likely caused by insufficient characterization of the outer wind field.
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Figure 6-53: Observed and simulated water levels during Floyd at Money Point, VA. Green is observed (obs); dark blue is

advection-off H*Wind (flr01); light blue is advection-on H*Wind (flr02); black is best track (flr03).
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Figure 6-54: Observed and simulated water levels during Floyd at Cape Hatteras, NC. Green is observed (obs); dark blue
is advection-off H*Wind (flr01); light blue is advection-on H*Wind (flr02); black is best track (flr03).
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Figure 6-55: Observed and simulated water levels during Floyd at Atlantic Beach, NC. Green is observed (obs); dark blue
is advection-off H*Wind (flr01); light blue is advection-on H*Wind (flr02); black is best track (flr03).

76



8658120

09/18

15
obs . .
i1 Wilmington NC
1 ir02
03 ) . A N
\ f \ ' 4 : [\
0.5H ' ' A\ / \\ / \\ 2 -\
£ \ [I\ [//\ [ \ / [
| | [ | / \ /
= / \
(1] ML N/
0.5+ \J \/ \/ P V)
1 | | 1 J
09/14 09/15 09/16 00/17

09/13
DATE

-1
09/12

Figure 6-56: Observed and simulated water levels during Floyd at Wilmington, NC. Green is observed (obs); dark blue is

advection-off H*Wind (flr01); light blue is advection-on H*Wind (flr02); black is best track (flr03).
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Figure 6-57: Observed and simulated water levels during Floyd at Springmaid Pier, SC. Green is observed (obs); dark

blue is advection-off H*Wind (flr01); light blue is advection-on H*Wind (flr02); black is best track (flr03).
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Figure 6-58: Observed and simulated water levels during Floyd at St. Simons Island, GA. Green is observed (obs); dark

blue is advection-off H*Wind (flr01); light blue is advection-on H*Wind (flr02); black is best track (flr03).
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6.8 Isabel (2003)
Hurricane Isabel was a Category 5 hurricane that caused major damage in the coastal states of North

Carolina through New York. Isabel made landfall September 18, 2003 in the Outer Banks of North
Carolina as a Category 2 hurricane. Storm surge was most prominent in North Carolina, Virginia,
Maryland, and Delaware.
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Figure 6-59: Storm track of Hurricane Isabel. Dots denote 6-hour intervals and landfall.

6.8.1 Model Setup

The model simulation was 23 days long, with an eight-day storm run. Meteorological forcing was
supplied by OWI-formatted wind files from the FEMA Region I11 study, and the winds were scaled up by
a factor of 1.04, however it is not clear what wind scaling factor was used in the FEMA study. Wind and
pressure forcing was supplied at 15-minute intervals. Figure 6-60 illustrates the modeled peak surge from
Hurricane Isabel. The largest surge values were predicted in upstream areas of the Chowan River, James
River, Chickahominy River, and Potomac River. The Isabel simulation was executed with advection
terms both on and off, and differences were under an inch.
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Figure 6-60: Isabel maximum wind speeds (left) and maximum modeled surge (left); NOAA gage sites marked by
pinwheels (right).

6.8.2 Results and Skill Assessment

Comparisons of peak water levels and RMSE indicate model performance was good overall. Figure 6-61
illustrates the peak water level error at NOAA gages during Hurricane Isabel; the error was calculated as
modeled peak minus measured peak (error = modeled — measured). For gages that failed during the storm,
the maximum value for the portion of the time series available while the gage was functional was used for
comparison. Gages represented in the geographic RMSE figure that did not show evidence of a surge
signal in the time series are omitted from Figure 6-61.

Of the 38 gages evaluated, 31 produced an RMSE less than the 0.66 feet (0.2 meter) target value, as
illustrated in Figure 6-61 and Figure 6-62. The remaining eight gages had RMSE values less than 1 foot.
The largest discrepancies between observed and measured data typically occurred at upstream gages
including Washington, DC and Newbold, Pennsylvania.
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Figure 6-61: Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations.
Peak surge errors are shown only for gages with a distinct surge signal.
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Figure 6-62: Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference; red line
indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.

80



Time series for these gages are provided in Figure 6-63 and Figure 6-64. The Washington, DC gage
shows disagreement in both the tidal phase and amplitude, but captures the peak surge within 0.5 feet.
The Newbold, Pennsylvania gage demonstrates stronger agreement in the tidal phasing, but under predicts
the amplitude of the tide throughout the time series. At both gages, the local waterway is under-
represented by a two-node channel and riverine inflow is not included. These simplifications could affect
the model performance.

At the Oregon Inlet Marina gage, the surge was driven by winds across Pamlico Sound, however the
surge is not well-captured in the model (Figure 6-65). The exaggerated set-down in water levels at the
gage before the surge also indicates issues with the model’s ability to represent circulation within the
sound. The gage at Cape Hatteras Fishing Pier was not well represented, as evidenced by both Figure
6-61 and Figure 6-66. The gage failed during the peak surge, but the model under predicts the maximum
observation by just over 2 feet. The time series shows that model performance degrades as the storm
surge reaches the area, producing consistently low values. The magnitude of the discrepancy is potentially
exaggerated by missing the peak surge in the measured data. Due to its location on the open coast, some
of the discrepancy could also be accounted for by exclusion of wave setup in the ADCIRC simulation.
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Figure 6-63: Measured and modeled time series at Washington, DC.
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Figure 6-64: Measured and modeled time series at Newbold, Pennsylvania.

8652587 Oregon Inlet Marina 35.795 -75.5483

elevation (ft MSL)

AT NANA AN
[N AN et AL =
-1 UV v//
_%58 2585 259 2595 260 2605 261 2615 262 2625 263
time (days)

Figure 6-65 Measured and modeled time series at Oregon Inlet Marina, North Carolina.
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Figure 6-66: Measured and modeled time series at Cape Hatteras Fishing Pier, North Carolina.
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6.9  Sandy (2012)

Hurricane/Post-Tropical Cyclone Sandy was a Category 3 hurricane that devastated New Jersey and New
York. Sandy made landfall October 29, 2012 near Atlantic City, New Jersey as a post-tropical cyclone
with wind speeds of a Category 1 hurricane. Storm surge was most prominent in New Jersey and New
York.
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Figure 6-67: Storm track of Hurricane Sandy. Dots denote 6-hour intervals, extratropical transition, and landfall.

6.9.1 Model Setup

The model simulation was 19.25 days long, with a 4.25-day storm run. Meteorological forcing was
supplied by unscaled HWRF model output. Wind/pressure forcing was supplied from HWRF at 15-
minute intervals. The simulation was executed with advection terms both on and off, and differences were
found to be within +/- 0.06 meters (0.2 feet).
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Figure 6-68 Sandy maximum wind speeds (top, mph) and maximum modeled surge (bottom, feet MSL); NOAA gage sites
marked by pinwheels (bottom).

6.9.2 Results and Skill Assessment

Model skill was generally good, with most of the error (especially in the RMSE results) coming from a
mean low bias in modeled data that exceeded 0.7 feet from Atlantic City and further south, presumably
due to the absence of the steric effect. In spite of this, several of the gages (Atlantic City Figure 6-77, The
Battery Figure 6-74, Bergen Point Figure 6-75) show good agreement at peak surge, indicating that the
wind forcing may be slightly too strong if the steric effect were included. The Sandy Hook gage (Figure
6-76) failed prior to arrival of the peak surge. Water levels in Delaware Bay (Figure 6-78) are under-
estimated largely due to the mean water level difference, which nears 1 foot. All coastal gages from
Lewes, Delaware and Cape May, New Jersey, north to The Battery, New York show appreciable water
level increase while winds are still shore-parallel. Given the shape of the region, the immense size of
Sandy, and the direction of the winds, this may indicate Ekman setup preceding the primary surge.
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Figure 6-70 Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference; red line
indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.
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Figure 6-71: Measured and modeled time series at Providence, Rhode Island.
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Figure 6-72: Measured and modeled time series at New Haven, Connecticut.
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Figure 6-73 Measured and modeled time series at Kings Point, New York.
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Figure 6-74: Measured and modeled time series at The Battery, New York.
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Figure 6-75: Measured and modeled time series at Bergen Point, New York.
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Figure 6-76: Measured and modeled time series at Sandy Hook, New Jersey.
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Figure 6-79 Measured and modeled time series at Ocean City, Maryland.

Initial simulations performed with H*Wind data showed very poor performance, with most of the
modeled results being below the observations, many by more than 3 feet.
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6.10 Long Island Express (1938)
The 1938 Long Island Express (also known as the Great New England Hurricane) was a Category 5

hurricane that damaged much of New York and southern New England. The storm made landfall
September 21, 1938 in central Long Island as a Category 3 hurricane. Storm surge was most prominent in
New Jersey, New York, Connecticut, Rhode Island, and Massachusetts.
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Figure 6-80: Storm track of the Long Island Express. Dots denote 6-hour intervals and landfall.

6.10.1 Model Setup

The model simulation was 16.25 days long, with a 1.25-day storm run. The short duration is due to the
storm’s exceptional forward speed, at times as great as 50 mph. The meteorological forcing begins with
the storm east of Florida. Meteorological forcing was supplied by OWI wind files from the FEMA Region
Il New York - New Jersey study, and the winds were scaled up by a factor of 1.04, consistent with the
scaling used in the FEMA study. Wind and pressure forcing was supplied at 15-minute intervals. Figure
6-81 illustrates the modeled peak surge from the Long Island Express. Simulation of the storm predicted
the highest surge values occur at the confluence of the East River and Long Island Sound in New York
and in upstream reaches of Buzzards Bay and Narragansett Bay.
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Figure 6-81 Long Island Express maximum Wiind speeds (top, mph) and maximum modeled surge (bottom, feet MSL;
NOAA gage sites marked by pinwheels (bottom).

6.10.2 Results and Skill Assessment

Model skill for the Long Island Express was generally good. Peak water level error at NOAA gages is
provided in Figure 6-82 and for additional post-storm surveyed HWMs in Figure 6-83. Approximately
two thirds of the HWMs demonstrate the modeled results are within 1 foot of the measured elevations and
show just a slight high bias. A few HWMs in Figure 6-83 show a very large discrepancy between
modeled and measured data (up to 10 feet). These instances could result from inaccuracies in the
collected high water mark data, but are also likely attributable to historical differences in topography not
represented in the mesh. The south side of central and eastern Long Island, where the largest differences
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occur, has several inlets that have opened and closed over time. A storm of this strength is also very
capable of having made a cut of its own.
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Figure 6-82 Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations.
HWM errors are limited to gages with a distinct surge signal.
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Figure 6-83: Geographic distribution of peak water level error from additional high water marks.
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The RMSE data presented in Figure 6-82 and Figure 6-84 suggest weaker model performance than the
peak water level error. However, some of the discrepancy can be accounted for by the temporal resolution
of the measured data. Available measured time series data is limited and was recorded at 60 minute
intervals, as illustrated in Figure 6-86 and Figure 6-85. The model captures the tide data adequately prior
to the storm, with a slight over prediction of the amplitude. However, as the storm approaches, the
coarseness of the measured data appears to skip over some the peaks within the time series. This is
especially apparent around day 265.1 in Figure 6-85 and day 264.8 in Figure 6-86.

The 1938 storm’s small positive bias, is inconsistent with nearly all other storms simulated on the
NOMAD mesh. Because of the significant amount of time which has passed since this storm occurred,
there may be additional long-term factors such as topographic changes, shoreline modifications (both
natural and man-made), and relative sea level rise, all affecting the interpretation and comparison of the
gage water levels and high water mark data with the NOMAD model results. For instance, the long-term
relative sea level rise trends at The Battery and at Sandy Hook are 2.8 and 4.1 millimeters per year'!,
respectively, allowing for 0.5-0.7 feet of relative rise since the 1938 storm occurred.
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Figure 6-84 Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference; red line
indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.

11 Sea level trends obtained from http://tidesandcurrents.noaa.gov/sltrends/sltrends_station.shtml?stnid=8518750
http://tidesandcurrents.noaa.gov/sltrends/sltrends_station.shtml?stnid=8531680
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Figure 6-85 Measured and modeled time series at Willets Point, New York.
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Figure 6-86 Measured and modeled time series at The Battery, New York.
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The Long Island Express simulation was executed with advection terms both on and off, and differences
range dramatically across the storm affected area. In the areas with highest surge (i.e. Long Island Sound,
Buzzards Bay, and Narragansett Bay), the advection-on simulation produced surge elevations between 1
and 4 feet higher than its advection off counterpart. However, inclusion of advection terms resulted in a
reduction of up to 1 foot in storm surge in the Raritan Bay through the Hudson River and in Cape Cod
Bay. These differences between advection-on and advection-off results are depicted in Figure 6-87.

Figure 6-87: Long Island Express advection-on minus advection-off peak surges (feet).
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6.11 Perfect Storm (1991)
The 1991 Perfect Storm (also known as the Halloween Storm) was an extratropical storm that caused

devastation for much of the Northeast United States. The storm swept southward offshore of New
England on October 31, 1991 as an extratropical system, then circled back northward as a tropical storm
and eventually as a Category 1 hurricane. Damages and storm surge were most significant in New
England states including Massachusetts, Maine, and New Hampshire.
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Figure 6-88: Storm track of the Perfect Storm. Dots denote 6-hour intervals.

6.11.1 Model Setup

The model simulation was 23 days long, with an eight-day storm run. Meteorological forcing was
supplied by OWI wind files from the FEMA Region Il New York- New Jersey study, and the winds were
scaled up by a factor of 1.04; this value is consistent with what was used in the FEMA study. Wind and
pressure forcing was supplied at 15-minute intervals. Figure 6-89 illustrates the modeled maximum wind
speed and the modeled peak surge from the Perfect Storm simulation. The largest surge values were
predicted at the confluence of the East River and Long Island Sound in New York and in Cape Cod Bay.
The Perfect Storm simulation was executed successfully with advection terms off only; advection-on
simulations failed due to instability issues.
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Perfect Storm Wind Speed (mph)

Figure 6-89: Perfect Storm maximum wind speeds (top, mph) and maximum modeled surge (bottom, feet MSL); NOAA
gage sites marked by pinwheels (bottom).

6.11.2 Results and Skill Assessment

Comparisons of peak water level errors and RMSE indicate simulation of the Perfect Storm typically
under predicted storm surge in comparison to observed data. Figure 6-90 illustrates the peak water level
error at NOAA gages during the Perfect Storm; the error was calculated as modeled peak minus measured
peak (error = modeled — measured). Gages represented in the geographic RMSE figure that did not show
evidence of a surge signal in the time series were removed from the HWM error plot.
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Figure 6-90: Geographic distribution of peak water level error (left) and time series RMSE (right) at NOAA stations.

HWM errors are limited to gages with a distinct surge signal

Peak water level errors in Figure 6-90 demonstrate a consistent low-bias across the entire storm-affected

area with under prediction ranging from 2.6 feet to 0.7 feet. The poor performance is also reflected in the
RMSE data displayed in Figure 6-90 and Figure 6-91. With the exception of one gage at the Ocean City,

Maryland Fishing Pier, no gages met the target RMSE value of 0.66 feet (0.2 meters). Sample time series
provided in Figure 6-92 and Figure 6-93 show the modeled water surface is considerably lower than

measured records.
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Figure 6-91: Alongshore plot of time series RMSE at NOAA stations; selected stations named for reference; red line

indicates target RMSE, green line gives gage mean RMSE, and the purple line is mean RMSE from all storms.
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Figure 6-92: Measured and modeled time series at Woods Hole, Massachusetts.
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Figure 6-93: Measured and modeled time series at Montauk, New York.

The poor performance observed in the Perfect Storm simulation is similarly reflected in modeled data
from the FEMA Region Il study. Table 6-2 and Figure 6-94 demonstrate the NOMAD predicted peak
surge values are within 0.3 to 0.4 feet of the FEMA Region |1 study. The similarity in the under-
prediction could mean that the wind and pressure forcing does not adequately represent the storm event.

Table 6-2: Comparison of HWM Error.

HWM Error HWM Error
Gage Location (NOMAD) (FEMA)

(feet) (feet)
8510560 Montauk, N.Y. -1.9 -1.5
8518750 The Battery, N.Y. -1.7 -1.4
8519483 Bergen Point West Reach, N.Y. -1.2 -0.9
8531680 Sandy Hook, N.J. -1.3 -1.0
8534720 Atlantic City, N.J. -1.9 -1.7
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Figure 6-94 Comparison of NOMAD (top) to FEMA (bottom) time series at Atlantic City, New Jersey.
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7. RESULTS FOR ALL HINDCAST EVENTS

The target RMSE for time series comparison was 0.2 meters (0.66 feet) and overall, the mean RMSE for
all stations evaluated using the skill assessment software was 0.27 meters (0.89 feet). Additional summary
statistics are given in Table 7-1. The RMSE ranged from approximately 0.1 to 0.7 meters (0.3 to 2.3 feet)
for all functioning gages. Several failed gages reported slightly lower RMSE values. Low-biased mean
water elevations account for a large portion of RMSE in several of the storms and make it difficult for
most of the gages to meet the 0.2 meters RMSE target. Ike stands out with exceptionally poor
performance on all metrics due to an inadequate representation of the forerunner surge that characterized
that storm. The 1991 Perfect Storm also has very poor error metrics, however these are largely consistent
with the results from the Region Il FEMA study, which used the same meteorological forcing. The overall
consistency of the NOMAD results with those of that study’s much higher-resolution mesh indicate that
the issue is likely with the meteorological inputs and cannot be resolved here. The significant RMSEs
during Sandy are largely driven by very high mean water levels at most gages, which are presumably
from steric and other effects that were not modeled but which could be accounted for with a simple mean
correction.

Peak water levels also generally suffer from a low bias. Like the gage time series RMSE, the peak water
level bias can be at least partially attributed to seasonal water level fluctuations that are not modeled,
since most storms occur in the summer when the water level is highest. It can also be partially attributed
to the lack of wave setup, which may increase peak water levels 5-20%, especially at the open coast. One
notable exception is the 1938 Long Island Express, whose means show a positive bias and whose peaks
are slightly overestimated on average. It is difficult to evaluate data from such an old storm. Among the
long-term factors that may affect the interpretation of the bias in the validation data is the general increase
in relative sea level throughout the northeast since 1938. The magnitude of the relative sea level increase
is on the order of the positive bias and, depending on how datums were used to document the high water
marks and gage water levels, may account for at least a portion of the bias.

Table 7-1: Summary error statistics for all simulations.

Summary Statistic Value
Mean RMSE (feet) 0.89
Mean gage peak water level error (feet) -0.94
Mean absolute gage peak water level error (feet) 11
Mean all-HWM (gages and HWM data) and error (feet) | -0.8
Mean abs all-HWM (gages and HWM data)error (feet) 12

Although select gages experience issues with tidal phasing and amplitude, tidal errors are generally much
smaller than other sources of error. However, improvements to tidal performance may be important in
improving overall model performance, especially in areas where advection concerns dominate.

Figure 7-1 and Figure 7-2 show the RMSE and mean difference for gages evaluated for each storm. As
noted in the previous section, the 1991 Perfect Storm and Hugo results are reported from simulations
without advection while the remaining simulations apply advection. Figure 7-3 and Figure 7-4 show the
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same data in a pseudo-geographic distribution ordered by NOAA gage number proceeding from Texas
gages numbered 87xxxxx to the Maine gages numbered 84xxxxx. No obvious spatial patterns are visible
in the geographic distribution of error but the data are very limited. While there is overlap in the sets of
gages analyzed for each storm, the areas severely impacted by each storm rarely overlap.
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Figure 7-1: NOAA gage time series RMSE for all storms.
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Figure 7-2: NOAA gage mean water level difference for all storms.
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Figure 7-4: Along-shore NOAA gage time series mean difference for all storms.

Peak water levels at NOAA gages and at surveyed HWMs are presented together in Figure 7-5 and Figure
7-6. Of the NOAA gage peak water levels, 90% are within +/-2 feet. As with the simulated time series,
there is a low bias overall, similarly affected by the persistent low bias of the mean but also from the lack
of wave setup along open coasts. The mean difference in peak water level is -1.1 feet and the mean
absolute error is 1.2 feet. These summary values are heavily influenced by large deviations for Ike and the
Perfect Storm. Dennis shows some low bias, as well, though not as strong.
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Considering all peak water levels, both at NOAA gages and from surveyed HWMs, 90% are within +/-2.5
feet and have (like all the other skill metrics) a low bias overall. For all peaks and HWMs, the mean
difference is -0.80 feet and the mean absolute error is 1.3 feet. A combined correlation plot of all peaks
and HWMs is shown in Figure 7-7.
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Figure 7-5 Peak water level error and surveyed HWM error for all storms. Data points labeled ‘extra’ are surveyed
HWM datasets for the corresponding events
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Figure 7-6: Along-shore NOAA gage peak water level error.
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HWM datasets for the corresponding events.

Figure 7-8 shows the sorted RMSE and Figure 7-9 shows sorted peak water level difference for all gages.
The curves shows that over 90% of RMSE values are less than 1.5 feet and most are less than 1 foot. The
highest RMSEs are from a low-quality dataset for the 1938 storm and Ike, whose forerunner surge was
not properly represented by the model. Within the sorted peak differences (Figure 7-9), the low bias is
evident with the majority of points on the curve less than zero.
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8. CONCLUSIONS AND RECOMMENDED NEXT STEPS

The NOMAD mesh and model setup have been put through tidal validation and storm validation, using a
suite of 10 test storms. The model was able to meet the 0.2 RMSE metric for most NOAA stations during
tidal simulation. However, model accuracy was not sufficient in the Gulf of Maine without including
advection terms, which was not possible because the model could not run stably with advection on.

For all but a few of the event simulations, the model has difficulty meeting the 0.2 meter RMSE error
metric due to various issues. The principal problems appear to be a lack of mean water level adjustments
and wave setup effects. The water level offsets are visible in several time series and are due to longer
time-scale changes in water levels, such as seasonal steric and inter-annual variations. The wave setup
effects are expected (at least along open coast lines) during storms; however, definitively attributing water
level errors to them is difficult. Generally, areas that are exposed to the open ocean, have long fetches,
and steeper shorelines will result in higher wave setup.

The testing with a variety of meteorological data sources has clearly demonstrated the wide differences in
water levels that can result from uncertainty and error in meteorological forcing. Further validation work
should be careful to apply consistent winds and to consider any potential systematic differences between
the meteorological data used for validation and that used operationally.

Hurricane lke suffers from a systematic low bias due to an inability to properly represent the forerunner
surge evident in measured data. Other modeling studies have successfully represented the forerunner
surge by altering the bottom friction across the Louisiana-Texas shelf as discussed in Section 6.2. The
justification for the change is the fine grain mud that typifies the shelf sediments. These studies have also
increased the wind forcing scaling factor, and our modeling results show that this increase in wind
strength drastically changes results. To properly model this storm, testing would be needed to evaluate
how to best-emulate the long wave forerunner surge. Modulating bottom friction values along the shelves
of the entire US coastline using available data, e.g., the usSSEABED data (Buczkowski et al. 2006), may
be of value. If bottom friction is modified, care should be taken to run other storms in the same region
(possibly Rita, but preferably another storm with a smaller radius) and validate that any changes made to
improve performance during Ike are applicable to other major events in the area. The low bias present in
all gages across the Gulf during the lke simulations is partially due to mean water level differences. But
the difference in peak surges should be evaluated to see whether, for instance, a significant long-period
signal is present and affecting results, or if broader bottom friction modifications are warranted, or if the
far-field winds are just not well-represented. Water level data from University of Notre Dame?? and the
Texas Coastal Ocean Observation Network (TCOON)* would also prove useful for verification, as most
of the NOAA gages failed during the storm.

2 Andrew Kennedy at University of Notre Dame has investigated the cause of the forerunner surge in Kennedy et
al. (2011).

13 Further background information regarding TCOON, a research institute of the Texas A&M University Corpus
Christi funded by a consortium of several state and federal entities, may be found here:
http://www.cbi.tamucc.edu/TCOON/. Data is provided on-line at http://www.tcoon.org/.
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The model is unable to run with advection on for long periods without becoming unstable—fatal
instabilities were seen to form between 3 — 15 weeks after simulation cold start. The instabilities typically
become apparent near the offshore boundary (far from the US coastline), either in the southeast corner of
the mesh or around the same latitude as Bermuda. Due to the short length of the hindcast simulations,
nine out of ten were successfully executed in advection-on mode without these instabilities forming; the
1991 Perfect Storm was the only exception®*. Lack of accounting for advection was found to significantly
reduce accuracy of simulated tides in the Gulf of Maine, and to a lesser degree in Long Island Sound and
the South Atlantic Bight. Advection was also found to affect surge differently for different storms. In
most cases, it changed peak surge by less than 0.5 feet and less than 5% of the surge. Hugo, Katrina, and
Ike had isolated areas where the difference in peak water level between advection and non-advection
simulations reached 1 foot. Hurricanes Dennis and Charley showed advection effects reaching 10% or
more of the total surge.

The 1938 Long Island Express is the outstanding exception, with advection causing widespread and
drastic changes to the peak surge, with a maximum increase in surge of 4.8 feet in Providence, RI.
Simulating the 1938 event with advection terms included increased the peak surge by 4 feet (25% to 30%)
in two areas and by over 2 feet for most of the southern New England coastline and parts of Long Island.
It also caused a decrease in peak surge of up to 1 foot in several areas in New York and New Jersey. The
spatial extent of the changes also differentiates this event: peak surge increased by at least 2 feet across
100 km of the CT-RI-MA coastline and extended 40 km offshore; peak surge increased by at least 1 foot
across 200 km of the NY-CT-RI-MA coastline and extended 70 km offshore. Other examples of the
changes induced by advection include a 6-km stretch of Long Island's southeast coast where the
difference between advection-on and advection-off peak surges changes from +2.0 to -0.5 ft, and a
change in peak surge of at least 25% for all of RI's Atlantic coast. A common thread between the storms
most affected by advection is that they were all relatively fast moving, with the 1938 storm being by far
the fastest of any storm modeled at 40 to 50 mph. Also significant is that the 1938 storm impacted the
coastline where advection had the strongest effect on tidal performance of the model.

The advection issue is challenging both because modeling demonstrates how difficult it is to predict
whether it is important and because identifying the cause(s) of the pervasive instabilities seen during
longer simulations has proven elusive. The instabilities in the deep ocean east of Bermuda are often
present (though small) for weeks, from an early stage in the simulation. Logically, there should not be a
reason for the instability to form locally; the boundary forcing is smooth and the bathymetry is several
thousand meters deep. Testing of a highly smoothed mesh in this area failed to reduce the tendency
toward instability. This indicates that the instabilities may begin elsewhere, and become trapped along the
forced boundary. Creating a half-speed (and perhaps quarter-speed) version of the 1938 storm and
running it with and without advection could provide evidence of whether the forward speed is the root
cause of advection’s major role.’® Next, testing the advection state nodal attribute to observe whether
disabling advection in the deep ocean can prevent the instabilities (without affecting tidal accuracy) could

14 As previously noted, the advection-on simulation for Hugo also failed, however, the instabilities were the result of
strong, local wind forcing in the Antilles rather than the long-run instabilities observed discussed in this paragraph.
Hot-starting the Hugo simulation with the cyclone beyond the Antilles allowed the advection-on simulation to run to
completion.

15 Note that changing forward speed does not affect the magnitude nor direction of wind stress to the model.
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be carried out. If this cannot resolve the instability, spatially variable eddy viscosity is another potential
solution. However, it is most likely that it is necessary to manually identify the areas that are becoming
unstable and attempt to fix them by adjusting the grid.

Creation of mass in the model domain has been shown (see Appendix D) to be a pervasive issue endemic
to ADCIRC’s wetting and drying algorithm that cannot be readily resolved and which may affect model
accuracy in some areas. Relatively few major storms have hit the areas most affected by this artificial
phenomenon, i.e., the extensive tidal marshes of South Carolina, Georgia, and North Florida. Hugo was
the closest modeled storm to these areas. Results behind Sullivan’s island near Charleston, South Carolina
during Hugo seem to indicate water levels were abnormally higher than those found in the FEMA South
Carolina study in this area, which could be attributed to this issue. However, the differences between the
studies (e.g., FEMA used ADCIRC+SWAN, steric corrections were not applied for NOMAD simulations,
mesh resolutions are significantly different, wind scaling is not treated equally, etc.) makes a root-cause
analysis very difficult. It is not clear whether this might significantly affects model results, however given
that it can substantially increase water elevations, it is possible. The added mass could boost surges, yet
the presence of water higher than the incoming surge might also induce a reversal of flow that could
retard or even reduce the peak surge. Testing with a hypothetical storm while varying the local ground
elevation to try to prevent the artificial water retention is one option for studying this issue. However,
since the topography would be changed, some differences in results should be expected.

NOMAD model results within Pamlico Sound from Floyd and Isabel should be inspected closely to
evaluate model performance. The only gage data available during Isabel (Oregon Inlet Marina) indicated
this area might have some accuracy issues, and CSDL’s modeling experience in this area should help in
analyses.

A review of differences between EC2012 and EC2001 bathymetry shows that several areas outside of the
immediate US coastline have had significant changes. The most notable instances were in the Gulf of
Maine (especially near the Bay of Fundy) and at Lake Maracaibo in Venezuela. Based on these
differences, a recommended improvement for the NOMAD mesh is a general bathymetric elevation
update using a current version of the East Coast tidal database grid (e.g., EC2012) for areas beyond 50
t0150 kilometers from the coast.

The poor model skill for the 1991 Perfect Storm was similar to that seen in the FEMA Region Il study
meaning that improving model skill using the FEMA wind fields may not be possible. Since this is the
only full extratropical event and the only event to impact north of Cape Cod, this limits the conclusions
that the validation study can make about extratropical storms and about any geographies in the northern-
most US East Coast. Additional validation of other extratropical storms in the region (and throughout the
model domain) would be beneficial, especially for future extratropical implementations. Gathering
additional meteorological data for these additional storms would be a valuable next step.

The combination of hurricane Charley’s unique characteristics as a small, fast moving event and the

presence of low barrier islands in the area of landfall together challenge multiple aspects of the modelling
system such as mesh resolution, meteorological resolution, model physics and numerics. This means that
issues such as phase lag in the surge signal can lead to large errors in the amplitude. Mesh resolution may
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also play arole, as smaller topographic features are lost and slopes distorted. Narrowly overtopped barrier
islands may not be well-modeled because ADCIRC does not simulate super-critical flow, which has an
uncertain effect on the overall water level prediction. Lastly, Charley was modeled with five-minute
meteorological data instead of the normal 15-minute data, yet aliasing is still evident in the wind and
pressure field results from the spatial resolution.

The SURA-IOOS Ultralite mesh used for Louisiana, Mississippi, and a small portion of Texas provided a
very efficient method for incorporating a characterization of the complex levee and river systems
throughout that region into the NOMAD mesh. However, this mesh is less resolved in many areas than
the rest of the NOMAD mesh and overland features such as roadway embankments are frequently
omitted, causing changes to surge extent and shape that may be misleading. Improvement of this section
of the mesh is encouraged due to these deficiencies and the tendency of this area to be struck by major
storms.

The South Carolina-Georgia area relied on lower-quality topography, as lidar was generally un-available.
This, and the exceptional complexity of the tidal creeks throughout the region, made high-quality meshing
difficult. Blanton et al. (2002) demonstrated that accurate modeling of tides in the region was difficult to
achieve without representing these finer scale features. Acquisition and incorporation of lidar-based
topobathymetry and development of higher resolution representation of the tidal creeks would be
expected to improved model representation of water levels in this area.

All simulations reported for this study were carried out using the implicit mode of ADCIRC’s time
stepping algorithm. Preliminary tests of both lumped explicit mode showed that it reduced run time to
little as 60% of the implicit run times. However, the explicit mode was more prone to instabilities and
oscillations in the solution. Additional runs are recommended to verify the stability of the lumped explicit
mode before considering it operationally with HSSOFS.

113



9. ACKNOWLEDGMENTS

This project was funded under Public Law 113-2, Sandy Supplemental.

We acknowledge the contributions from FEMA Headquarters, FEMA Regions I, 111, 1V, and VI, and the
U.S. Army Corps of Engineers, particularly Larry Voice, Christina Lindemer, Tucker Mahoney, Robin
Danforth, and Jay Ratcliff, for providing access to wind forcing data and various datasets used for
verification.

Staff from the Center for Operational Oceanographic Products and Services (CO-OPS) provided key
assistance with the NOS skill assessment software.

Chris Szpilka provided access to the EC2012 mesh and all members of the ADCIRC community
contributed significantly to discussions related to development and execution of the HSSOFS model.

114



10. REFERENCES

Blanton, J. O., Lin, G., and Elston, S. A. (2002). “Tidal current asymmetry in shallow estuaries and tidal
creeks.” Continental Shelf Research, Proceedings from the Tenth Biennial Conference on the
Physics of Estuaries and Coastal Seas, 22(11-13), 1731-1743.

Buczkowski, B. J., Reid, J. A., Jenkins, C. J., Reid, J. M., Williams, S. J., and Flocks, J. G. (2006).
uUsSEABED: Gulf of Mexico and Caribbean (Puerto Rico and U.S. Virgin Islands) offshore
surficial sediment data release. Data Series, USGS Numbered Series, U.S. Geological Survey,
Reston, VA, 50.

Dietrich, J. C., Kolar, R. L., and Luettich, R. A., Jr. (2004). “Assessment of ADCIRC’s wetting and
drying algorithm.” Developments in Water Science, Computational Methods in Water Resources:
Volume 2 Proceedings of the XVth International Conference on Computational Methods in Water
Resources, C. T. M. and G. F. Pinder, ed., Elsevier, 1767-1778.

Dietrich, J. C., Kolar, R. L., and Westerink, J. J. (2005). “Refinements in Continuous Galerkin Wetting
and Drying Algorithms.” Estuarine and Coastal Modeling, American Society of Civil Engineers,
637-656.

Egbert, G. D., and Erofeeva, S. Y. (2002). “Efficient Inverse Modeling of Barotropic Ocean Tides.”
Journal of Atmospheric and Oceanic Technology, 19(2), 183-204.

FEMA. (2014). “Multi-hazard Loss Estimation Methodology: Hurricane Model. Hazus(r)-MH MR5
Technical Manual.” Department of Homeland Security, Federal Emergency Management
Agency, Mitigation Division, Washington D.C.

Fleming, J. G., and Jelley, B. (2014). “Best practices with H¥*Wind and ADCIRC.” (Email
Communication)

Funakoshi, Y., Feyen, J. C., Aikman Ill, F., van der Westhuysen, A., and Tolman, H. (2013). The
Extratropical Surge and Tide Operational Forecast System (ESTOFS) Atlantic Implementation
and Skill Assessment. NOAA Technical Report NOS CS 32, 147 pp.

Gonzalez-Lopez, J. (2014). “Tides and Resonant Features in the Caribbean Sea and Gulf of Mexico.”
2014 ADCIRC Workshop. Infinity Science Center, Mississippi, USA.

Hess, K. W., Gross, T. F., Schmalz, R. A., Kelley, J. G. W., Aikman Ill, F., Wei, E., and Vincent, M. S.
(2003). NOS standards for evaluating operational nowcast and forecast hydrodynamic model
systems. U.S. Dept. of Commerce, National Oceanic and Atmospheric Administration, National
Ocean Service, Office of Coast Survey, Coast Survey Development Laboratory, [Silver Spring,
Md.].

Hess, K. W., Schmalz, R., Zervas, C., and Collier, W. (2004). Tidal Constituent And Residual
Interpolation (TCARI) a new method for the tidal correction of bathymetric data. U.S. Dept. of
Commerce, National Oceanic and Atmospheric Administration, National Ocean Service, Office
of Coast Survey, Coast Survey Development Laboratory, [Silver Spring, Md.].

Kennedy, A. B., Gravois, U., Zachry, B. C., Westerink, J. J., Hope, M. E., Dietrich, J. C., Powell, M. D.,
Cox, A. T., Luettich, R. A., Jr., and Dean, R. G. (2011). “Origin of the Hurricane Ike forerunner
surge.” Geophysical Research Letters, 38(8), L0O8608.

Luettich, R. A., Jr., and Westerink, J. J. (2004). Formulation and numerical implementation of the 2D/3D
ADCIRC finite element model version 44. XX. Texas Water Development Board, Morehead City,
N.C.

Luettich, R. A., Jr., Westerink, J. J., and Scheffner, N. W. (1992). ADCIRC: An Advanced Three-
Dimensional Circulation Model for Shelves, Coasts, and Estuaries. Report 1. Theory and
Methodology of ADCIRC-2DDI and ADCIRC-3DL. DTIC Document.

Powell, M. D. (2012). “Note on using H*Wind fields for storm surge and wave modeling.”
<http://www.hwind.co/legacy_data/readme.html> (Mar. 30, 2015).

115



Vickery, P., Lin, J., Skerlj, P., Twisdale, L., and Huang, K. (2006). “HAZUS-MH Hurricane Model
Methodology. I: Hurricane Hazard, Terrain, and Wind Load Modeling.” Natural Hazards Review,
7(2), 82-93.

Zhang, A., Hess, K. W., and Aikman III, F. (2010). “User-based skill assessment techniques for
operational hydrodynamic forecast systems.” Journal of Operational Oceanography, 3(2), 11-24.

Zhang, A., Hess, K. W., Wei, E., and Myers, E. (2006). Implementation of Model Skill Assessment
Software for Water Level and Current in Tidal Regions. NOAA Technical Report NOS CS 24, 61

Pp.

116



11. APPENDIX A - MODEL DOMAIN DEVELOPMENT

In preparation of the mesh development for the Atlantic and Gulf of Mexico storm surge study, the
Riverside/ AECOM technical team prepared a mesh boundary for the Advanced Circulation (ADCIRC)
storm surge model. Based on comments from NOAA Coast Survey Development Laboratory (CSDL) the
boundary was been revised from the preliminary mesh boundary (submitted to CSDL on November 19,
2013) to extend farther inland to include major population centers. Various additional small adjustments
to the interior boundary line were made during the development of the mesh. The final mesh outline
highlighting deviations from the preliminary mesh are shown in Figure 11-1.
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Figure 11-1: Final NOMAD Mesh boundary and locations where modifications were made from preliminary
versions.
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ADCIRC Mesh Boundary Data Sources

The following table gives data sources that were reviewed to develop the boundary under the stipulated
guidelines. To develop an inland boundary for the ADCIRC mesh with an overland resolution along the
entire US Atlantic and Gulf coasts, the project team began by reviewing the following data:

Dataset

Source

10-meter, 7-meter, and 5-meter contours
derived from U.S. Geological Survey (USGS)
National Elevation Dataset

National Elevation Dataset accessed November 2013, http://ned.usgs.gov/

ec2012_v1b_chk 021513 fixed.grd ADCIRC
mesh (henceforth, “EC2012 Mesh”)

Mesh provided by Jesse Feyen, CSDL, November 2013

GM_LA_TX v3_chk.grd ADCIRC mesh
from SURA-100S Round 1 testbed project
(henceforth, “Gulf Mesh”)

Mesh provided by Jesse Feyen, CSDL, November 2013

Recent “major” storm landfall locations

Blake, Eric. S., Landsea, Christopher W., Gibney, Ethan J. “The Deadliest,
Costliest, and Most Intense United States Tropical Cyclones from 1851 to 2010
(and Other Frequently Requested Hurricane Facts)” NOAA Technical
Memorandum NWS NHC-6. August 2011, http://www.nhc.noaa.gov/pdf/nws-
nhc-6.pdf;

See also, Gray, William, “United States Landfalling Hurricane Probability
Project.” Accessed November 2013, _http://www.e-
transit.org/hurricane/regions_map.bmp; and

National Oceanic and Atmospheric Administration Historical Hurricane Tracks
accessed November 2013, http://www.csc.noaa.gov/hurricanes/index.html.

NWS riverine planned and active unsteady
Hydrologic Engineering Centers River
Analysis System (HEC-RAS) model domains

A Report on NWS River Hydraulic Modeling for Both Inland and Coastal
Applications accessed December 2013,
http://www.nws.noaa.gov/oh/hrl/hsmb/hydraulics/documents/fldwav_to _hecras/
HEC-RAS and REOQO gate distribute2.pdf.

NWS forecast points and NOAA Center for
Operational Oceanographic Products and
Services (CO-OPS) tidal observation stations

CO-OPS Active Water Level and Meteorological stations accessed November
2013, http://tidesandcurrents.noaa.gov/googleearth.html.

FEMA 0.2%-annual-chance flood elevations
(i.e., 500-year) data

FEMA Map Service Center National Flood Hazard Layer. Accessed November
2013, https://msc.fema.gov/

U.S. Census population data

ESRI StreetMaps 9.3 2007 U.S. Census data
(http://downloads?.esri.com/support/whitepapers/ao_/ESRIData&Maps9.3.pdf)

Based on those data, the proposed mesh boundary was developed following these general guidelines:
« At most locations, the mesh extends inland to a smoothed version of the 10-meter topographic

contour.

« In some areas with major population centers, the mesh was extended inland beyond the 10-meter
topographic contour to include the entire developed area in the final mesh.

« Except for significant rivers to be considered for coupled modeling, the boundary extends into
coastal river inlets only to the point where the channel width decreases below approximately

1,500 meters.

« Insome areas where the 10-meter contour was significantly inland of the FEMA 0.2-percent-
annual-chance coastal flood elevation, the amount of modeled inland area was reduced.
« The SURA-100S mesh for portions of Texas, Louisiana, and Mississippi provided the mesh

boundary in those areas.

« Portions of the Everglades, though well below the 10-meter contour, were specifically excluded
from the mesh because of low population, complex flow dynamics, and the presence of levees.

« Non-US overland areas are excluded from the mesh. Coastal boundaries outside of the United
States are from the EC2012 Mesh boundary.

« All of the ESTOFS-modeled area is included in the new mesh.
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11.2 ADCIRC Mesh Boundary Development and Modification

For the areas outside the United States, the project team used the EC2012 Mesh coastal boundary
(including Caribbean island boundaries) shown in Figure 11-2. The EC2012 mesh also provided the open
ocean boundary.

Figure 11-2: EC2012 Mesh boundary outside the United States (green).

The team reviewed the Gulf Mesh and found the resolution matched the specifications from CSDL (i.e.,
250 to 500 meter minimum resolution and extension to the 10 meter contour) for the coastal area
considered. The Gulf Mesh includes an extensive interior levee system that would be time-consuming to
replicate, so the project team proposes incorporating sections of this mesh into the final mesh for this
project. As such, the boundary from the Gulf Mesh was used in the development of the final mesh
boundary for Louisiana and Mississippi. The Gulf Mesh boundary generally follows the 10 meter
contour; however, in western Louisiana the mesh generally extends beyond the 10 meter contour to
provide a smoother boundary. This area is shown in Figure 11-3.
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Figure 11-3: Final mesh boundary (green), approximate 10 meter (blue), and EC2012 Mesh shoreline (red) in
western Louisiana.

Outside of Louisiana and Mississippi the team began to build the final mesh boundary by extracting the
10 meter contour from the USGS NED and eliminating extraneous lines to create a single, continuous 10
meter contour. This contour was smoothed and simplified using ArcGIS 10 toolsets.

The next step in the boundary development process was to compare the proposed model boundary to
additional data sources to determine where it could be revised to a lower contour line to decrease the
overall mesh size while maintaining the mesh’s ability to capture all major surge events. The team
reviewed the NWS lists of recent major hurricane landfall locations and reviewed hurricane track data
through the Coastal Service Center’s (CSC’s) Historical Hurricane Tracks Web viewer.'® The CSC’s Web
viewer displays the number of strikes per county from 1900 to the present. Areas with fewer landfalling
hurricanes are shown in Figure 11-4 in the lightest pink. These areas are the Big Bend region on the Gulf
coast of Florida (between Wakulla County, Florida in the north to Citrus County, Florida in the south),
along the Atlantic coast in Georgia, in the Chesapeake Bay region, and along the Atlantic coast in Maine.

16 http://www.csc.noaa.gov/hurricanes/index.html. Accessed November 19, 2013
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Figure 11-4: Number of hurricane strikes per county from NOAA CSC Historical Hurricane Tracks Web site
for the US shoreline along the Gulf of Mexico and Atlantic Ocean.

In the Big Bend, Florida area, the population density is low and the FEMA 0.2%-annual-chance coastal
flood elevations are between 4.5 and 6.5 meters. Although this area has a coarser resolution than other
areas in the mesh as there is a lower hurricane risk and a low population the 10 meter contour was still
used as the boundary. This area is shown in Figure 11-5.

Figure 11-5: Final mesh boundary (green), approximate 10 meter contour (blue), approximate 7 meter
contour (orange), and EC2012 Mesh shoreline (red) in Big Bend, Florida region.

In Georgia, the FEMA 0.2-percent-annual-chance coastal flood elevations are between 4 and 5 meters.
The 6 meter and 7 meter contours extend inland to nearly the point of the 10 meter contour, so the 10
meter contour was followed closely in this area. This area is shown in Figure 11-6.
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Figure 11-6: Final mesh boundary (green), approximate 10 meter contour (blue), EC2012 Mesh shoreline
(red), and State boundaries (black) along the Georgia coast.
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Because of Hurricane Isabel and a strategic interest in the Washington, D.C. region, the boundary was
extended to the 10 meter contour, and along the Potomac River it was smoothed to include some areas
above this contour, as shown in Figure 11-7. In other areas throughout the Chesapeake Bay region,
because of the lower 0.2-percent-annual-chance flood elevations (between about 1.25 and 3.5 meters),
smaller channels were trimmed or eliminated for a smoother boundary line.

Figure 11-7: Final mesh boundary (green), approximate 10 meter contour (blue), EC2012 mesh shoreline
(red), and State boundaries (black) in Washington, D.C. area.

Based on comments on the preliminary mesh boundary, the final boundary was extended farther inland in
some locations to include more high-density population areas. In Figure 11-8, the preliminary mesh
boundary is shown as a dark black line, and the revised, final mesh boundary is in green. Population data
is displayed with high-density areas shown in orange and red. This demonstrates how the final boundary
was revised from the preliminary boundary to include high-population areas inside the mesh boundary.
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Figure 11-8: Final mesh boundary (green), preliminary mesh boundary (black), and population density
around Tampa Bay, Florida.
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Along the Maine coastline, the terrain is steep, and the 10 meter contour is relatively close to the
shoreline. The boundary was maintained close to the 10 meter contour with some smoothing. A zoomed
view of the Maine/New Hampshire border is shown in Figure 11-9.

——

Figure 11-9: Final mesh boundary (green), approximate 10 meter contour (blue), EC2012 mesh shoreline
(red), and State boundaries (black) at Maine/New Hampshire border.

Although southern Florida is a relatively hurricane-prone region, the mesh was revised to follow more
closely to the 7 meter contour. This contour line is generally more than 50 kilometers inland from the

shoreline, and following this line eliminated Lake Okeechobee from the final mesh. This area is shown in
Figure 11-10.
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Figure 11-10: Final mesh boundary (green), approximate 10 meter contour (blue), EC2012 mesh
shoreline(red) in southern Florida.
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11.3  Connections with River Models
During boundary development, the team reviewed the following areas along the Atlantic and Gulf coasts

where NWS is working on developing riverine HEC-RAS models:

Colorado River, Texas

Houston Rivers, Texas

Vermilion River, Louisiana
Atchafalaya River, Louisiana
Pascagoula River, Mississippi
Southern Mississippi River, Louisiana
Pearl River, Louisiana and Mississippi

St. John’s River, Florida
Waccamaw River, South Carolina
Tar River, North Carolina
Potomac River, Maryland
Hudson River, New York
Connecticut River, Connecticut
Kennebec River, Maine

Figure 11-11 gives the relative geographic location of these Rivers along with an indication of whether
the implementation is already complete or underway, or only planned.

e

Goal: support model development and implementation to fully
transition the National Weather Service river hydraulic models to HEC-RAS.
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Figure 11-11: OHD graphic giving ongoing and upcoming hydraulic model implementations in the River Forecast

Centers, ca. 2012.

127




Based on river widths and locations of NWS forecast points compared to the 10 meter contour we
specifically resolved eight channels in the ADCIRC mesh for possible riverine/coastal model coupling as
shown in the following figures and notes.

e The Atchafalaya River is currently included in the Gulf Mesh, and 5 forecast points can be
captured up to the inland extent of the mesh where the river is still over 400 meters wide.

VLne measurement (Geodesic)
Segment: 432.842034 Meters
Length: 432.842034 Meters

Figure 11-12: Left, aerial image showing width of Atchafalaya River at NWS forecast point contained in resolved portion
of channel. Right, context of aerial image showing: green, proposed model boundary; blue, stream centerline; red =
EC2012 mesh boundary (i.e. shoreline); pink triangles; NWS forecast points.

e The Mississippi River has 4 forecast points that can be captured up to Baton Rouge, Louisiana
(the inland extent of the mesh), where the river is still wide and fully resolved in the Gulf Mesh.
: L -

) A\ / V) >

4..'— Mississippi

Figure 11-13: Aerial image showing, for the region of the southern Mississippi River: green, proposed model boundary;
blue, stream centerline; red = EC2012 mesh boundary (i.e. shoreline); pink triangles; NWS forecast points. Channel is
resolved is mesh where outlined in magenta.
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e The St. John’s River includes 2 forecast points near the mouth that can be resolved and 1
additional gage upstream where the river is around 200 m wide and may be able to be resolved in
the mesh.

/ St Johns River

Line measurement (¢ )
Segment: 395.629342 Meters
Length: 395.629342 Meters

Figure 11-14: Left, aerial image showing width of St Johns River at NWS forecast point contained in resolved portion of
channel. Right, context of aerial image showing: green, proposed model boundary; blue, stream centerline; red = EC2012
mesh boundary (i.e. shoreline); pink triangles; NWS forecast points.

e The Waccamaw River, South Carolina includes 2 forecast points where the river is around
250 meters wide and several additional gages farther upstream where the river is less than
200 meters wide.

\ Waccamaw River

Figure 11-15: Aerialimage showing, for the region of the Waccamaw River: green, proposed model boundary; blue,
stream centerline; red = EC2012 mesh boundary (i.e. shoreline); pink triangles; NWS forecast points.
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e The Tar River includes 1 forecast point where the river is around 350 meters wide. This gage is
approximately 55 kilometers upstream from the confluence with Pamlico Sound, so the coastal
results should be available relatively far up this river.

Figure 11-16: Aerial image showing,_for the region of the Tar River: green, proposed model boundary; blue, stream
centerline; red = EC2012 mesh boundary (i.e. shoreline); pink triangles; NWS forecast points.

e The Potomac River includes 2 forecast oints where h river is more than 500 meters wide.

& & ALY Py i S

Figure 11-17: Left, aerial image showing width of Potomac River at NWS forecast point contained in resolved portion of
channel. Right, context of aerial image showing: green, proposed model boundary; blue, stream centerline; red = EC2012
mesh boundary (i.e. shoreline); pink triangles; NWS forecast points.
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e The Hudson River, in addition to forecast points in the Hudson Bay area, includes 1 forecast
point at Poughkeepsie where the river is more than 1,000 meters wide and several additional
gages farther upstream where the river is around 200 meters wide.

e 4 (-

Figure 11-18: Left, aerial image of Hudson River from mouth to confluence with Mohawk River above Troy, New York.
Right, zoomed in image showing Hudson River in context of the southern portion of Long Island sound, East River, and
New York Harbor. In both graphics the following are shown: green, proposed model boundary; blue, stream centerline;
red = EC2012 mesh boundary (i.e. shoreline); pink triangles; NWS forecast points.

e The Connecticut River includes 2 forecast points where the river is approximately 350 meters
wide.

/ Connecticut River

Line measurement ({
Length: 304.141918 Meters

Figure 11-19: Left, aerial image showing width of Connecticut River at NWS forecast point contained in resolved portion
of channel. Right, context of aerial image showing: green, proposed model boundary; blue, stream centerline; red =
EC2012 mesh boundary (i.e. shoreline); pink triangles; NWS forecast points.
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Six other rivers were considered but excluded, including:

e The Colorado River in Texas which is only about 300 feet wide at the downstream-most gaging
point.

(Geodesic)
il Segment: 102.852412 Meters
Length:

102.852412 Meters

e The Houston Rivers (referring to tributaries to the Trinity and Galveston Bays in Texas,
including San Jacinto River and Buffalo Bayou) are all narrow and channelized, in some place
only 10 — 15 feet wide.
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e The Vermillion River is within the mesh boundary but the channel is not resolved because the
river is only approximately 100 feet wide at the downstream-most NWS forecast point.

e The Pearl River, in Louisiana and Mississippi is only approximately 300 feet wide at the NWS
forecst point and is not resolved in the SURA-IOOS gulf mesh used for that area.
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e The Pascagoula River is also only approximately 300 feet wide at the NWS forecast point and is
not resolved in the SURA-IOOS gulf mesh used for that area. The NWS gage at the mouth of the
distributary system on the coast is included in the mesh.

e The Kennebec River is only approximately 400 feet wide at the downstream-most NWS forecast
point.

Line measurement (Geodesic)
Segment: 104,393651 Meters
Length: 104.393651 Meters
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12. APPENDIX B - DEVELOPMENT OF TOPO-BATHY DATA AND OF MESH

Attention to mesh quality is essential to produce a mesh that not only accurately represents the terrain and
bathymetry, but also produces stable and consistent results when run with the Advanced Circulation
(ADCIRC) model. The ADCIRC model runs on a triangulated mesh that can have varying element sizes.
Each node has an associated elevation, and additional spatial parameters can be associated with each
node. Although there are software toolkits to help develop ADCIRC meshes, there is still a considerable
amount of manual input. For an area as large as this project’s domain of the Atlantic and Gulf of Mexico,
the mesh is usually built in sections and often by different team members, so a guiding meshing
methodology is necessary to maintain a consistent mesh throughout the study domain.

This appendix describes the underlying elevation data sources and the meshing methodology used to
produce an ADCIRC mesh for this project — the NOAA Coastal Survey Development Laboratory’s
(CSDL’s) operational storm surge model. For this report, this mesh will be referred to as the NOAA
Operational Model with ADCIRC (NOMAD)?'. For this project, the goal was to develop a mesh with less
than 2,000,000 nodes with an average spacing around 400 to 500 meters in the nearshore and onshore
areas and a minimum spacing around 200 meters. These parameters should allow for reasonable run times
on the NOAA high performance computing resources. The methodology discussed in this appendix
outlines the guidance regarding mesh size, flow path, and flow barrier design in the mesh.

12.1 Data Sources
Two primary data sources provided the majority of mesh node elevations: the USGS 1/3 arc-second

(nominally 10 meter) National Elevation Dataset (NED) digital elevation model (DEM) supplied overland
topography and the NOAA EastCoast2012 (EC2012) tidal constituent database mesh nodes constituted
the primary bathymetry data source. In addition to these primary sources for mesh node elevations,
several further sources provided more specific definition of flow obstructions and prominent flow paths.
Features identified in these high resolution datasets were used to condition node elevations extracted from
the continuous topobathy coverage during mesh generation. Summary explanations of the various
elevation and bathymetry datasets are provided in Table 12-1. In addition to the data sources listed in the
table, the study team examined data extracted from the National Levee Database to confirm that these
major flow barriers had been captured. No elevation data was used from this source. This source was
solely used to confirm the location of levees in the study area.

1" NOMAD was used to refer to early versions of the HSSOFS mesh.
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Table 12-1: Sources of topo-bathymetric data for development of the HSSOFS mesh node elevations.

Data Description Purpose Source Processing
Continuous coverage of CONUS at
1/3 arc-second resolution (nominally 10 1x1 degree tiles mosaicked,;

NED meters) incorporating wherever available the Primary source for topographic USGS shoreline masked to remove data
1/3 arc-second highest resolution source elevation (over land) elevations. over ocean; clipped within 60 mile
information. Data are provided referenced to inland buffer.

NAVD 88.
Mesh elevations shifted to
2012-2013 updated to ADCIRC model for Primary source for bathymetric NOAA t’\(lJA\r/iclij?/?aV'\ll'llt Rm\/eerrztiLrJ]m; converted
EC2012 Mesh verifying tidal datums, Node spacing varies data definition and specific 09 A
- L CSDL interpolation; clipped to remove
down to approximately 20 meters. flow channel delineation. interpolated landward elevations:
merged with 1/3 arc-second NED.
Discontinuous, as-available coverage at
1/9 arc-second resolution (nominally . e . .
NED 3 meters) based on lidar or other recent high- Refl_nement of spec!flc fine- One-quqrter degree tiles mosaicked
- - detail flow obstructions and USGS for 11 discrete lengths of US
1/9 arc-second vertical-accuracy sources. Coverage is - -
- . flow channel definition. coastline.
continuously expanding as new data sources
become available.
Replaced inaccurate portions of Decompressed from LAZ to LAS;
. . . . 1/3 arc-second NED in SC and combined into GIS-compatible
Coast Services Standardized coll_ectlon of I|_dar point CIC.)UdS GA and provided additional NOAA LASD datasets; filtered for ground-
- sourced from various agencies and provided - . L
Center lidar on CSC clearing house fine-detail channels and CsC only points; interpolated to
g ' obstructions for portions of 1/9 arc-second mesh via
MA; NY; and VA. TIN/terrain.
AECOM in-house datasets made available for
this project. 50 feet (~15 meter or Replaced anomalous Resampled from native resolution
South Carolina % arc-second) cell resolution in Charleston, 1/3 arc-second data for SC P .
- . . AECOM to 1/3 and 1/9 arc-second; merged
county DEMs Berkeley, and Georgetown counties; and coast and provided some detail with CSC lidar for SC
15 feet (~4.5 meter or ~1/6 arc-second) cell for channels and obstructions. ’
resolution in Horry and Beaufort counties.
Topography, bathymetry, and _ . .
SURA-I00S ADCIRC mesh from SURA-100S Round 1 general mesh definition for Is(l)Jgs (E:);z:gf ﬁ:&gg\:]v:-r%tlﬁe?v?/?sfnjszg
ultralite mesh testbed project Louisiana, and portions of CSDL as-is ’ '

Texas and Mississippi.

The USGS 1/3 arc-second data were obtained in 1x1 degree tiles for the area of interest via bulk
download. The NOAA EC2012 mesh node elevations were interpolated to 1/3 arc-second grid aligned
with the USGS data. Both collections (the USGS tiles and the NOAA-derived bathymetry grid) were then
merged into a seamless full coastline 1/3 arc-second merged dataset. The EC2012 mesh node elevations
were converted from MSL to NAVD88 in order to combine them with the topographic data from the
USGS. Additional detail regarding the process used to obtain conversion values between MSL and
NAVDB88 datums is provided in section 12.2.

To cleanly define the shoreline and limit of topographic vs. bathymetric data, all DEM datasets were
either masked or clipped using a polygon developed from the concave hull of the EC2012 points.

The 1/9 arc second USGS NED provides coverage for nearly all of the Gulf Coast, Florida, North
Carolina, the Delmarva Peninsula, and most of New England. These data were obtained as a bulk
download from the USGS and combined into twelve segments, conveniently sized for display and

delivery.

An inventory of gaps in the 1/9 arc-second coverage was compared to a catalog of potential lidar sources
within the model boundary. Potential lidar sources were examined in the catalog of the NOAA Coastal
Services Center (CSC). Four lidar point clouds were obtained: Boston area, Massachusetts; Long Island
New York City and the Hudson riverbank, New York; Norfolk and Virginia Beach, Virginia; and portions
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of coastal South Carolina in Colleton and Jasper counties as well as Chatham County in Georgia. Each
dataset was converted to a GIS terrain dataset then interpolated to a high-resolution raster at the same
resolution as the 1/9 arc-second NED data. The lidar point clouds were provided by the CSC as classified
LAZ (compressed LAS) datasets. Only ground points were included in any analysis and derived grids
were masked to prevent interpolation of ground elevations across open water.

Figure 12-1 shows the relative extents of the NED and lidar-based elevation datasets with Figure 12-2
giving more detail specifically for the CSC lidar dataset extents.

Figure 12-1: Relative extents of data sources for land elevations. Green shading indicates 1/3 arc-second coverage (areas
over ocean give only a value of zero). The yellow boundary indicates 1/9 arc-second NED extents. Red outlines show areas
of CSC lidar datasets. The purple and blue lines indicate, respectively: the 60-mile inland buffer used to truncate the 1/3
arc second continuous topo-bathy dataset delivered to NOAA; and the model inland boundary approximately following
the 10-meter elevation contour.
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Figure 12-2: Gridded elevation data derived from NOAA Coastal Services Center lidar datasets. lidar were obtained to
fill gaps in coverage of high-resolution 1/9 arc-second NED from USGS. Lidar elevations are shaded green to red and are
shown with the extent of 1/9 arc-second NED coverage hatched in red. The blue line in each figure indicates the
approximate boundary of the model mesh, usually at the 10-meter elevation contour. Areas shown are (clockwise from
top-left): Coastal South Carolina; Boston, Massachusetts; Virginia Beach, Virginia; and New York City, Long Island, and
Hudson River, New York. Lidar extents shown are full datasets as obtained from CSC.

Along the South Carolina coast, a number of significant anomalies were present in the 1/3 arc-second
NED representation of the topography, and other potential public data sources are also quite limited. For
these areas, several gridded elevation datasets from in-house archives were used to improve topographic
elevation estimates for five South Carolina counties:

e 50 foot (~15 meter or ¥ arc-second) cell resolution in Charleston, Berkeley, and Georgetown

counties; and
e 15 foot (~4.5 meter or ~1/6 arc-second) cell resolution in Horry and Beaufort counties.
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These data, together with the lidar for Colleton and Jasper counties in South Carolina and Chatham
County in Georgia, filled in the most significant gap in elevation data for the East Coast. Figure 12-3
shows the extent of the AECOM-provided datasets alongside the CSC lidar.

Figure 12-3: AECOM-provided elevations datasets for five counties in coastal South Carolina. Extents of CSC lidar are
hatched in purple.

Elevations for coastal Louisiana and portions of Texas and Mississippi were derived from a mesh
obtained from the Southeastern Universities Research Association - Integrated Ocean Observing System
(SURA-I00S) Round 1 Test Bed project as explained in Section 12.4.

12.2  Datum Conversion
As previously noted, the EC2012 mesh node elevations are the primary source for bathymetric data for

building the storm surge modeling mesh. It was necessary to convert the node elevations from MSL to
NAVDS88 in order to combine them with the topographic data from the USGS. Normally, a translation of
this type would be performed using the NOS-provided tool, VDatum. However, the VDatum application
provided on the NOS website (http://vdatum.noaa.gov/) uses a translation grid with several key areas
missing, including Pamlico Sound and the Indian River inlet.

CSDL provided code and an updated bathymetric translation grid which was extremely efficient for
converting the large point datasets represented by the mesh nodes. The CSDL grid extends beyond the
publically available VDatum grid and uses the TCARI (Hess et al. 2004) interpolation technique to allow
extrapolation of the datum conversion field. The conversion is identical to the VVDatum grid conversion
where they overlap. Using the CSDL code, a complete set of MSL-to-NAVD88 conversion values was
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generated for the entire near-shore bathymetric dataset from the EC2012 grid nodes. Figure 12-4 shows
the extent of the EC2012 mesh nodes as well as the extent of the extended VVDatum conversion grid.

Imagery Sources: Esri, DigitalGlobe, GeoEye, i-cubed, USDA, USGS,

AEX, Getmapping, Aerogrid, IGN, IGP, swisstopo, and the GIS User
Community

Figure 12-4: EC2012 mesh nodes in yellow and red. Red mesh nodes are those within the extent of the extended VDatum
conversion grid.

A similar process was applied to convert the combined storm surge modeling mesh nodes back to MSL
for use in modeling. When simulation results have been obtained, these conversion values will be applied
as needed to compare to verification datasets in either MSL or NAVD88.

The CSC lidar data provided were referenced to NAVD88. However, the metadata provided with the lidar
is confusing. A key confirmation of the datum is found in the download readme?:
“The data are all in geographic coordinates using the North American Datum of 1983
(NADS83). The version of the NAD83 datum may vary slightly, but all are one of the updated
realizations such as the High Accuracy Reference Network (HARN), Continuously Operating
Reference System of 1996 (CORS96), or National Spatial Reference System of 2007
(NSRS2007), and not the original NAD83(86). This may not be evident in the metadata.
Vertical units are meters and all have been converted from NADB83 ellipsoid heights to
orthometric North American Vertical Datum (NAVD) of 1988 heights using GEOID12a.”
(emphasis added)

18 Download readme available here: http://www.csc.noaa.gov/htdata/lidarl_z/geoid12a/data/117/0README.html
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12.3  Meshing Methodology
Striking a balance between minimizing the total node count to keep the computation time to a minimum

and accurately representing the elevation features is a goal of all ADCIRC mesh developers. For this
study, the mesh development team aimed to capture the area of the US coast from Maine through Texas
with an average node spacing of 400 to 500 meters and a minimum node spacing of 200 meters. The mesh
was extended overland to the 10 meter contour with some further inland extensions around densely
populated areas. An initial inland boundary ArcGIS shapefile was delivered to NOAA on November 19,
2013. A final boundary will be delivered with the final mesh.

12.4 Base Meshes
Several meshes were provided to the project team by CSDL for review and use in this project. The

EC2012 and the Extended EastCoast2001 (EXEC2001) meshes both cover the same area but include only
bathymetry. The EC2012 mesh has more than two million nodes while the ExEc2001 mesh has
approximately 258,000 nodes. Aiming towards a total mesh size of two million nodes, representing both
bathymetry and overland areas, the EXEC2001 mesh was used as a base mesh and is shown in Figure
12-5.

A Gulf Coast-focused mesh developed for the Southeastern Universities Research Association -
Integrated Ocean Observing System (SURA-IOOS) Coastal Ocean Modeling Round 1 Test Bed project
(GM_LA_TX v3_chk.grd) that was used for storm surge studies centered in Louisiana was provided, as
well. The node and element configuration from the on-shore and near-shore areas in Louisiana and
Mississippi were taken from this mesh and used in the NOMAD mesh for this project. Generally, the
GM_LA TX mesh had a less dense node spacing than what was developed from scratch for other areas
on the Gulf and Atlantic coasts. Figure 12-6 shows the variation in node spacing at the Louisiana/Texas
border.

To make sure high enough elevations were used at the inland boundary, a slight change was made to the

SURA-IOO0S mesh area just north of Lake Pontchartrain. The mesh was extended about 2,000 meters
inland to reach the 10 meter contour. This area is highlighted in Figure 12-7 and Figure 12-8
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Figure 12-6. Comparison of node spacing between Texas and Louisiana with no background imagery on the left and

World Street Maps on the right. Red line in image indicates the boundary between mesh sources; NOMAD on the left and
SURA-I0OS on the right.
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Figure 12-7. Inland extension of SURA-1OOS mesh north of Lake Pontchartrain, Louisiana.
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Figure 12-8: Magenta outlines highlight two areas of SURA-1OOS mesh requiring extension to include elevations up to 10
meters.
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A final mesh incorporated in this project was developed for detailed storm surge studies in Puerto Rico
and the US Virgin Islands (PR_new_boundary_2.grd provided by Joannes Westerink and Juan Gonzales-
Lopez from the University of Notre Dame). This mesh was more detailed than necessary for this project
with a minimum node spacing of 14 meters, so the inland boundary was extracted and then smoothed
using a large node-to-node spacing. This boundary was used to develop the overland portion of the mesh
for Puerto Rico and the US Virgin Islands and was “patched” into the larger EXEC2001 mesh. Figure
12-9 shows this area in the PR_new_boundary_2.grd and the NOMAD mesh developed for this project.

One advantage of using a model like ADCIRC is the ability to vary the mesh size relatively quickly to
allow very large elements in the offshore area and very small elements in the area of interest. The final
node-to-node spacing for this project ranged from a minimum of approximately 160 meters to a
maximum of 46 kilometers. For the nearshore and overland areas of the mesh, an average node-to-node
spacing of 400 to 500 meters was used. In order to preserve some narrow flow paths, the minimum node
spacing was allowed to decrease to 200 meters. This was done in areas where the flow paths were
hydraulically significant such as major waterways, areas that tied together two large water bodies, or
areas that would provide a conduit to extensive inland flooding behind major flow barriers. Some highly
populated areas were also modeled with a finer-scale mesh. More specifics on these highly detailed fine
mesh areas will be discussed in the sections below. Figure 12-10 shows the mesh spacing across the US
East and Gulf coasts.
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Figure 12-9. PR_new_boundary_2.grd mesh on the top and NOMAD mesh on the bottom with colors showing mesh
spacing in the area of Puerto Rico and the US Virgin Islands Mesh Spacing.
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Figure 12-10. Mesh spacing along US Atlantic and Gulf coasts.
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12.5 Flow Path Guidance
The goal of the ADCIRC mesh development was to represent major flow pathways and major flow

barriers. Elevation data was examined and the mesh developers created a series of lines along critical flow
features, which they wanted to explicitly include in the mesh.

When the elements were created using the Surface Water Modeling System (SMS) software program,
triangles were generated that allowed at least three wet nodes across the face of the stream. For narrower
rivers where only two wet nodes would be placed to represent the channel, an arc was generally drawn
along one side of the stream. Figure 12-11 shows an area in Texas with arcs placed both down the sides of
the channel and just in the middle of the channels. Figure 12-12 shows the same area with the final mesh
(with bathymetric elements colored in shades of blue).

Bathy Deptrim)
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In cases where key flow paths narrowed down to a width less than 400 to 500 meters, a decrease to a
minimum node-to-node spacing (down to a minimum of 200 meters) was used to better represent flow
channels deemed important to this project. If this decrease was not enough to maintain at least two wet
nodes across the channel, but the flow path was deemed essential, some changes to the cross-section
geometry were allowed to attempt to maintain the same cross-sectional area while increasing the channel
width.

In general, “v-notch” channels (or channels that would only have one wet node in between two dry nodes)
were avoided as this type of configuration may not properly convey flow and has been the cause of
ADCIRC model instability issues in other projects. Areas with isolated “wet” nodes or “ponded nodes”
were reviewed. This issue is complicated by the tide as new isolated nodes can appear as the tide recedes.
All ponded bathymetric nodes not identified as major inland water bodies will be set dry using ADCIRC
input file parameters for the start of the run, which should help decrease the potential for instabilities in
the model.

An example where two “wet” nodes were placed on land in order to capture a flow channel is in Point
Judith Pond, Rhode Island shown in Figure 12-13. The narrow inlet was essentially widened to allow
flow to the back channel. The arcs created to assist in the mesh development are shown in red in this
figure, and the narrow inlet is highlighted in green.
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Figure 12-13. Flow channel for Point Judith Pond, Rhode Island.

During the mesh boundary development task, the project team reviewed areas where the National
Weather Service is developing riverine HEC-RAS models. The following areas were identified for
inclusion in the ADCIRC mesh at a resolution sufficient to provide information for creating a coupled
riverine-coastal modeling system:

« Atchafalaya River, Mississippi

« Mississippi River, Louisiana

o St. John’s River, Florida

« Waccamaw River, North Carolina
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« Tar River, North Carolina

« Potomac River, Virginia, Maryland & Washington D.C.
« Hudson River, New Jersey & New York
« Connecticut River, Connecticut

These areas are shown in Figure 12-14 through Figure 12-20 below. In each figure, the mesh boundary is
shown by dark purple lines, and the bathymetric areas are colored blue. (Note that some of the boundaries
in the Louisiana area are along levees, which allow flow across the boundaries and are not inland
boundaries, which do not allow flow past this boundary.)

BathyDepthi (m)-

Figure 12-14. Atchafalaya River, Mississippi and Mississippi River, Louisiana.

149



o 3 Y,
Ba;gy Depth (rrj)_ Bathy:Depth (m)

Bathy Depth {ni}
27 2 WP

Figure 12-17. Tar River, North Carolina.
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Figure 12-19. Hudson River, New Jersey and Figure 12-20. Connecticut River, Connecticut.
New York.
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12.6  Flow Barrier Guidance
Flow barriers were determined primarily based on a review of topographic data and then compared to

aerial imagery to confirm the existence of elevated features. Some information from other FEMA study
meshes and the National Levee Database were reviewed to help identify major features. In order to
simplify the mesh, some areas with steep gradients were not included if it was determined that excluding
these features would not generally affect the modeling results. For example, if there were several
sequential barriers running parallel to the shoreline, if the seaward-most barrier was high enough,
landward barriers may not have been included in detail