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ABSTRACT
Shawn Bauldry: An Examination of Potential Variation in the Benefits of Higher
Education for Health and Wellbeing
(Under the direction of Dr. Kenneth A. Bollen)

Understanding the implications of the significant expansion in higher education
over the latter half of the 20t century remains one of the central questions of research
in stratification and inequality. Attaining a college degree is associated with numerous
advantages ranging from higher earnings to improved health and wellbeing. As higher
education continues to expand, however, there is the possibility of increasing variation
in the benefits of a college degree. Sociologists have begun to examine variation in the
returns to higher education for earnings, civic participation, and fertility. This
dissertation contributes to this line of research by analyzing variation in the health-
related benefits of a college degree.

Chapters 2 and 3 assess variation in the effects of higher education on health
outcomes (self-rated health, systolic blood pressure, body mass index, and smoking)
and psychological wellbeing. Data are drawn from the National Longitudinal Study of
Adolescent Health. The analyses rely on an innovative approach to detecting variation
in the effects of a college degree that is based in the counterfactual framework and uses
propensity score models to obtain estimates of various treatment effects.

Chapter 4 examines the potential use of auxiliary variables in the handling of

missing data. Missing data is an issue, particularly for the background variables, in the

ii



analyses in Chapters 2 and 3. Methodologists recommend using auxiliary variables,
variables that are in some way related to missing data but not otherwise of substantive
interest, when addressing missing data. This chapter provides guidelines for when
auxiliary variables are more or less likely to be beneficial for reducing bias, which were

used to inform the handling of missing data in the earlier chapters.
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INTRODUCTION

Over the course of the 20t century college enrollment in the U.S. grew from a
little over 200,000 people in 1900 to more than 15 million in 2000 (Snyder and Dillow
2011). In percentage terms, about a tenth of a percent of the population aged 15 to 24
were enrolled in college in 1900 as compared with roughly 35 percent of the population
aged 15 to 24 in 2000. This expansion in higher education has had profound
implications for the life chances of people with and without college degrees (Fischer
and Hout 2006). Attaining a college degree is associated with a host of advantages
ranging from earning higher income and obtaining more fulfilling jobs to improved
psychological wellbeing and health (Blau and Duncan 1967; Hout 1988; Hout and
DiPrete 2006; Mirowsky and Ross 1998; Mirowsky and Ross 2003; Preston and Elo
1995).

As higher education continues to expand, some of the people who currently
attain degrees would most likely not have in the past. In addition, the recent growth in
enrollment has been concentrated among lower tier colleges and universities than in
the past. These two considerations raise the possibility that there may be more
variation in the benefits of a college degree in recent cohorts than in past cohorts.
Estimates of the returns to higher education may be misleading if the potential

variation in the returns is related to individual characteristics and attributes.



The primary concern in research on the returns to education, and particularly a college
degree, is that the estimates may be upwardly biased due to the presence of unobserved
characteristics that influence both attaining a college degree and some favorable
outcome, say earnings (Ashenfelter and Krueger 1994; Ashenfelter and Rouse 1998;
Griliches 1977; Hauser and Daymount 1977). Another potential source of bias in the
estimated returns to higher education that receives less attention arises from the
possibility that there are systematic differences in the beneficial effects of a college
degree. In general, it is not likely that all people have the same behavioral response to
attaining a college degree (Card 1999). Some people will be able to get more from their
education than others. As such, standard estimates of the returns to a college degree
represent averages over the individual returns in a given population. If the variation in
the effects of higher education is not systematic, then the average effect provides a
reasonable summary estimate; however, if there is systematic variation, then the
average effect will be upwardly biased for some specific subpopulations and
downwardly biased for others.

Given the central role of education, and increasingly postsecondary education, in
determining one’s social position in our society (Blau and Duncan 1967; Fischer and
Hout 2006; Hout and DiPrete 2006), as well as the popular emphasis placed on
attaining a college degree, it is important to develop a better understanding of the
extent of and sources of variation in the returns to a college degree. Sociologists have
recently begun to assess general sources of variation in the effects of higher education.
In a series of papers, Brand and colleagues find evidence of systematic heterogeneity in

the returns to a college degree for income, civic participation, and fertility (Brand 2010;



Brand and Davis 2011; Brand and Xie 2010). Two of the chapters in this dissertation
extend this line of research to examine variation in the health-related returns to higher
education for four key measures of health behaviors and outcomes (smoking, BMI, self-
rated health, and systolic blood pressure) and variation in the protective effects of a
college degree for depression.

In addition to determining the potential bias in the estimates of the beneficial
effects of a college degree for health and psychological wellbeing, the analytic
approached adopted in these chapters allows for an assessment of two key competing
theories of potential variation in the health-related returns to higher education -
resource substitution and resource multiplication theory. There are multiple resources
that people can draw on to support their health. The distinction between resource
substitution theory and resource multiplication theory lies in the relationship between
higher education and the other types of resources (e.g., wealth from an advantaged
background). If the various resources that can support health serve as substitutes for
one another, than having one resource, such as a college degree, can compensate for a
lack of other resources, such as wealth obtained from an advantaged background. This
is the mechanism that underlies the resource substitution theory. Alternatively, if the
various resources that can support health augment each other, then having one
resource (e.g., a college degree) can magnify the benefits of other resources (e.g., an
advantaged background). This is the mechanism that underlies the resource
multiplication theory. Past work testing resource substitution and resource
multiplication theory (or similar theories with different terms) have focused on a single

attribute (i.e., sex or race) that is linked to differential access to resources (Farmer and



Ferraro 2005; Ross and Mirowsky 2006). The analyses presented in chapters 2 and 3
concerning health behaviors, health outcomes, and depression, provide a more general
assessment of these two competing theories (discussed in detail below).

The presence of missing data is a common issue when trying to estimate the
returns to higher education, particularly among important covariates such as measures
of background socioeconomic status. Contemporary approaches to handling missing
data, such as multiple imputation and direct maximum likelihood estimators (Allison
2002; Arbuckle 1996; Little and Rubin 2002; Schafer 1997), allow for the inclusion of
variables that are not part of the main analysis, termed “auxiliary variables,” in order to
improve the performance of the estimators. Methodologists recommend including
auxiliary variables to help meet the missing at random (MAR) condition and thereby
reduce estimator bias (Allison 2009; Baraldi and Enders 2010; Enders 2010). Relatively
little work has been done, however, to establish that conditions under which auxiliary
variables can be beneficial in terms of reducing bias and how to assess candidate
auxiliary variables in practice. The fourth chapter in this dissertation addresses this gap
with new analytic results, supported by a simulation study, that identify when auxiliary
variables can reduce bias and recommendations for how to select auxiliary variables in
sociological research.

The remainder of the introduction is organized as follows. First, there is a
discussion of the links between a college degree and health behaviors, outcomes, and
psychological wellbeing. This discussion is followed by a description of the analytic
strategy used in the two studies of health and wellbeing. The third section is devoted to

the role of auxiliary variables in missing data procedures. Finally, the introduction



concludes with a consideration of the contributions of this work to our understanding
of the potential benefits of auxiliary variables in sociological research, health
inequalities, and the more general importance of understanding variation in the returns

to higher education.

The Benefits of a College Degree for Health and Psychological Wellbeing

Alarge body of research documents the many links between education and
health (Kitagawa and Hauser 1973; Link and Phelan 1995; Mirowsky and Ross 2003;
Preston and Elo 1995). Educational attainment is positively associated, for instance,
with physical functioning and subjective health, and negatively associated with
morbidity, physical impairment, and mortality (Cutler and Lleras-Muney 2008; Elo
2009; Luo and Waite 2005; Mirowsky and Ross 2003; Smith 2007). Numerous studies
have also documented a protective effect of education on depression (Bjelland et al.
2008; Kessler et al. 1994; Lorant et al. 2003; Mirowsky and Ross 2003; Turner and
Lloyd 1999; Wheaton 1978).

The associations between education and various health outcomes arise, in part,
from the beneficial effects of education on health-related behaviors. People with a
higher degree are less likely to smoke or to be heavy drinkers, and more likely to have a
healthy diet and exercise than people with a high school education (Cutler and Lleras-
Muney 2010; Mirowsky and Ross 2003; Pampel, Krueger and Denney 2010). Better
educated people are also more likely to engage in health-related preventative care that
can have long-lasting benefits (Cutler and Lleras-Muney 2010).

Recent studies indicate that the health-related benefits of education vary

systematically across different populations. There has been some debate about how the



effects of education on physical health vary over the life-course and across cohorts
(Dupre 2007; Goesling 2007; House, Lantz and Herd 2005; Liu and Hummer 2008;
Lynch 2003; Lynch 2006; Mirowsky and Ross 2008; Willson, Shuey and Elder 2007;
Zheng and Land 2012). It appears that the effects of education on health increase across
cohorts and increase over the life course until a threshold is reached in old age, but
more research is needed to make more definitive statements. The benefits of education
in limiting depression are also known to vary over the life-course (Bjelland et al. 2008;
Miech and Shanahan 2000; Miech et al. 1999).

In addition to variation over the life course and across cohorts, a number of
studies find the health-related benefits of education differ across racial and ethnic
groups, and males and females. Research has found that blacks do not gain as much
from their education as whites, particularly at higher levels of education (Farmer and
Ferraro 2005; Liu and Hummer 2008; Shuey and Willson 2008; Williams and Collins
1995). There is also evidence that there is no link between education and depression
among blacks, particularly when depression is measured as the experience of major
depressive episodes (Cockerham 1990; Hudson et al. 2012; Jackson and Cummings
2011; Williams et al. 2007). Finally, a recent study finds that education provides more a
protective effect against depression for females than males (Ross and Mirowsky 2006).

The second and third chapters of the dissertation contribute to our
understanding of variation in the health-related benefits of education, specifically a
college degree, by adopting an innovative analytic strategy that allows for a more

general assessment of variation than has been attempted in past studies. The second



chapter focuses on two important health-related behaviors, smoking and BMI,! and two
measures of health outcomes, self-rated health and systolic blood pressure. Excess BMI
and smoking are two of the leading behavioral causes of death in the U.S. (Cutler and
Lleras-Muney 2010; Mokdad et al. 2004; Pampel, Krueger and Denney 2010). Self-rated
health has proven to be a reliable leading indicator of morbidity and mortality (Ferraro
and Farmer 1999; Idler and Benyamini 1997; Jylha 2009; Jylh4, Volpato and Guralnik
2006). Systolic blood pressure provides a more objective measure of health that is
associated with cardiovascular disease and strokes (Fields et al. 2004; Lawes, Vander
Hoorn and Rodgers 2008).

The third chapter focuses on variation in the protective effects of a college
degree against depression. Depression is one of the leading causes of disability in the
contemporary US, with close to 1 in 10 adults suffering from depressive symptoms
(Strine et al. 2008; World Health Organization 2004). The analysis of depression relies
on the same analytic strategy as the analysis of health behaviors and outcomes, but in
addition addresses measurement error in the indicators of depressive symptoms (items

from the Center for Epidemiologic Studies Depression scale).

Identifying Variation in the Health-Related Returns to Higher Education

The analyses in the second and third chapters of the dissertation rely on an
innovative analytic approach for detecting consequential variation, or heterogeneity, in
the health-related returns to a college degree. The approach is rooted in the

counterfactual framework for analysis (Heckman 2005; Morgan and Todd 2008;

1 BMI is, of course, not a behavior, but rather reflects behavior related to diet and
physical activity.



Morgan and Winship 2007; Rubin 1974; Splawa-Neyman [1923] 1990). Within the
counterfactual framework, attaining a college degree can be thought of as a “treatment”
- i.e.,, something that in principle can be manipulated (Holland 1986). The analogue to
the standard regression-based estimate of the returns to higher education is the
average treatment effect (ATE). As implied by the label, the ATE is an estimate of the
average effect of a college degree on some outcome over a given population. It s,
however, possible to define other treatment effects that average over different
subpopulations.

The analytic approach in the analyses of the health-related benefits of a college
degree rests on assessing the difference between two alternative treatment effects: the
average treatment effect for the treated (ATT) and the average treatment effect for the
controls (ATC) (Morgan and Todd 2008). In these analyses, the ATT provides an
estimate of how much a randomly chosen person who attained a college degree benefits
from that degree with respect to a given health outcome. Similarly, the ATC provides an
estimate of how much a randomly chosen person who did not attain a college degree
would benefit from that degree with respect to a given health outcome if s/he were to
attain a degree. A difference in the ATT and ATC provides evidence that the overall
estimate of the health-related returns to a college degree, the average treatment effect
(ATE), masks important dimensions of heterogeneity and provides a misleading or
incomplete sense of the benefits of a college degree.

In addition to identifying variation in the ATE, a comparison of the ATT and ATC
also allows one to assess the relative importance of resource substitution theory and

resource multiplication theory. The resource substitution theory holds that a college



degree can serve to compensate for other health-related disadvantages (Mirowsky and
Ross 2003; Ross and Mirowsky 2006; Ross and Mirowsky 2010). In contrast, the
resource multiplication theory holds that a college degree simply magnifies other
health-related advantages (Mirowsky and Ross 2003; Ross and Mirowsky 2006; Ross
and Mirowsky 2010). An estimated ATT that is greater than the ATC implies that people
who have the most to gain from a college degree are the ones attaining degrees. This is
typically termed “positive selection” and is consistent with the resource multiplication
hypothesis. Alternatively, an estimated ATC that is greater than the ATT implies that
people who stand to gain the most from a college degree are not the ones who actually
attain a degree. This is typically termed “negative selection” and is consistent with the
resource substitution hypothesis.

Estimates of the ATE, ATT, and ATC are obtained through the use of weights
constructed from propensity score models (Guo and Fraser 2010; Morgan and Winship
2007; Rosenbaum and Rubin 1983; Smith 1997). For this analysis, propensity score
models are simply logit models that estimate the probability of attaining a college
degree. The use of propensity score models allows for a determination of how well the
covariates adjust for preexisting differences between people who do and do not attain a
college degree. The propensity score models in these analyses are not, however, used to
advance claims that the effects are causal any more so than would be reasonable with
standard regression models. Rather the propensity score approach serves to highlight

the assumptions that underlie treating the estimates as causal effects.



Auxiliary Variables in the Handling of Missing Data

As with much quantitative sociological work, missing data is an issue in the
analyses of health behaviors, health outcomes, and depression. In particular, the
propensity score models rely on a rich set of covariates to capture the primary
predictors of attaining a college that are also related to the health measures. Most of the
covariates are not missing for a high percentage of respondents (i.e., less than 3-5
percent missing), but a few, particularly variables measuring the socioeconomic status
of the family in which the respondent grew up are missing for substantially more
respondents (i.e., 20-25 percent missing). This extent of missing data should not be
ignored.

Social scientists increasingly rely on multiple imputation (MI) to address missing
data in their analyses. MI provides estimators with desirable properties under less
restrictive assumptions than other approaches (e.g., complete-case analysis or pairwise
deletion) to handling missing data (Allison 2002; Little and Rubin 2002). Provided
certain assumptions about missingness are met, MI produces estimators that are
consistent, asymptotically efficient, and asymptotically normal as the number of
imputations approaches infinity (Allison 2002; Little and Rubin 2002; Schafer 1997).
With respect to missing data, MI estimators obtain these properties only under the
assumption that the data are missing at random (MAR) or missing completely at
random (MCAR) (Rubin 1976).

Data are MCAR if the probability of missingness is independent of the observed
variables and independent of the values that are missing. Data are MAR if the

probability of missingness is independent of the values that are missing conditional on

10



the observed values. MAR is a less stringent criterion than MCAR, but it is not possible
to test empirically whether data meet the MAR. The inability to test whether the MAR
condition is met means that analysts must strive to include causes or correlates of
missing values in their models. If an important cause of missingness is left out of the
model, then the estimator can be badly biased and the resulting estimates can be
misleading.

In some cases, however, variables related to missingness may be not of
substantive or theoretical interest. Methodologists refer to such variables as auxiliary
variables (AVs) and recommend that analysts identify and use AVs when addressing
missing data (Collins, Schafer and Kam 2001; King et al. 2001; Rubin 1996; Schafer and
Graham 2002; Schafer and Olsen 1998). In their seminal study, Collins et al. (2001)
defined two types of AVs. Type 1 AVs consist of variables associated with both a
variable missing data and the pattern of missingness in that variable. Type 2 AVs
consist of variables associated with a variable missing data, but not with the pattern of
missingness. They found that under certain conditions concerning the pattern of
missingness in the data, the extent of missing data, and the strength of the associations
with the AV, Type 1 AVs can have an appreciable effect on reducing bias in an estimator
and both Type 1 and Type 2 AVs can improve the efficiency of an estimator. Some
recent studies, however, have questioned the usefulness of AVs due to the stringent
nature of the conditions in which they have been shown to reduce bias and the typically
small efficiency gains. In simulation studies with arguably more realistic conditions for
applied work, the benefits of AVs appear to be minimal (Mustillo forthcoming; Savalei

and Bentler 2009; von Hippel 2007).
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The fourth chapter of the dissertation builds on prior studies in three ways to
inform the handling of missing data in the second and third chapters and more
generally to provide guidelines for sociologists looking to incorporate AVs into their
handling of missing data with the specific goal of potentially reducing bias in an
estimator. First, the chapter offers a systematic examination of the properties an AV
should satisfy in order to help an analyst meet the MAR condition and therefore reduce
bias. This examination reveals that the properties are more strict than has been
appreciated in past simulation studies and that some of the claims from the previous
studies are inaccurate. Second, the chapter presents the results from a simulation study
that isolates and separately manipulates the associations between the AV and the
variable missing data and between the AV and missingness. Past simulation studies
have not isolated these two associations and therefore obscured potentially important
dimensions in the performance of AVs. Third, the chapter provides an empirical

example involving AVs that illustrates a procedure for assessing candidate AVs.

Contributions

This dissertation contributes to our understanding of health inequalities through
an examination of variation in the health-related returns to a college degree in two
ways. First, the presence of systematic variation in the beneficial effects of higher
education for health behaviors, health outcomes, and depression serves as an indication
that past estimates of the effects of higher education are biased for some
subpopulations. Second, the analytic strategy used to identify systematic variation in
the health-related returns to a college degree also allows for an assessment of whether

higher education serves to alleviate or exacerbate preexisting health inequalities.
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More generally, the focus in this dissertation on variation in the effects of a
college degree highlights one of the potential ramifications of the continuing expansion
of higher education. Education, and particularly higher education, plays a central role in
the stratification system in the U.S. (and increasingly throughout the world).
Sociologists have recently begun to examine the extent of variation in the returns to
education across a variety of outcomes. This dissertation contributes to that general
program of developing a deeper understanding of the role of higher education in the
contemporary U.S.

This dissertation also makes a methodological contribution with regard to the
conditions under which auxiliary variables can be beneficial when addressing missing
data in sociological analyses. The two most common contemporary approaches to
handing missing data, multiple imputation (MI) and direct maximum likelihood (DML),
rest on the assumption that the data are missing at random. In addition, it is possible to
incorporate variables that are not part of the primary analysis in MI and DML
estimators, which allows for the use of auxiliary variables to improve the performance
of these estimators. As sociologists increasingly rely on MI and DML to address missing
data, a more complete understanding of when auxiliary variables may be beneficial is

important.

Organization of the Dissertation

The next chapter turns to the analysis of variation in the returns to a college
degree for health behaviors and outcomes. The third chapter reports on the analysis of
variation in the protective effects of higher education against depression. Chapter four

presents the analytic results, simulation results, and empirical example related to the
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use of auxiliary variables for handling missing data in sociological research. Finally,
chapter 5 offers a general conclusion for the dissertation that brings together the key
findings from each of the chapter and discusses the more general contributions of this

research.
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CHAPTER II: HEALTH-RELATED RETURNS TO A COLLEGE DEGREE

Alarge body of research documents the many links between education and
health (Kitagawa and Hauser 1973; Link and Phelan 1995; Mirowsky and Ross 2003;
Preston and Elo 1995). Educational attainment is positively associated, for instance,
with physical functioning and subjective health, and negatively associated with
morbidity, physical impairment, and mortality (Cutler and Lleras-Muney 2008; Elo
2009; Luo and Waite 2005; Mirowsky and Ross 2003; Smith 2007). These associations
arise, in part, from the beneficial effects of education on health behaviors. People with a
higher degree are less likely to smoke or to be heavy drinkers, and more likely to have a
healthy diet and exercise than people with a high school education (Cutler and Lleras-
Muney 2010; Mirowsky and Ross 2003; Pampel, Krueger and Denney 2010). Better
educated people are also more likely to engage in health-related preventative care that
can have long-lasting benefits (Cutler and Lleras-Muney 2010).

Recent studies indicate that the benefits of education for health and health
behaviors vary systematically across different populations. There has been some debate
about how the effects of education on health vary over the life-course and across
cohorts (Goesling 2007; House, Lantz and Herd 2005; Liu and Hummer 2008; Lynch
2003; Lynch 2006; Mirowsky and Ross 2008; Willson, Shuey and Elder 2007; Zheng and

Land 2012). It appears that the effects of education on health increase across



cohorts and increase over the life course until a threshold is reached in old age, but
more research is needed to make more definitive statements. In addition to variation
over the life course and across cohorts, a number of studies find the health-related
benefits of education differ across racial and ethnic groups. Research has found that
blacks do not gain as much from their education as whites, particularly at higher levels
of education (Farmer and Ferraro 2005; Liu and Hummer 2008; Shuey and Willson
2008; Williams and Collins 1995).

This paper makes two contributions to our understanding of the health-related
returns to education and variation in the returns. First, the paper adopts an innovative
approach to assessing the presence of variation in the benefits of a college degree for
health and health behaviors (Morgan and Todd 2008). The analysis centers on attaining
a four-year college degree for two reasons. In recent cohorts, a college degree
represents a key educational threshold that differentiates the life chances of individuals
(Fischer and Hout 2006). The expansion in higher education has led to people attaining
degrees who would not have in the past, which suggests that there may be more
variation in general in the effects of a college degree among recent cohorts than one
would expect among lower levels of education.

The approach to assessing heterogeneity in the effects of a college degree is
rooted in the counterfactual framework for analysis (Heckman 2005; Morgan and
Winship 2007; Rubin 1974; Splawa-Neyman [1923] 1990) and relies on comparing
estimates of the average treatment effect for the treated (ATT) with the average
treatment effect for the controls (ATC). In this analysis, the ATT provides an estimate of

how much a randomly chosen person with a college degree (the treatment) benefits
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from that degree with respect to a given health behavior or health outcome. Similarly,
the ATC provides an estimate of how much a randomly chosen person without a college
degree would benefit from that degree with respect to a given health behavior or health
outcome. A difference in the ATT and ATC provides evidence of important dimensions
of variation in the health-related returns to education (discussed in detail below).
Second, a comparison of the ATT and ATC also provides a test of the relative
significance of two competing theories concerning the role of a college degree in
alleviating or exacerbating health inequalities. The resource substitution theory holds
that a college degree can serve to compensate for other health-related disadvantages
(Mirowsky and Ross 2003; Ross and Mirowsky 2006; Ross and Mirowsky 2010). In
contrast, the resource multiplication theory holds that a college degree simply magnifies
other health-related advantages (Mirowsky and Ross 2003; Ross and Mirowsky 2006;
Ross and Mirowsky 2010).2 An estimated ATT that is greater than the ATC implies that
people who have the most to gain from a college degree are the ones attaining degrees.
This is typically termed “positive selection” and is consistent with the resource
multiplication hypothesis. Alternatively, an estimated ATC that is greater than the ATT
implies that people who stand to gain the most from a college degree are not the ones
who actually attain a degree. This is typically termed “negative selection” and is
consistent with the resource substitution hypothesis. As such, this paper provides new
evidence for the relative importance of the resource substitution and multiplication

hypotheses.

2 This is quite similar to the diminishing returns hypothesis outlined by Farmer and
Ferraro (2005).
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Data for this study come from Waves 1 and 4 of the National Longitudinal Study
of Adolescent Health (Add Health), a nationally representative sample of young adults.
Wave 4 was collected in 2007 and 2008 when respondents were in their late 20s and
early 30s. This represents a recent cohort and an age when most respondents are old
enough to have completed their education. The analysis examines two measures of
health behaviors, body mass index (BMI)3 and smoking, and two measures of health
outcomes, self-rated health and systolic blood pressure. Excess BMI and smoking are
two of the leading behavioral causes of death in the U.S. (Cutler and Lleras-Muney 2010;
Mokdad et al. 2004; Pampel, Krueger and Denney 2010). Self-rated health has proven to
be a reliable leading indicator of morbidity and mortality (Ferraro and Farmer 1999;
Idler and Benyamini 1997; Jylha 2009; Jylh4, Volpato and Guralnik 2006). Systolic blood
pressure provides a more objective measure of health that is associated with
cardiovascular disease. Although Add Health respondents are young to experience
problems with systolic blood pressure, recent analyses of Add Health respondents have
found elevated levels of blood pressure and a higher prevalence of hypertension for
their age group than in past cohorts (Nguyen et al. 2011). Given the known differences
in these health behaviors and outcomes and variation in the effects of education by sex
and race/ethnicity, all analyses are conducted separately for black and white, men and

women.

3 BMl is, of course, not a behavior, but rather reflects behaviors related to diet and
exercise.
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Mechanisms Linking Higher Education to Health and Health Behaviors

Health researchers have proposed and tested a number of mechanisms that give
rise to the health-related benefits of a higher degree. The mechanisms can be broadly
grouped into two categories: (1) economic resources and (2) social psychological and
relational resources (Mirowsky and Ross 2003; Ross and Mirowsky 2010). Higher
education, particularly in recent cohorts, plays a central role in providing access to high
quality jobs with a decent income and a potentially creative and autonomous work
environment. The economic resources that accrue from such positions provide a buffer
from the stress associated with poverty and economic hardship that can lead to a
variety of negative health behaviors and health outcomes (Lantz et al. 2005; Mirowsky
and Ross 2003; Pampel, Krueger and Denney 2010). In addition, economic resources
may directly lead to better health behaviors and outcomes by facilitating healthy
behaviors (e.g., membership to a gym) and allowing greater access to preventative
medical care (Cutler and Lleras-Muney 2008; Freese and Lutfey 2011; Mirowsky and
Ross 2003; Pampel, Krueger and Denney 2010). A recent study estimates that economic
resources, in particular income, access to health insurance, and resources from one’s
family background, account for about thirty percent of the relationship between
education and health-related behaviors (Cutler and Lleras-Muney 2010).

A college degree may also promote better health behaviors and health outcomes
through the development of social psychological and relational resources. Higher
education has the potential to instill a sense of mastery and personal control that give
people the motivation, knowledge, and ability to address their health-related needs

(Cutler and Lleras-Muney 2008; Mirowsky and Ross 1998; Mirowsky and Ross 2003;
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Pampel, Krueger and Denney 2010; Ross and Mirowsky 2010). While pursing a college
education many people form relationships with other people in college and often
maintain relationships with other highly educated people after completing a degree.
This leads people with higher degrees to have social networks with other health-
oriented people that can support healthy behaviors and develop group-based norms
that protect against unhealthy behaviors (Freese and Lutfey 2011; Kawachi,
Subramanian and Kim 2008; Smith and Christakis 2008). For instance, several studies
have identified network effects on smoking habits and obesity (Boardman et al. 2005;
Christakis and Fowler 2007; Christakis and Fowler 2008; Cutler and Glaeser 2007).
More generally, social support can help alleviate stress and appears to reduce mortality,
though the links between social support and physical health are more contentious

(House, Landis and Umberson 1988; Seeman 1996).

Variation in the Health-Related Returns to a College Degree

The dramatic increase in college enrollment over the course of the 20t century
has led to changes in who attains college degrees and the nature of colleges and
universities granting degrees (Snyder and Dillow 2011). In percentage terms, about a
tenth of a percent of the population aged 15 to 24 were enrolled in college in 1900 as
compared with roughly 35 percent of the population aged 15 to 24 in 2000. Some
people who currently attain degrees would most likely not have in the past. In addition,
the recent expansion in higher education has been concentrated among lower tier
colleges and universities. Taken together, these changes raise the possibility that there
may be more variation in the benefits of a college degree in recent cohorts than in past

cohorts.
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Changes in the composition of people attaining degrees and in the institutions
granting degrees could affect the health-related returns to a college degree through
both economic and social psychological and relational resources. For some people, the
economic returns to a college degree may not be as high as for others, in which case a
college degree may not provide as much protection from economic hardship and
resources to afford a healthy lifestyle. In addition, a college degree may not provide the
same sense of mastery and personal control, nor does it necessarily provide access to
health-promoting social networks among recent cohorts. Thus, an increase in the
variation of the benefits of a college degree among recent cohorts has an impact
through a variety of mechanisms that link education to health-related behaviors and

health outcomes.

Resource Substitution and Resource Multiplication Theories

In addition to assessing the extent of variation in the health-related benefits of a
college degree, the analytic approach used in this paper also allows for an assessment of
the relative strength of two competing theories of the role of education in alleviating or
exacerbating health inequalities: the resource substitution and the resource
multiplication theories (Mirowsky and Ross 2003; Ross and Mirowsky 1989; Ross and
Mirowsky 2010). There are potentially multiple resources that people can draw on to
support their health. The distinction between resource substitution and resource
multiplication theories lies in the relationship between higher education and the other
types of resources (e.g., wealth from an advantaged background). If the various
resources that can support health serve as substitutes for one another, than having one

resource, such as a college degree, can compensate for a lack of other resources, such as
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wealth obtained from an advantaged background. This is the mechanism that underlies
the resource substitution theory. Alternatively, if the various resources that can support
health augment each other, then having one resource (e.g., a college degree) can
magnify the benefits of other resources (e.g., an advantaged background). This is the
mechanism that underlies the resource multiplication theory.

A comparison of the estimates of the health-related returns of a college degree
for people who attained a degree (the ATT) with the health-related returns of a college
degree for people who did not attain a degree (the ATC) not only provides evidence of
variation in the average effect of a college degree but also allows for an assessment of
resource substitution and multiplication theories. If the ATC is greater than the ATT,
then this indicates that a college degree would provide greater health-related returns to
people who did not attain a degree were they to do so than for people who did attain a
degree. This pattern is consistent with the resource substitution theory because people
who do not attain a college degree have fewer resources on average than people who do
attain a college degree. On the other hand, if the ATT is greater than the ATC, then this
indicates that a college degree provides greater health-related returns to people who
attain a degree than would be realized by people who did not attain a degree. This
pattern is consistent with the resource multiplication hypothesis because it suggests

that a college degree amplifies pre-existing advantages (other resources).

Methodological Issues
The standard approach to analyzing the effect of a college degree on a particular
health outcome or behavior is to estimate a regression model of the form

yi=a + )/Dl + B,Xi + &, (21)
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where y; is a health outcome of interest,* D; is an indicator for attaining a college degree,
Xi is a vector of covariates that are associated with both the health outcome and the
probability of attaining a college degree, and ¢; is a disturbance term. In this equation, if
one assumes that there are no omitted variables (i.e., Cov(D;, &) = 0 and Cov(x;, &) = 0),
then 7 provides an estimate of the average causal effect of attaining a college degree on
a given health outcome.

The standard approach has a straightforward interpretation in the
counterfactual framework (Heckman 2005; Morgan and Winship 2007; Rubin 1974;
Splawa-Neyman [1923] 1990). Attaining a college degree can be thought of as a
“treatment” - i.e., something that in principle can be manipulated (Holland 1986). The
health benefits that arise from receiving the treatment, attaining a college degree, may
vary from person to person. It is not, in general, possible or desirable to estimate a
separate causal effect from a treatment for all individuals. Instead, analysts are typically
interested in an average causal effect defined over a given population or subpopulation
(Heckman 2005). This can be reflected in the model in equation (1) by simply adding an

index j to y that references the population or subpopulation of interest.

Identifying Variation in the Health-Related Returns to a College Degree
People who receive the treatment and people who do not receive the treatment
are two common subpopulations of interest in the counterfactual framework. In this

analysis the treatment is the attainment of a college degree, so the two subpopulations

4If the health outcome is not a continuous variable (e.g., an indicator for hypertension)
or represents the time to an event (e.g., time to death), then (1) should be understood to
refer to an appropriate regression model (e.g., a logistic regression model or a Cox
regression model).
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are people who did and did not attain a degree. The average causal effect for people
who attained a college degree, the “average treatment effect for the treated” (ATT), is an
estimate of how much a randomly selected person who attained a college degree
benefited from that degree with respect to their health (Heckman 2005; Morgan and
Harding 2006). Similarly, the average causal effect for people who did not attain a
college degree, the “average treatment effect for the controls” (ATC), is an estimate how
much a randomly selected person who did not attain a college degree would benefit if
she were to attain one (Heckman 2005; Morgan and Harding 2006). A comparison of
the ATT and ATC provides a means of assessing whether there is consequential
variation in the average health-related returns to a college degree.

There are two potential sources of heterogeneity in the effect of a college degree
on health that could lead to different estimates for the ATT and ATC (Morgan and Todd
2008; Morgan and Winship 2007). First, a difference in the ATT and ATC could arise if
the effect of a college degree depends on one of the other covariates in the model. In
other words, there is an interaction effect between the treatment, attaining a college
degree, and at least one of the other predictors of the health outcome. Second, a
difference in the ATT and ATC could arise if the effect of a college degree depends on an
unobserved variable that predicts attaining a college degree. Methodologists divide
causal effect heterogeneity due to unobserved variables into two types: (1)
heterogeneity due to an omitted variable and (2) heterogeneity due to the possibility
that individuals anticipate the potential gains from the treatment (or control) and select
into the treatment (or control) to realize these gains (Heckman 2005; Heckman, Urzua

and Vytlacil 2006; Morgan and Todd 2008; Morgan and Winship 2007). A comparison
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of the ATT and the ATC allows for a more complete assessment of potential variation in
the protective effects of college degree and avoids the “curse of dimensionality” that

comes with attempting to include all plausible interactions with observed variables.

Data and Methods

Data

This analysis draws on Waves 1 and 4 from the National Longitudinal Study of
Adolescent Health (Add Health).> The first wave of Add Health was based on a
nationally representative sample of youth in grades 7 through 12 in the United States in
1994. The fourth wave of data collection occurred between January 2008 and February
2009, roughly 14 years after the first wave. About 75 percent of the 20,745 youth
interviewed at Wave 1 were re-interviewed at Wave 4, resulting in 15,701 respondents
with data from both waves.

Past research has found that the effects of education on health behaviors and
health outcomes differ by sex and race (Farmer and Ferraro 2005; Ross and Mirowsky
2006; Shuey and Willson 2008; Williams and Collins 1995). Because of this, the analysis
sample was restricted to white and black, males and females (N = 11,529) and separate
models were estimated for each of the four subgroups. In addition, Add Health provides
sample weights to adjust for the differing probabilities of inclusion in the original

sample frame and attrition between Waves 1 and 4. Respondents (N = 674) who did not

5> See Harris, Halpern, Whitsel, Hussey, Tabor, Entzel, and Udry Harris, Kathleen Mullan,
Carolyn T. Halpern, Eric A. Whitsel, Jon M. Hussey, Joyce W. Tabor, Pamela P. Entzel, and
J. Richard Udry. 2009. "The National Longitudinal Study of Adolescent Health: Research
Design." URL: http://www.cpc.unc.edu/projects/addhealth/design. for a detailed
description of the construction of the Add Health sample.
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have sample weights were excluded from the analysis sample. Finally, 2 respondents
missing information about the highest educational degree completed were excluded
from the analysis sample.® This results in an analysis sample of N = 10,853.

All of the remaining missing data were addressed using multiple imputation
(Little and Rubin 2002). Ten complete data sets were constructed using the chained
equation approach implemented in Stata 12 (StataCorp 2011). Most of the measures
used in the analysis were missing for less than 4 percent of the cases. The exceptions
were some of the measures related to parental SES and the respondent’s birth weight.
These variables were missing for 20 to 25 percent of the cases.” Multiple imputation
appeared to perform reasonably well for these variables. With the exception of a small
number of outliers (i.e., less than 10), the range of the imputed values was quite similar
to the range of the non-imputed values for all of these variables. In addition, the mean
and variance of the measures for the non-imputed cases were quite similar (i.e., within
a couple hundredths of a point) to the mean and variance of the measures with the

imputed cases included.

Variables
Health Measures. This analysis focuses on two measures of health and two

measures of health behaviors. The first measure, self-rated health, is a general measure

6 This missing data could not be handled with multiple imputation because the
estimation of the propensity score weights and subsequent models does not allow for
potential differences in educational level across for the same case across imputed data
sets.

7 Auxiliary variables that could improve the handling of missing data were considered,

but none met the required associations outlined in chapter 4 to have an impact on
reducing bias.

26



of health based on responses to the question “In general, how is your health?” that
include “excellent” to “poor.” Self-rated health has proven to be a reliable leading
indicator of morbidity and mortality (Ferraro and Farmer 1999; Idler and Benyamini
1997; Jylha 2009; Jylha, Volpato and Guralnik 2006). Self-rated health is treated as a
dichotomous variable (“excellent” or “very good” versus “good,” “fair,” or “poor”), which
is consistent with the majority of past research using this item.8 The second measure is
systolic blood pressure (SBP),° a more objective measure of health associated with
cardiovascular disease. Recent analyses of Add Health respondents have found elevated
levels of blood pressure and a higher prevalence of hypertension for their age group
than in past cohorts (Nguyen et al. 2011).

The analysis focuses on two measures of health behaviors that are among the
leading behavioral causes of death in the U.S. (Cutler and Lleras-Muney 2010; Mokdad
et al. 2004; Pampel, Krueger and Denney 2010). The first, body mass index (BMI), is a
commonly used measure that reflects behaviors related to diet and exercise. The second
measure is smoking. Smoking is coded as an indicator that takes a value of 1 for
respondents who reported smoking at least once a day over the past month.

College Education. In Wave 4 respondents were asked the highest educational

level of education they had achieved to date. This information was used to construct an

8 Supplemental analyses were also run treating self-rated health as a continuous
measure and as an ordinal measure that maintained all of the categories and the results
were essentially the same (available on request).

9 Certified field interviewers measured respondents’ resting, seated systolic and diastolic
blood pressures (mmHg) and pulse rate (beats/minute). Following a five-minute seated rest,
three serial measurements were performed at 30-second intervals. SBP reflects the average of
measures 2 and 3. When either the second or third measure was missing, the other single
measure was used. In cases where both measures 2 and 3 were missing, the first measure
was used.
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indicator for respondents who had completed a four-year degree. Of the 10,853
respondents in the analysis sample, 33 percent had attained a four-year degree.1? Given
the age range of respondents at Wave 4 (24 to 34 years old), this is likely a slight

underestimate of the percentage who will ultimately attain a college degree.

Table 1: Descriptive Statistics for Health Measures.

Black Female (N = 1,681) Black Male (N = 1,295)

No Deg Degree No Deg Degree
Self-rated health 0.42 0.62 0.49 0.64
Systolic blood pressure  124.07 120.33 130.01 130.14
Body mass index 33.06 31.00 28.94 29.85
Daily smoker 0.14 0.04 0.26 0.06

White Female (N = 4,135) White Male (N = 3,742)
Self-rated health 0.51 0.78 0.54 0.76
Systolic blood pressure  120.21 118.78 130.19 129.19
Body mass index 29.66 26.41 29.29 27.65
Daily smoker 0.37 0.10 0.38 0.09

Note: Based on 10 complete data sets. Weighted data.

Table 1 provides weighted descriptive statistics for each of the measures of
health and health behaviors for respondents with and without college degrees across
the subgroups defined by sex and race/ethnicity. There are substantial differences in
the proportions of people reporting very good or excellent self-rated health and
smoking daily between those with college degrees and those without across the groups.
Among black and white, females and males, respondents with degrees were more likely
to report being in very good or excellent health than respondents without degrees. The
proportion of daily smokers is higher among respondents without a college degree

across all of the groups. The differences in BMI and systolic blood pressure between

10 This is the unweighted percentage. The weighted percentage is 31 percent.
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people with and without a college degree are more muted, but still present for black
females and white males and females. Among black males, those with a college degree
have slightly higher systolic blood pressure and BMI than those without a college
degree, though the difference is minimal.

Additional Covariates. It is important to adjust for a number of covariates when
estimating the effect of education on health and health behaviors.1! The covariates can
be generally divided into three groups: (1) measures of family socioeconomic status, (2)
measures of ability, and (3) measures of childhood and adolescent health and health
behaviors. All three groups of covariates have well-established associations with
educational attainment and with health and health behaviors. In addition, all of the
models include region (West, Midwest, South, Northeast) and the age of the
respondents at Wave 4. Descriptive statistics for all of the covariates are available in
Appendix One.

One of the benefits of using Add Health data is that it includes a number of
measures of family socioeconomic status gathered at Wave 1 when respondents were in
high school. This analysis draws on mother’s and father’s education (ten category
measures ranging from “8th grade or less” to “professional training beyond a 4-year
degree”), logged family income, family structure, and an interviewer assessment of

respondent’s living environment. Family structure is a five category variable that

11 Many of these covariates are likely to be subject to measurement error. The primary
goal in using the covariates is to construct weights based on propensity scores of
attaining a college. As such, interest does not center on interpreting the structural
effects of the covariates on either attaining a college degree or the given health
outcomes, which would be affected by measurement error. Measurement error in the
covariates may still have an effect in the models for the health outcomes, though the
effect is not likely to be large given that the weights by design render the covariates
largely insignificant predictors of the outcomes.
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differentiates respondents living with two biological parents, two parents with at least
one non-biological, a single mother, a single father, or some other arrangement (Harris
1999). The measure of the respondent’s living environment is constructed as the
average of the responses to the following two questions completed by Add Health
interviewers: (1) “How well kept is the building in which the respondent lives?” and (2)
“How well kept are most of the buildings on the street?” Responses to both questions
ranged from “very poorly kept (needs major repairs)” (1) to “very well kept” (4).

Cognitive ability is often proposed as a source of spuriousness in analyses of the
effects of education on health (Gottfredson 2004; Hirschi and Gottfredson 1994).
Recent work suggests that it is unlikely that cognitive ability unrelated to education can
account for the beneficial effects of education on health (Link et al. 2008).

Nonetheless, this analysis draws on two measures of ability to address this possibility.
At Wave 1 Add Health administered an abbreviated version of the Peabody Picture
Vocabulary Test (PPVT) that serves as a measure of verbal ability or scholastic aptitude
(Dunn and Dunn 1981). In addition, at Wave 1 respondents reported their grades in
four subjects from the most recent semester (English, Math, History or Social Science,
and Science). Self-reported GPA was constructed as the average of the grades from the
available subjects.

The third group of covariates includes measures of health and health behaviors
from childhood and adolescence. At Wave 1 parents reported the birth weight of
respondents. Birth weight has been associated with educational attainment and a range
of adult health outcomes (Almond and Currie 2011; Dahly, Adair and Bollen 2009). Add

Health did not include a clinical measure of systolic blood pressure at Wave 1, but it did
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include self-rated health, self-reported measures of height and weight that can be used
to construct BMI, and the number of cigarettes smoked in the last month. In addition,
the analysis adjusts for a measure of adolescent physical activity and measures of
adolescent drinking. The measure of physical activity is taken as the maximum number
of days per week respondents report engaging in any of a series of activities.!2 The
measure of drinking stems from the questions “During the past 12 months, on how
many days did you drink alcohol?” with responses ranging from “never” (1) to “every

day or almost every day” (6).

Analysis Strategy

Following the approach outlined by Morgan and Todd (2008), the analysis to
detect variation in the effects of education on health behaviors and outcomes proceeds
in four steps for black and white, males and females. The first step in the analysis is to
estimate a propensity score model. The second step is to use the propensity score
models to construct weights that allow for estimates of different treatment effects. The
third step is to estimate the average treatment effect (ATE), the average treatment
effect of the treated (ATT), and the average treatment effect for the controls (ATC). The
final step is to compare the estimates of the ATE, ATT, and ATC and make a
determination whether they are all roughly the same or whether the ATT differs from

the ATC. This section provides a brief description of each step.

12 Wave 1 activities included: (a) roller-blading, roller-skating, skate-boarding,
bicycling, (b) active sports such as baseball, softball, basketball, soccer, swimming, or
football, (c) exercise such as jogging, walking, karate, jumping rope, gymnastics, or
dancing.
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Propensity score models are used to estimate the conditional probability of a
“treatment” (Guo and Fraser 2010; Rosenbaum and Rubin 1983). For this analysis the
“treatment” is attaining a college degree. The probability of attaining a college degree

conditional on the covariates is estimated using a logistic regression model specified as

pi = PrlD; = 1]x;] = [7o it (22)

where p; is the propensity score for person i, D; in an indicator for attaining a college
degree, and x; is a vector of covariates with coefficients ¢. The covariates in the
propensity score model should include all of the relevant predictors of the measures of
health behaviors and outcomes (Brookhart et al. 2006; Guo and Fraser 2010; Rubin
1997). Square terms for mother’s education, father’s education, and logged family
income were included in the propensity score model to capture their potential non-
linear relationships with attaining a college degree and with health and health
behaviors. The propensity score models were weighted by the sample weights provided
by Add Health and estimated separately on each of the 10 imputed data sets.

The three groups of covariates, family SES, ability, and childhood and adolescent
health and health behaviors, account for the main predictors of adult health that could
be confounded with educational attainment. It is, however, likely that at least some
relevant predictors have been omitted from the model. A sensitivity analysis is included
to assess this concern.

The second step in the analysis involves calculating appropriate weights to
obtain the various treatment effect estimators. The weight for the average treatment

effect (ATE) is calculated as
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Weighting by the inverse of the propensity score for the people who attained college
degree and the inverse of one minus the propensity score for people who did not attain
a college degree attempts to balance the sample with respect to the distribution of
covariates between people who attained a college degree and people who did not. In
other words, after weighting the data by the propensity scores, the distributions of the
covariates among the people who attained a college degree should be similar to the
distribution of the covariates among people who did not attain a college degree. In
theory, this should hold for all moments of the distributions of the covariates, but in
practice just the mean and the standard deviation are typically assessed.

One common metric to assess the balance of the means is the average of the
standardized mean differences across the treatment and control groups (Morgan and
Todd 2008; Rubin 1973). The standardized mean difference (StdMD) for a given

variable is calculated as

I'xi,D,:l - xi,D,:O |

1 1 '
\/2 Var(x; ,_,)+ 5 Var(x, )

StdMD = (2.4)
Similarly, a common metric to assess the balance of the standard deviations is the
average of the standardized standard deviation differences across the treatment and
control groups. The standardized standard deviation difference (StdSD) for a given

variable is calculated as
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The StdSD is typically only used to assess balance among continuous covariates

(Morgan and Todd 2008). In practice, perfect balance is never achieved and instead

researchers assess how close the StdMD and StdSD are to 0 and how much balance is

improved by the propensity score weight (Rubin 2006).

The weight for the average treatment effect for the treated (ATT) is calculated as

1 ifD =1

o= D. . 2.6
i,ATT p,A lfDl =0 ( )
1-p,

This weight treats the population-level group of people who attained a college degree
as the target population by leaving the members of the sample who attained a college
degree unweighted and weighting the members of the sample who did not attain a
college degree according to their odds of having done so. This is an attempt to
transform the sample of people who did not attain a degree into a representative
sample of the population-level group of people who did attain a college degree (Morgan
and Todd 2008). As with the ATE, the extent to which the weight balances the
distribution of the covariates can be assessed.

Finally, the weight for the average treatment effect for the controls (ATC) is
calculated as

1%13" iftD =1

Wiarc = Pi . (2.7)
1 itD, =0

34



Similar to the ATT, the purpose of this weight is to transform the sample into a
representative sample of people who did not attain a college degree.

The propensity score weights have the same properties as other types of sample
weights and can thus be combined in the standard way that different sample weights
are combined (Kalton and Flores-Cervantes 2003). All of the weights outlined above
were multiplied by the Add Health sample weights to incorporate the adjustments for
unequal probability of sample selection and attrition into the estimates of the various
treatment effects.

The third step is to estimate models for each of the measures of health and
health behaviors to obtain the ATE, ATT, and ATC for attaining a college a degree for
each of the subgroups defined by sex and race. Depending on the outcome, the models
are either weighted linear regression models or weighted logistic regression models.
The models take the general form

yi=a+yD; +B'x; + ¢, (2.8)
where yi is either a health measure or the logit of a health measure, D; is an indicator for
attaining a four-year college degree, y gives the effect of a college degree with the
precise interpretation depending on the weights, and x; is a vector of covariates (the
same covariates used in the propensity score model), and ¢; is a disturbance term. In
theory the propensity score weights should balance the data such that it is unnecessary
to adjust the covariates that went into the creation of the propensity scores when
estimating the treatment effects. If, however, the propensity score model is
misspecified, including the covariates in the regression models can help mitigate the

effects of this misspecification (Bang and Robins 2005; Morgan and Winship 2007;
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Robins and Rotnitzky 1997). The estimated standard errors are robust standard errors
that adjust for heteroskedasticity and the clustering of respondents in schools in Wave
1. The standard errors do not specifically adjust for the additional uncertainty due to
the estimation of the propensity scores; however, the robust standard errors should at
least adjust for some of this uncertainty. Finally, the models are estimated on each of
the imputed data sets and the results are combined according to Rubin’s formulas using
the multiple imputation suite of commands in Stata 12 (Little and Rubin 2002;
StataCorp 2011).

The final step in the analysis is to assess whether the estimates of the ATT and
ATC are different. Unfortunately, there is not a simple statistical test for the difference.
It is, of course, possible to calculate the difference between the estimates, but it is not
clear how to calculate an accurate standard error for the difference (Morgan and Todd
2008). Instead, this analysis relies on a substantive assessment of the magnitude of the
differences and the consistency of the results across the different measures among

black and white, females and males.

Results

The first step in the analysis is to estimate propensity scores for attaining a
college degree for black and white, males and females. The parameter estimates for the
propensity score models are provided in Appendix Two. Figure 1 illustrates the
distribution of propensity scores for people who attained and did not attain a college

degree for each subgroup based on the first complete data set.13> Among black females

13 The distributions were examined in all 10 of the complete data sets and were found
to be quite similar.
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and males, the propensity for attaining a college degree is relatively flat for those who
did attain a degree and shows a sharp drop around 0.1 for those who did not attain a
degree. White females and males who did not attain a degree have a similar propensity
that peaks around 0.1 and then sharply drops afterward. In contrast, white females who
did attain a degree have a steadily increasing propensity until around 0.9. There is a
similar pattern for males, but the increase is not as pronounced.

Although the distributions of propensity scores are quite different for people
who did and did not attain a degree, the distributions largely span the same range of
propensities (see Table 2). The only particularly sparse region is among the highest
decile of propensity scores. There are only a few people who did not attain a college
degree, particularly among black males, with estimated propensity scores greater than

or equal 0.9.14

14 Even in the sparse regions, none of the complete data sets had 0 people in any cell.
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Figure 1: Distribution of Estimated Propensity Scores.
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Table 2: Number of Cases in Deciles of Propensity Scores.
Black Female Black Male White Female White Male
Prop. NoDeg Deg NoDeg Deg NoDeg Deg No Deg Deg
[0.0-0.1) 5004 32.2 582.7 408 1083.1 46.3 12379 59.5
[0.1-0.2) 2258 42.8 189.8 35.2 467.8 77.2 471.6 84.5
[0.2-0.3) 134.0 54.5 94.0 36.7 3004 114.2 295.8 98.8
[0.3-0.4) 86.4 50.3 56.0 27.2 200.7 122.8 184.5 110.9
[0.4 - 0.5) 744 56.9 35.1 28.1 142.7 135.2 124.8 114.8
[0.5-0.6) 52.7 56.1 23.5 263 114.3 1444 107.5 126.9
[0.6 - 0.7) 324 66.8 14.4 22.5 104.6 175.8 81.4 146.5
[0.7 - 0.8) 23.6 555 10.1  25.7 70.5 217.5 52.6 155.8
[0.8-0.9) 10.0 66.2 8.7 215 47.7 289.0 27.2 1545
[0.9 - 1.0] 23 577 1.7 15.0 10.2 270.6 7.7 98.8

Notes: Unweighted average counts across 10 complete data sets.
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Given that all deciles have at least one case and most have many more cases, the main
analysis proceeds using all of the cases representing the entire distribution of
propensity scores. A sensitivity analysis in the following section assesses the
robustness of the results with the sample limited to cases with greater overlap in the
distribution of propensity scores.

The second step in the analysis is to construct the propensity score weights and
assess the degree to which the weights balance the covariates. Table 3 provides
estimates for the average standardized mean difference and average standardized
standard deviation difference for the covariates using only the sample weights and the
covariates using each of the propensity score weights. The distributions of the
covariates differ substantially across people who did and did not attain college degrees
for all of the groups as evidenced by the average difference in the standardized means.
For instance, among black females, the average difference in the standardized means
across all of the covariates is 0.356. Each of the propensity score weights substantially
improves the balance in the covariates across the treatment and control groups with
respect to the mean in all of the groups. For black females, the average difference in the
standardized means across all of the covariates drops from 0.356 to 0.063 when
applying the ATE weight, 0.039 when applying the ATT weight, and 0.091 when
applying the ATC weight. The propensity score weights do less to improve balance with
respect to the standard deviations of the covariates, particularly among black males
where the ATE and ATC weights actually increase the average difference in the

standardized standard deviation from 0.070 to 0.086. This suggests that the ATE and
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ATC weights may not provide consistent estimates of the ATE and ATC for black males
and caution is warranted in interpreting these results.

Table 3: Assessment of Mean and Standard Deviation Balance.

Black Female Black Male
Avg, StdMD  Avg, StdSD Avg, StdMD  Avg, StdSD
Sample weight 0.356 0.084 0.337 0.070
ATE 0.063 0.060 0.084 0.086
ATT 0.039 0.038 0.037 0.035
ATC 0.091 0.068 0.101 0.103
White Female White Male
StdMD StdSD StdMD StdSD
Sample weight 0.423 0.116 0.404 0.106
ATE 0.055 0.051 0.059 0.053
ATT 0.041 0.040 0.015 0.022
ATC 0.071 0.080 0.083 0.061

Notes: Balance metrics averaged over 10 complete data sets. ATE, ATT,
and ATC incorporate sample weights.

Table 4 provides the estimates for the ATE, ATT and ATC along with a standard
regression estimate (SRE) as a point of comparison for the two health outcomes and
two measures of health behaviors.

Black Females. Attaining a college degree is significantly associated with an
increased likelihood of reporting very good or excellent self-rated health, a substantial
reduction in systolic blood pressure, and a decreased likelihood of being a daily smoker.
The estimates from the standard regression models are quite similar to the estimates of
the ATE using the propensity score weights. The largest difference between the
standard regression estimate and the ATE is with effect of a college degree on smoking
(SRE =-1.339, ATE =-1.875). The ATE is larger than the standard regression estimate,

but it is still within two standard errors.
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Among black females the ATC is greater (in absolute value) than the ATT for
both self-rated health (ATT = 0.557, ATC = 0.751) and for smoking (ATT =-1.179, ATC =
-2.223), while the ATT is greater than the ATC for BMI (ATT =-1.414, ATC =-0.813) and
systolic blood pressure (ATT =-3.424, ATC = -3.114). The differences between the ATT
and ATC for BMI and systolic blood pressure are not substantively large and the
confidence intervals around the estimates allow for a high degree of overlap. The
differences between the ATT and ATC for self-rated health and smoking are
substantively large. In terms of the odds ratios (OR), for self-rated health the ATT OR is
1.75 compared to the ATC OR of 2.12, while for smoking the ATT OR is 0.31 compared
to the ATC OR of 0.11. In addition, there is much less overlap in the confidence intervals
of the estimates, particularly for smoking, than with systolic blood pressure. These
results suggest that among black females there is evidence of variation in the health-
related returns to a college degree and that returns would be greater for people who do
not attain a degree were they to attain one than for those who attain a degree.

Black Males. Attaining a college degree is significantly associated with an
increased likelihood of reporting very good or excellent health (SRE = 0.689) and a
decreased likelihood of being a daily smoker (SRE =-1.510) based on the SRE. The ATE
for smoking (ATE =-1.436) is similar to the SRE, but the ATE for self-rated health is not
statistically significant. In addition, the ATT is greater (in absolute value) than the ATC
for self-rated health and smoking. Given the issues with covariate balance among black
males for the ATE and ATC as well as the large degree of overlap in the confidence

intervals of the ATE and ATC for smoking, there is insufficient evidence to conclude that

41



the health-related returns to a college degree differ for black males who do and do not

attain a college degree.

Table 4: Effects of a College Degree on Health.

Black Female (N = 1,681)

SRE ATE
Est SE Est SE
SRH 0.687 (0.187) *** 0.683 (0.222) **
SBP -3.291  (1.192) ** -3.191 (1.549) *
BMI -0.835 (0.603) -0.995 (0.724)
Daily smoker -1.339 (0.332) *** -1.875 (0.377) ***
ATT ATC
SRH 0.557 (0.205) ** 0.751 (0.257) **
SBP -3.424  (1.274) ** -3.114 (1.796)
BMI -1.414 (0.644) * -0.813  (0.820)
Daily smoker -1.179  (0.343) *** -2.223 (0.494) ***
Black Male (N = 1,295)
SRE ATE
SRH 0.689 (0.251) ** 0.445 (0.302)
SBP 0.242 (1.502) 0.492 (1.925)
BMI -0.101 (0.614) -0.163  (0.623)
Daily smoker -1.510 (0.375) *** -1.436 (0.374) ***
ATT ATC
SRH 0938 (0.259) ** 0315 (0.336)
SBP 0.420 (1.364) 0.404 (2.119)
BMI -0.491 (0.660) 0.007 (0.666)
Daily smoker -1.503 (0.401) *** -1.484 (0.404) ***

42



Table 4 -continued-

White Female (N = 4,135)

SRE ATE
Est SE Est SE
SRH 0.664 (0.118) *** 0.600 (0.161) ***
SBP -0.139 (0.637) -0.123  (0.758)
BMI -1.283  (0.303) *** -1.114 (0.333) ***
Daily smoker -1.084 (0.365) ** -1.092 (0.383) **
ATT ATC
SRH 0.711 (0.149) *** 0.547 (0.198) **
SBP -0.004 (0.863) -0.126  (0.902)
BMI -1.084 (0.365) ** -1.092 (0.383) **
Daily smoker -1.162 (0.151) *** -1.075 (0.199) ***
White Male (N = 3,742)
SRE ATE
SRH 0.487 (0.122) *** 0.381 (0.162) *
SBP -0.704 (0.634) -0.256  (0.790)
BMI -0.896 (0.240) *** -0.654 (0.272) *
Daily smoker -1.446 (0.166) *** -1.252 (0.192) ***
ATT ATC
SRH 0.493 (0.150) *** 0.325 (0.192)
SBP -0.025 (0.755) -0.357 (0.989)
BMI -0.883 (0.293) ** -0.548 (0.313)
Daily smoker -1.557 (0.180) *** -1.153 (0.223) ***

Notes: Notes: Logit models used for self-rated health and daily
smoker (reported estimates are log odds). Linear regression

models used for systolic blood pressure and BMI. All results

based on 10 complete data sets. Heteroskedastic and cluster

robust standard errors are reported. All models include all
covariates used in propensity score models.

White Females. Attaining a college degree is significantly associated with an
increased likelihood of very good or excellent self-rated health (SRE = 0.664, ATE =
0.600), lower BMI (SRE =-1.283, ATE =-1.114), and a decreased likelihood of smoking

daily (SRE =-1.084, ATE =-1.092). For both BMI and the likelihood of being a daily
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smoker, the ATT and ATC estimates are roughly the same. For self-rated health,
however, the ATT is greater than the ATC (ATT = 0.711, ATC = 0.547). The magnitude of
the difference is substantively significant (ATT OR = 2.03 compared with ATC OR =
1.73), which suggests that for self-rated health, white females who attain a college
degree benefit more from than degree than one would expect from white female who
did not attain a degree were they to do so. This is consistent with the resource
multiplication hypothesis.

White Males. There is a similar pattern of significant results among white males
as was observed among white females. Attaining a college degree has a significant
association with an increased likelihood of reporting very good or excellent self-rated
health (SRE = 0.487, ATE = 0.381), reduced BMI (SRE =-0.896, ATE = -0.654), and a
reduced likelihood of being a daily smoker (SRE =-1.446, ATE =-1.252). The estimates
for the ATEs are generally smaller than SREs, but all of the estimates are within a
standard error of each other. Among white males, the ATT estimates are consistently
greater (in absolute value) than the ATC estimates (self-rated health: ATT = 0.493, ATC
= 0.325; BMI: ATT =-0.883, ATC = -0.548; smoke: ATT =-1.557, ATC = -1.153). With the
exception of smoking (ATT OR = 0.21, ATC OR = 0.32), the differences between the ATT
and ATC are not particularly large; however, the pattern is consistent and the
confidence intervals have relatively little overlap. This suggests that across several
health outcomes, white males who attain a college degree accrue more health-related
benefits than would white males who do not attain a college degree were they to do so.

Overall. Taken as a whole, the results suggest that among whites there is

evidence that variation in the health-related returns to a college degree is greater for
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people who attain a college degree than for people who do not attain a college degree
were they to do so. This pattern of results is consistent with the resource multiplication
hypothesis that whites are able to magnify other advantages related to health by
attaining a college degree.

For blacks there is generally less evidence of variation in the health-related
returns to a college degree. The one case where there appears to be some variation is in
the effect of a college degree on smoking among black women where the ATC is greater
than the ATT. This is consistent with resource substitution hypothesis, which suggests
that attaining a college degree could be an important resource among black women to
compensate for other health-related disadvantages. It is important to recall, however,
that, particularly for blacks, the estimated propensity scores resulted in some sparse
regions (i.e., there were few cases of people who did not attain a college degree but had
a high propensity to do so) and the metrics assessing whether balance in the covariates
was achieved were not ideal. The next section reports a series of sensitivity analyses to

help determine the robustness of these results.

Sensitivity Analysis

The first sensitivity analysis involves only retaining people who have estimated
propensity scores of attaining a college degree less than 0.8 for the analysis. Limiting
the analysis sample to these people addresses the small number of cases with high
estimated propensity scores who did not attain a college degree (particularly among
blacks). Although this limits the generalizability of the results for people with high
propensities for attaining a college degree, it provides a more robust basis for the

estimated treatment effects for the remaining cases (roughly 90 percent of the analysis
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sample). This analysis revealed the same pattern of results for black females, black
males, and white males (results available upon request). For white females, the pattern
of results is the same except for BMI. The ATT for BMI is estimated to be greater than
the ATC (ATT =-1.177, ATC = -1.041), whereas in the main analysis the opposite
pattern is observed. In both cases, however, the ATT and ATC are not substantively
different and the same conclusion as in the main analysis is warranted. Limiting the
sample to cases with propensity scores less than 0.8 does not alter the conclusions and
suggests that the results do not hinge on the small number of cases with high
propensity scores who did not attain a college degree.

As indicated in Table 3, there is room for improvement in the extent to which the
estimated propensity score weights balance the data. Add Health contains a number of
additional potential predictors of attaining a college degree that could be used in the
propensity score models. Although in theory one should use the same predictors in the
propensity score model as in the outcome model (Brookhart et al. 2006; Rubin 1997), it
is possible that additional covariates if even weakly associated with the health
outcomes could help reduce bias. The second sensitivity analysis reestimates the
propensity scores using additional covariates.

The additional covariates used in the reestimation of the propensity scores
included a number of measures of school behaviors from Wave 1 - number of times
skipped school, number of grades repeated, ever received a suspension, and a scale
consisting four measures related to creating problems in the classroom. The propensity
score models also included college expectations, college aspirations, and attachment to

school at Wave 1. These variables are all known to predict educational attainment,
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though they are likely to have a weak association, at best, with health outcomes
(especially conditional on the covariates already in the models).

Rerunning all of the analyses using the weights constructed from the updated
propensity scores resulted in modest improvements in the balance metrics and the
same substantive pattern of results for black females, white females, and white males
(results available upon request). For black males, the balance metrics improved slightly,
but in contrast to the main analysis, the ATC for daily smoking is estimated to be
greater than the ATT for daily smoking in absolute value (ATT =-1.480, ATC = -2.224).
The confidence intervals for the two estimates still show a significant degree of overlap
and the ATC weights still do a relatively poor job of balancing the covariates. Therefore,
the conclusion from the main analysis of no evidence of causal effect heterogeneity
remains.

Overall, the two sensitivity analyses, restricting the sample to people with
propensity scores less than 0.8 and adding additional covariates to the propensity score
model, confirmed the results from the main analysis. It is, of course, still possible that
the propensity score models suffer from misspecification or omitted variables, but the
results of the sensitivity analyses suggest that these potential problems are not likely to

be severe.

Discussion

This paper reports the results of an innovative approach to assessing variation
in the health-related returns to a college degree. Past studies have found that the
benefits of a college degree for health are unevenly distributed across racial and ethnic

groups and sexes, over the life-course, and across cohorts. This analysis contributes to
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our understanding of variation in the benefits of a college degree through an
assessment of whether there is additional heterogeneity in the effects of higher
education within a recent cohort of young adults among black and white, males and
females. In addition to identifying variation in the health-related benefits of a college
degree, the analytic strategy also allowed for an assessment of two competing theories
of whether education alleviates or exacerbates health inequalities.

The results suggest that there is variation in the health-related returns to a
college degree among white females and males. In particular, the benefits of higher
education for health are greater for people who attained a degree than for people who
did not attain a degree were they to do so. This is consistent with the resource
multiplication theory and suggests that a college education contributes to widening
health inequalities among advantaged and disadvantaged whites. Past research
examining health inequalities has focused on disparities across rather than within racial
and ethnic groups. These results indicate that it is also important to consider within
group inequality.

The results suggest that there is also variation in the health-related returns to a
college degree for black females. Higher education is associated with better self-rated
health, lower systolic blood pressure, and a reduced likelihood of smoking among black
women. Furthermore, there is evidence of variation in the returns to a college degree
for self-rated health and smoking that is consistent with resource substitution theory.
Among black women, the estimated health-related benefits of higher education are
greater for people who did not attain a degree were they to do so than those who did

attain a degree.
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Finally, the results for black males are inconclusive. The diagnostics from the
construction of the propensity score weights indicated that it is difficult to construct
weights that balance the covariates for those who did and did not attain a degree. In
particular, it is hard to identify black males who did not attain a college degree but had
a high propensity to do so. This is most likely an indication that there are unobserved
factors that differentiate black males who do and not attain college degrees. These
results indicate not only that it is difficult to identify variation in the health-relate
returns to higher education among black males, but that even the average estimate of
the benefits of higher education is likely to be biased.

There are some limitations to this study worth keeping in mind that could be
addressed in future research. First, the assessment of differences in the ATT and ATC
and consequent determination of meaningful variation in the effects of a college degree
relies on a substantive rather than statistical determination. Some of the differences in
the ATT and ATC were deemed to be substantively meaningful, but it is unlikely they
would be statistically significant were an appropriate test available. This suggests that
more work is needed to see if these patterns replicate in other data sets and across
other measures of health behaviors and outcomes.

Second, although the Add Health respondents show signs of future health
problems, particularly related to obesity and hypertension, they are relatively young to
experience significant health declines. Past research suggests that the health-related
returns to education increase over the life course until a threshold is reached in old age,
so it is possible that as the beneficial effects of education strengthen variation in the

effects will also increase. If so, it will be easier to detect evidence of variation in the
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health-related returns to education and, in particular, higher education. Future work
should look to examine this possibility among older age groups.

Third, this study focused on a small number of health outcomes and health-
related behaviors. The measures of health-related behaviors, BMI and smoking, are
known to be among the leading behaviors causes of death in the US. One of the health
outcomes, self-rated health, is known to be a reliable leading indicator of morbidity and
mortality, while the other health outcome, systolic blood pressure, is closely related to
cardiovascular disease. It would be useful, however, to extend the analysis to other
health-related behaviors, particularly measures of diet and exercise, as well as other
health outcomes, such as allostatic load. A consideration of these measures could help
establish the robustness of the patterns observed in this analysis, particularly if

assessed among older adults.
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CHAPTER III: PROTECTIVE EFFECT OF A COLLEGE DEGREE FOR DEPRESSION

Depression is one of the leading causes of disability in the contemporary US,
with close to 1 in 10 adults suffering from depressive symptoms (Strine et al. 2008;
World Health Organization 2004). Numerous studies have documented a protective
effect of education on depression (Bjelland et al. 2008; Kessler et al. 1994; Lorant et al.
2003; Mirowsky and Ross 2003; Turner and Lloyd 1999; Wheaton 1978). The
protective effect of education, however, appears to vary substantially across different
populations. The benefits of education in limiting depression are known to vary over
the life-course (Bjelland et al. 2008; Miech and Shanahan 2000; Miech et al. 1999) and
to be greater for women than for men (Ross and Mirowsky 2006). There is also
evidence that there is no link between education and depression among blacks,
particularly when depression is measured as the experience of major depressive
episodes (Cockerham 1990; Hudson et al. 2012; Jackson and Cummings 2011; Williams
et al. 2007).

This paper further contributes to our understanding of systematic variation in
the protective effects of education on depression in three ways. First, the paper adopts a

counterfactual framework for the analysis



(Heckman 2005; Morgan and Winship 2007; Rubin 1974; Splawa-Neyman [1923]
1990). This framework draws attention to the assumptions that underlie treating an
estimated effect as a causal effect. To place the analysis in a counterfactual framework,
a treatment needs to be defined. For this analysis, the treatment is attaining a college
degree. Although past research measured educational attainment in years completed or
as a series of transitions, the focus on attaining a college degree in this paper is strategic
for two reasons. The attainment of a college degree currently represents the most
significant educational threshold differentiating the life chances of people with and
without degrees (Fischer and Hout 2006). In addition, the expansion in higher
education has led to people attaining degrees who would not have in the past, which
suggests that there may be more variation in general in the returns to a college degree
among recent cohorts than one would expect among lower levels of education.

Second, the paper adopts an innovative analytic approach for detecting
consequential variation, or heterogeneity, in treatment effects (Morgan and Todd
2008). The approach relies on assessing the difference between two treatment effects:
the average treatment effect for the treated (ATT) and the average treatment effect for
the controls (ATC). In this analysis, the ATT provides an estimate of how much a
randomly chosen person who attained a college degree benefits from that degree with
respect to depression. Similarly, the ATC provides an estimate of how much a randomly
chosen person who did not attain a college degree would benefit from that degree with
respect to depression if s/he were to attain a degree. A difference in the ATT and ATC
provides evidence that the overall estimate of the protective effect of a college degree

on depression, the average treatment effect (ATE), masks important dimensions of
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heterogeneity (as will be detailed below) and provide a misleading or incomplete sense
of the protective benefits of a college degree.

Third, the analysis draws on structural equation models (SEMs) to account for
measurement error in the indicators of depression. There are two general approaches
to the measurement of depression in analyses based on observational data: (1) the use
of items based on depressive symptoms (sometimes referred to as dysthymia) and (2)
the use of indicators of major depressive episodes (Murphy 2011). This analysis relies
on the Center for Epidemiologic Studies Depression scale (CES-D), a commonly used
instrument that measures depressive symptoms (Radloff 1977). Most analyses that use
the CES-D treat it as a summative scale, but a recent examination of the psychometric
properties of the CES-D indicates that it contains a mixture of different types of
indicators and the indicators exhibit a substantial amount of measurement error
(Perreira et al. 2005). Failing to account for measurement error in the indicators of
depression can result in biased estimates of the protective effects of a college degree.

The data for this study come from Waves 1 and 4 of the National Longitudinal
Study of Adolescent Health (Add Health), a nationally representative sample of young
adults. At Wave 4, Add Health respondents are in their late 20s or early 30s, which is an
ideal age range for this analysis because most respondents are old enough to have
completed their education but have not yet settled into middle age, the period of the life
course with the lowest prevalence of depression. All analyses are conducted separately

for black and white, men and women.
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Mechanisms Linking Education and Depression

Researchers have identified a number of mechanisms that could account for the
protective effects of higher education on depression. First, educational attainment, and
particularly attaining a higher degree, plays a central role in the stratification system in
the contemporary U.S. (Blau and Duncan 1967; Fischer and Hout 2006; Hout and
DiPrete 2006). People with a college degree are able to obtain more economic
resources, which can be used to support their psychological wellbeing through adopting
healthier lifestyles. In addition, the economic resources that typically accrue to people
with a college degree can mitigate the chronic stress associated with poverty and
economic hardship (Lantz et al. 2005; Turner, Wheaton and Lloyd 1995).

A higher degree, however, provides more than just economic resources. The
human capital that develops with a college education can also be used to stave off
depression by providing people with knowledge, habits, and attitudes that promote a
sense of control over their lives (Mirowsky and Ross 1998; Mirowsky and Ross 2003;
Ross and Mirowsky 1989). People who have a strong sense of control over their lives
tend to have lower rates of depression, and conversely, a more fatalistic outlook is
associated with higher levels of psychological distress (Turner and Lloyd 1999;

Wheaton 1980).

Variation in the Protective Effect of a College Degree

Over the course of the 20t century college enrollment in the U.S. grew from a
little over 200,000 people in 1900 to more than 15 million in 2000 (Snyder and Dillow
2011). In percentage terms, about a tenth of a percent of the population aged 15 to 24

were enrolled in college in 1900 as compared with roughly 35 percent of the population
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aged 15 to 24 in 2000. This expansion in higher education has had profound
implications for the life chances of people with and without college degrees (Fischer
and Hout 2006). As higher education continues to expand, however, some of the people
who currently attain degrees would most likely not have in the past. In addition, the
recent growth in enrollment has been more concentrated among lower tiered colleges
and universities than in the past. The changes in who is attaining a degree and the
composition of institutions granting degrees has a potential impact on the protective
effects of a college degree through both of the mechanisms outlined in the last section. If
the returns to college degree on the labor market are not as consistent as in past
cohorts, then attaining a college degree may not provide the economic resources to free
individuals from the chronic stress associated with economic hardship. In addition, if
more recent cohorts are not gaining as much human capital from their degree, then
they may not also realize the same benefits with respect to a sense of control that
protects against depression. These considerations raise the possibility that there may

be more variation in the benefits of a college degree in recent cohorts.

Methodological Issues in Assessing Protective Effects

The standard approach to estimating the protective effect of education on
depression is to regress a measure of depression, often a scale such as the CES-D, on a
measure of education while adjusting for covariates thought to predict both depression
and educational attainment. If the measure of education is attaining a college degree,
then the model takes the general form

yi=a + ]/Dl + B,Xi + &i, (31)
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where y; is a measure of depression, D; is an indicator for attaining a college degree, xi is
a vector of covariates that are associated with both depression and the probability of
attaining a college degree, and ¢; is a disturbance term. If one assumes that there are no
omitted variables (i.e., Cov(D;, &) = 0 and Cov(x; &) = 0), then 7 provides an estimate of
the average causal effect of attaining a college degree on a given health outcome.

The standard approach has a straightforward interpretation in the
counterfactual framework (Heckman 2005; Morgan and Winship 2007; Rubin 1974).
Attaining a college degree can be thought of as a “treatment” - i.e., something that in
principle can be manipulated (Holland 1986). The protective benefits for depression
that arise from receiving the treatment, attaining a college degree, may vary from
person to person. It is not, in general, possible or desirable to estimate a separate causal
effect from a treatment for all individuals. Instead, analysts are typically interested in an
average causal effect defined over a given population or subpopulation (Heckman

2005).

Identifying Variation in the Protective Effect

People who receive the treatment and people who do not receive the treatment
are two common subpopulations of interest in the counterfactual framework. In this
analysis the treatment is the attainment of a college degree, so the two subpopulations
are people who did and did not attain a degree. The average causal effect for people
who attained a college degree, the “average treatment effect for the treated” (ATT), is an
estimate of how much a randomly selected person who attained a college degree
benefited from that degree with respect to depression (Heckman 2005; Morgan and

Harding 2006). Similarly, the average causal effect for people who did not attain a
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college degree, the “average treatment effect for the controls” (ATC), is an estimate how
much a randomly selected person who did not attain a college degree would benefit if
she were to attain one (Heckman 2005; Morgan and Harding 2006). A comparison of
the ATT and ATC provides a means of assessing the extent of heterogeneity in the
protective effect of a college degree on depression.

There are two potential sources of heterogeneity in the protective effect of a
college degree on depression that could lead to different estimates for the ATT and ATC
(Morgan and Todd 2008; Morgan and Winship 2007). First, a difference in the ATT and
ATC could arise if the benefits of a college degree depend on one of the other covariates
in the model. In other words, there is an interaction effect between the treatment,
attaining a college degree, and at least one of the other predictors of depression.
Second, a difference in the ATT and ATC could arise if the effect of a college degree
depends on an unobserved variable that predicts attaining a college degree.
Methodologists divide causal effect heterogeneity due to unobserved variables into two
types: (1) heterogeneity due to an omitted variable and (2) heterogeneity due to the
possibility that individuals anticipate the potential gains from the treatment (or
control) and select into the treatment (or control) to realize these gains (Heckman
2005; Heckman, Urzua and Vytlacil 2006; Morgan and Todd 2008; Morgan and Winship
2007). A comparison of the ATT and the ATC allows for a more complete assessment of
potential variation in the protective effects of college degree and avoids the “curse of
dimensionality” that comes with attempting to include all plausible interactions with

observed variables.
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Data

The analysis draws on Waves 1 and 4 from the National Longitudinal Study of
Adolescent Health (Add Health).15 The first wave of Add Health was based on a
nationally representative sample of youth in grades 7 through 12 in the United States in
1994. The fourth wave of data collection occurred between January 2008 and February
2009, roughly 14 years after the first wave. About 75 percent of the 20,745 youth
interviewed at Wave 1 were re-interviewed at Wave 4, resulting in 15,701 respondents
with data from both waves.

Past work has found significant differences in the prevalence of depression by
sex and race/ethnicity (Keyes and Goodman 2006; Riolo et al. 2005; Somervell et al.
1989). In addition, there are differences in the effect of socioeconomic status, and
education in particular, on depression by sex and race/ethnicity (Hudson et al. 2012;
Ross and Mirowsky 2006; Williams et al. 2007). Because of this, the analysis sample
was restricted to non-Hispanic white and non-Hispanic black, males and females (N =
11,529) and separate models were estimated for the four subgroups. Add Health
provides sample weights to adjust for the unequal probabilities of inclusion in the
original sample frame and attrition between Waves 1 and 4. Respondents missing
sample weights were excluded from the analysis sample (N = 674). Finally, two
respondents missing information about the highest educational degree completed were

dropped. This results in an analysis sample of 10,853 respondents.

15 See Harris, Halpern, Whitsel, Hussey, Tabor, Entzel, and Udry Harris, Kathleen Mullan,
Carolyn T. Halpern, Eric A. Whitsel, Jon M. Hussey, Joyce W. Tabor, Pamela P. Entzel, and
J. Richard Udry. 2009. "The National Longitudinal Study of Adolescent Health: Research
Design." URL: http://www.cpc.unc.edu/projects/addhealth/design. for a detailed
description of the construction of the Add Health sample.

58



The remaining missing data were addressed using multiple imputation (Little
and Rubin 2002). Ten complete data sets were constructed using the chained equation
approach implemented in Stata 12 (StataCorp 2011). Most of the measures used in the
analysis, including all of the depression indicators, were missing for less than 4 percent
of the cases. The exceptions were some of the measures related to parental SES,
particularly family income.1® With the exception of a small number of outliers (i.e., less
than 10), the range of the imputed values was quite similar to the range of the non-
imputed values for all of these variables. In addition, the mean and variance of the
measures for the non-imputed cases were quite similar (i.e., within a couple hundredths

of a point) to the mean and variance of the measures with the imputed cases included.

Variables

Depression Items. Wave 4 respondents were asked a series of 10 questions taken
from the Center for Epidemiologic Studies Depression Scale (CES-D) (Radloff 1977).
Each item began with the stem “During the past seven days:” and included possible
responses ranging from (0) “never or rarely” to (3) “most of the time or all of the time.”
Table 5 provides a list of the items, an abbreviation, and notes whether the indicator is
best treated as an effect indicator, a causal indicator, or an outcome based on Perreira
et al. (2005). Effect indicators change in response to changes in a latent variable, while
changes causal indicators lead to changes in a latent variable. Both are valid indicators

of latent variables, but they require different model specifications and have some

16 Auxiliary variables that could improve the handling of missing data were considered,
but none met the required associations outlined in chapter 4 to have an impact on
reducing bias.
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different properties (see Bollen and Bauldry (2011) for a more detailed discussion of
the differences across types of indicators).

Table 5: CES-D Measures in Add Health.

Abbrev. Item Type

bother  You were bothered by things that usually don't bother you. causal
You could not shake off the blues, even with help from your

blues family and friends. effect
good You felt you were just as good as other people. causal
You had trouble keeping your mind on what you were

mind doing. outcome
depress You felt depressed. effect
tired You felt that you were too tired to do things. causal
happy  You felt happy. effect
enjoy You enjoyed life. causal
sad You felt sad. effect
dislike  You felt that people disliked you. causal

Notes: The different types of indicators are discussed in the statistical analysis
section.

College Education. In Wave 4 respondents were asked the highest educational
level of education they had achieved to date. This information was used to construct an
indicator for respondents who had completed a four-year degree. Of the 10,853
respondents in the analysis sample, 33 percent had attained a four-year degree.l” Given
the age range of respondents at Wave 4 (24 to 34 years old), this is likely a slight
underestimate of the percentage who will ultimately attain a college degree.

Additional Covariates. The propensity score models and models estimating the

effects of a college degree include a number of additional covariates that are related to

17 This is the unweighted percentage. The weighted percentage is 31 percent.
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both educational attainment and depression.18 The covariates can be divided into three
groups: (1) demographic measures, (2) measures of socioeconomic status in childhood,
and (3) measures of ability (descriptive statistics for all the covariates are provided in
Appendix Three). The demographic measures include the age of the respondents at
Wave 4 and the region of the U.S. in which the respondent lived at Wave 1 (West,
Midwest, South, Northeast).

Add Health contains a number of measures of family socioeconomic status
gathered at Wave 1 when respondents were in high school. This analysis draws on
mother’s and father’s education (ten category measures ranging from “8th grade or less”
to “professional training beyond a 4-year degree”), logged family income, family
structure, and an interviewer assessment of respondent’s living environment. Family
structure is a five category variable that differentiates respondents living with two
biological parents, two parents with at least one non-biological, a single mother, a single
father, or some other arrangement (Harris 1999). The measure of the respondent’s
living environment is constructed as the average of the responses to the following two
questions completed by Add Health interviewers: (1) “How well kept is the building in
which the respondent lives?” and (2) “How well kept are most of the buildings on the
street?” Responses to both questions ranged from “very poorly kept (needs major

repairs)” (1) to “very well kept” (4).

18 Many of these covariates are also likely to contain measurement error. This is less of
an issue than among the indicators of depression, however, because the covariates are
primarily used in the construction of the propensity score weights where obtaining
unbiased estimates of their structural effects is less of a concern than obtaining a good
predicted probability of attaining a college degree. Measurement error in the covariates
may still have an effect in the models for depression, though the effect is not likely to be
large given that the weights by design render the covariates largely insignificant
predictors of depression.
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This analysis draws on two measures of ability. At Wave 1 Add Health
administered an abbreviated version of the Peabody Picture Vocabulary Test (PPVT)
that serves as a measure of verbal ability or scholastic aptitude (Dunn and Dunn 1981).
In addition, at Wave 1 respondents reported their grades in four subjects from the most
recent semester (English, Math, History or Social Science, and Science). Self-reported

GPA was constructed as the average of the grades from the available subjects.

Analysis Strategy

The purpose of this analysis is to assess whether there is evidence of variation in
the protective effects of a college degree for depression separately among black and
white, females and males while accounting for measurement error in the indicators of
depression. Several steps are needed in order to accomplish this: (1) measurement
models need to be developed for depression, (2) propensity score models need to be
estimated to form propensity score weights, (3) estimates need to be obtained for the
ATT and ATC, and (4) a determination of whether the ATT and ATC differs needs to be

made.

Measurement Models for Depression

The first step in the analysis is to develop models for depression that account for
measurement error among white and black, men and women. The measurement
models relate each of the potential indicators of depression to an underlying latent
variable. This analysis considers two specifications of the measurement models
informed by prior work on the CES-D items (Perreira et al. 2005). Perreira et al. (2005)

distinguish three types of relationships the CES-D indicators may have with an
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underlying latent variable for depression. The CES-D indicators may be effect indicators
(indicators that change in response to changes in the underlying latent variable) or
causal indicators (indicators that can lead to changes in the underlying latent variable).
A few of the items in the CES-D scale appear to be best conceptualized as outcomes
rather than indicators of depression.

Perreira et al. (2005) analyzed the psychometric properties of the CES-D items
for an adolescent population and used a more complete set of items than is available in
Add Health Wave 4, so it is not clear whether their results will hold for this analysis.
Therefore, the development of the measurement models begins with a specification that
treats all of the available indicators of depression as effect indicators. This is the
implicit specification that underlies all of the analyses that create a summative scale
and assess reliability with Cronbach’s alpha (Bollen 1989). The second specification
restricts the model to include only the measures found to be effect indicators by
Perreira et al. (2005): depress, blues, happy, and sad. All of the measurement models
are estimated separately for black and white, females and males using the Add Health
sample weights on each of the 10 complete data sets and the results are combined using
Rubin’s rules (Asparouhov and Muthén 2010; Little and Rubin 2002; Meng and Rubin
1992).19

The two specifications are evaluated based on overall model fit statistics and the
adequacy of the components of model fit. The overall model fit statistics include the chi-

square test (a non-significant p-value indicates the model is consistent with the data),

19 The measurement models will differ a bit when the propensity score weights are
used rather than just the Add Health sample weights. Preliminary analyses examined
variation in the measurement models using each of the different weights discussed in
the next section and found no substantively meaningful differences.
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the BIC (a value less than 0 favors the specified model over the saturated model; a
decline in the BIC of 10 or more strongly favors the second over the first model), the CFI
and TLI (values close to 1 indicate good model fit), and the RMSEA (values less than
0.05 indicate good model fit) (Bollen 1989; Browne and Cudeck 1993; Raftery 1995;
Schwartz 1978; Steiger and Lind 1980). The components of model fit include the factor
loadings and the amount of variance in the indicators explained by the latent variable
(Bollen 1989). The chi-square test statistics (and standard errors) are adjusted for the
use of weights using Mplus’ robust maximum likelihood estimator, which provides a
statistic that is asymptotically equivalent to the Yuan-Bentler chi-square test statistic

(Muthén and Muthén 1998-2010; Yuan and Bentler 2000).

Estimating Propensity Score Weights

The second step of the analysis is to estimate propensity score models and
construct weights for the various treatment effects. The estimation of propensity scores
accomplishes two things in this analysis. First, the propensity scores are used to
construct weights that can be used to estimate the ATT and the ATC. Second, a
propensity score approach in general draws attention to the extent to which adjusting
for the covariates creates comparable groups of people with and without the treatment
(a college degree). As will be discussed below, this ends up being a significant issue in
this analysis, which would not be apparent in a standard regression analysis.

Propensity score models are used to estimate the conditional probability of a
“treatment” (Guo and Fraser 2010; Rosenbaum and Rubin 1983). For this analysis the
“treatment” is attaining a college degree. The probability of attaining a college degree

conditional on the covariates is estimated using a logistic regression model specified as
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pi = PrlD; = 1]x;] = [7o it (32)

where p; is the propensity score for person i, D; in an indicator for attaining a college
degree, and x; is a vector of covariates with coefficients ¢. The covariates in the
propensity score model should include all of the relevant predictors of health and
health behaviors (Brookhart et al. 2006; Guo and Fraser 2010; Rubin 1997). Square
terms for mother’s education, father’s education, and logged family income were
included in the propensity score model to capture potential non-linear relationships
with attaining a college degree and with depression. The propensity score models were
weighted by the sample weights provided by Add Health and estimated separately for
black and white, males and females on each of the 10 complete data sets.

The propensity score models are used to calculate appropriate weights to obtain
the various treatment effect estimators. The weight for the average treatment effect
(ATE) is calculated as
é ifD, =1

Di
1

l_ﬁi

(3.3)

Wi ate =

if D, =0

Weighting by the inverse of the propensity score for the people who attained a college
degree and the inverse of one minus the propensity score for people who did not attain
a college degree attempts to balance the sample with respect to the distribution of
covariates between people who attained a college degree and people who did not. In
other words, after weighting the data by the propensity scores, the distributions of the

covariates among the people who attained a college degree should be similar to the
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distribution of the covariates among people who did not attain a college degree. In
theory, this should hold for all moments of the distributions of the covariates, but in
practice just the mean and the standard deviation are typically assessed.

One common metric to assess the balance of the means is the average of the
standardized mean differences across the treatment and control groups (Morgan and
Todd 2008; Rubin 1973). The standardized mean difference (StdMD) for a given

variable is calculated as

I'xi,D,:l - xi,D,:O |

StdMD = n 1 .
\/2 Var(x, ,_,)+ Evar(xi’D’:o)

(3.4)

Similarly, a common metric to assess the balance of the standard deviations is the
average of the standardized standard deviation differences across the treatment and
control groups. The standardized standard deviation difference (StdSD) for a given
variable is calculated as

Isd(xp,_)—sd(x,_)]

StdSD = (3.5)

1 1 '
\/2 Var(x; )+ EVar(Xi,DFo)

The StdSD is only used to assess balance among continuous covariates (Morgan and
Todd 2008). For both the StdMD and the StdSD perfect balance is achieved when the
metrics equal 0, which indicates that there is no difference between people who
attained a college degree and people who did not in the means or the standard
deviations for any of the covariates when the data is weighted by the ATE. In practice,
perfect balance is never achieved and instead researchers assess how close the StdMD

and StdSD are to 0 and how much balance is improved by the propensity score weight.
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The weight for the average treatment effect for the treated (ATT) is calculated as

1 ifD, =1

e = D. . 3.6
I,ATT p,’\ lfDl =O ( )
1-p,

This weight treats the population-level group of people who attained a college degree
as the target population by leaving the members of the sample who attained a college
degree unweighted and weighting the members of the sample who did not attain a
college degree according to their odds of having done so. This is an attempt to
transform the sample of people who did not attain a degree into a representative
sample of the population-level group of people who did attain a college degree (Morgan
and Todd 2008). As with the ATE, the extent to which the weight balances the
distribution of the covariates can be assessed.

Finally, the weight for the average treatment effect for the controls (ATC) is
calculated as

l%ﬁ” ifD, =1

Wiarc = Pi . (3.7)
1 itD =0

Similar to the ATT, the purpose of this weight is to transform the sample into a
representative sample of people who did not attain a college degree.

The propensity score weights have the same properties as other types of sample
weights and can thus be combined in the standard way that different sample weights
are combined (Kalton and Flores-Cervantes 2003). All of the weights outlined above

were multiplied by the Add Health sample weights to incorporate the adjustments for

67



unequal probability of sample selection and attrition into the estimates of the various

treatment effects.

Estimating Treatment Effects

The third step is to estimate weighted SEMs that incorporate the measurement
model for depression and the structural model to obtain the ATE, ATT, and ATC for
attaining a college degree in each of the subgroups defined by sex and race. The SEMs
can be represented by the following system of equations

ni=a, +yD; +B'x; + (3.8)

yij = aj + A4n; + &, (3.9)

where yj is jth indicator of depression, 1 is a latent variable for depression, D; is an
indicator for attaining a four-year college degree, y gives the effect of a college degree
with the precise interpretation depending on the weights, xi is a vector of covariates
(the same covariates used in the propensity score model), and ¢ and ¢jj are disturbance
terms. The models assume that the disturbance terms are all uncorrelated. The scale for
latent depression is set by fixing the factor loading to 1 and the intercept to 0 for
depress (the a priori most reliable indicator).

In theory the propensity score weights should balance the data such that it is
unnecessary to adjust the covariates that went into the creation of the propensity
scores when estimating the treatment effects. If, however, the propensity score model is
misspecified, including the covariates in the regression models can help mitigate the
effects of this misspecification (Bang and Robins 2005; Morgan and Winship 2007;
Robins and Rotnitzky 1997). The estimated standard errors are robust standard errors

that adjust for heteroskedasticity and the clustering of respondents in schools in Wave
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1. The standard errors do not adjust for the additional uncertainty due to the estimation
of the propensity scores; however, the robust standard errors should at least adjust for
some of this uncertainty. Finally, the models are estimated on each of the 10 complete
data sets and the results are combined according to Rubin’s formulas using the multiple
imputation suite of commands in Stata 12 (Asparouhov and Muthén 2010; Little and

Rubin 2002; Meng and Rubin 1992; StataCorp 2011).

Assessing Consequential Effect Heterogeneity

The final step in the analysis is to assess whether the estimates of the ATT and
ATC are different. Unfortunately, there is not a simple statistical test for the difference.
It is, of course, possible to calculate the difference between the estimates, but it is not
clear how to calculate an accurate standard error for the difference (Morgan and Todd
2008). Instead, this analysis relies on a substantive assessment of the magnitude of the

differences within the sex and race subgroups.

Results

Table 6 presents the overall model fit statistics for the two different
specifications of the measurement models for black and white, males and females. The
purpose of the measurement model is to relate the indicators of depression to a latent
variable for depression that can be used as the outcome in the following analysis. The
measurement model that relies on just the four effect indicators (depress, blues, happy,
and sad) provides a better fit with the data than the measurement model that includes
all of the indicators for all of the groups. Among black females and males, the x? test

statistic is not significant, the BIC is negative, the CFI and TLI are close to 1, and the
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RMSEA is below 0.05 for the model with four effect indicators, all of which indicate a
good fit with the data. Among white males all of the measures of model fit except for the
X2 test statistic indicate a good fit with the data. The measurement model with four
effect indicators for white females does not fit the data as well as the same model for
the other groups. Although the CFI and TLI are close to 1 and the RMSEA is right at the
0.05 threshold, the 2 test statistic is significant and the BIC is greater than 0. There are,
however, no obvious theoretically informed alternative specifications for the model, so
the four-indicator measurement model is maintained for the following analyses.

Table 6: Overall Model Fit Statistics for Depression Models.

ChiSq df p-value BIC CFI TLI RMSEA
Black Females (N = 1681)
All indicators 339.005 35 0.000 79.055 0.829 0.780 0.072
4 effect indicators 4045 2 0132 -10.809 0996 0989 0.025
Black Males (N = 1295)
All indicators 268.284 35 0.000 17.465 0.826 0.777 0.072
4 effect indicators 1.511 2 0470 -12.822 1.000 1.004 0.000

White Females (N = 4135)
All indicators 1226.834 35 0.000 935.381 0.792 0.733  0.091
4 effect indicators 25768 2 0.000 9.114 0.986 0.958 0.054

White Males (N = 3742)

All indicators 887.895 35 0.000 599.937 0.817 0.764  0.081
4 effect indicators 8591 2 0.014 -7864 0995 0986 0.030
Notes: Based on 10 complete data sets. Weighted using Add Health sample
weight. The four effect indicators are depress, blues, sad, and happy.

The components of model fit also indicate the four-indicator measurement
models are a good fit with the data. The factor loadings for the indicators are
statistically significant in the expected direction across all of the sex and race

subgroups. Figure 1 illustrates the proportion of the variance in each of the indicators
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accounted for by latent depression and the remaining unaccounted for variance
(typically considered measurement error). Latent depression accounts for a sizable
proportion of the variance in all of the indicators across all the race and sex subgroups.
Not surprisingly, the most reliable indicator (as determined by the highest explained
variance) is depress and the least reliable is happy, the indicator with the opposite
valence of the other three. Figure 2 also illustrates the non-negligible extent of
measurement error in each of the items, which underscores the importance of

accounting for this error in the analysis of the protective effects of a college degree.

Figure 2: Explained Variance and Measurement Error.
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The next step in the analysis is to estimate propensity scores for attaining a

college degree for black and white, males and females. The parameter estimates for the



propensity score models are provided in Appendix Four. It is useful to examine the
distributions of the estimated propensity scores to check for regions of common
support (i.e., ranges of probabilities where there are cases that both attained and did
not attain a college degree). Figure 3 illustrates the distribution of the estimated
propensity scores for people who attained and did not attain a college degree based on
the first complete data set.2 Among black females and males, the propensity for
attaining a college degree is relatively flat for those who did attain a degree and shows a
sharp drop around 0.1 for those who did not attain a degree. White females and males
who did not attain a degree have a similar propensity that peaks around 0.1 and then
sharply drops afterward. In contrast, white females who did attain a degree have a
steadily increasing propensity until around 0.9. There is a similar pattern for males, but
the increase is not as pronounced.

Although the distributions of propensity scores are quite different for people
who did and did not attain a degree, the distributions largely span the same range of
propensities (see Table 7). The only particularly sparse region is among the highest
decile of propensity scores. There are only a few people who did not attain a college
degree, particularly among black males, with estimated propensity scores greater than
or equal 0.9.21 Given that all deciles have at least one case and most have many more
cases, the main analysis proceeds using all of the cases representing the entire

distribution of propensity scores.

20 The distributions of estimated propensity scores were examined in all 10 of the
complete data sets and were found to be quite similar.

21 Even in the sparse regions, none of the complete data sets had 0 people in any cell.
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Figure 3: Distribution of Estimated Propensity Scores.
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Table 7: Number of Cases in Deciles of Propensity Scores.
Black Female Black Male White Female White Male
Propensity NoDg Degree NoDg Degree NoDg Degree NoDg Degree
[0.0-0.1) 473.3 29.9 5831 40.6 1076.6 48.0 1217.5 59.8
[0.1-0.2) 233.9 42.0 1938 38.0 4615 71.1  482.5 85.8
[0.2-0.3) 140.0 55.5 94.6 354 3069 1146 300.6 95.4
[0.3-0.4) 101.9 57.4 56.7 30.8 196.6 130.2 1881 113.0
[0.4-0.5) 72.2 55.8 30.1 27.8 1474 1388 1298 1234
[0.5-0.6) 51.8 58.7 24.7 224 1146 1469 1015 1220
[0.6-0.7) 34.3 61.3 15.8 279 1006 1771 889 1442
[0.7 - 0.8) 21.5 56.1 8.8 24.2 749 2125 479 1534
[0.8-0.9) 9.8 72.5 7.2 22.1 52.7 2923 26.1 1624
[0.9 - 1.0] 3.3 49.8 1.2 9.8 10.2  261.5 8.1 91.6

Notes: Unweighted average counts across 10 complete data sets.

The next step in the analysis is to construct the propensity score weights and

assess the degree to which the weights balance the covariates. Table 8 provides
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estimates for the average standardized mean difference and average standardized
standard deviation difference for the covariates using only the sample weights and the
covariates using each of the propensity score weights. The propensity score weights are
generally successful at improving the balance of the means of each of the covariates
across the sex and race subgroups. For instance, the average standardized difference in
the means for black females is 0.41 using just the Add Health sample weights. This
average standardized difference is reduced to 0.072 when the ATE weight is applied, to
0.045 when the ATT weight is applied, and to 0.109 when the ATC weight is applied.
This same pattern is observed across black and white, females and males. The
propensity score weights are least successful balancing the covariates for black males.

In general, the propensity score weights also improve the balance of the
covariates with respect to the average difference in the standard deviations. Again,
considering black females, the average difference in the standard deviations across all
of the covariates is 0.073. This difference drops to 0.051 when the ATE is applied, 0.034
when the ATT is applied, and 0.054 when the ATC is applied. The propensity score
weights do not improve the balance with respect to the variance as much as they do
with respect to the mean, but this is partially because the covariates are already
reasonably balanced with respect to the variance across people who did and did not
attain a college degree.

Although the propensity score weights are generally successful at improving the
balance in the distributions of the covariates across people who did and did not attain
college degrees, there is still room for improvement. Ideally, the StdMD and StdSD

would be closer to 0. The fact that they are not suggests that either there is some
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misspecification in the propensity score model or that it is not possible to achieve
perfect balance in the observed data. This underscores the importance of using the
doubly-robust estimator that adjusts for the covariates in the models that use the
propensity score weights.

Table 8: Assessment of Mean and Standard Deviation Balance.

Black Female Black Male
StdMD StdSD StdMD StdSD
Sample weight 0.410 0.073 0.377 0.064
ATE 0.072 0.051 0.128 0.094
ATT 0.045 0.034 0.031 0.041
ATC 0.109 0.054 0.149 0.110
White Female White Male
StdMD StdSD StdMD StdSD
Sample weight 0.480 0.130 0.464 0.115
ATE 0.063 0.060 0.049 0.060
ATT 0.035 0.050 0.013 0.025
ATC 0.078 0.082 0.070 0.068

Notes: Balance metrics averaged over 10 complete data sets. ATE, ATT, and ATC
incorporate sample weights.
The final step in the analysis is to estimate the various treatment effects and to

make a determination as to whether there is heterogeneity in the protective effects of a
college degree on depression. In addition to the models based on the three propensity
score weights, results are reported for a model that just uses the Add Health sample
weight. The model that uses just the Add Health sample weight reflects a standard
regression estimate (SRE) of the effect of a college degree on depression while adjusting
for covariates and accounting for measurement error. This model is intended as a point

of comparison for the estimates of the treatment effects.
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Table 9: Overall Model Fit Statistics for SEMs Estimating Treatment Effects.

ChiSq df p-value BIC CFI TLI RMSEA
Black Female (N = 1681)
SRE 80.597 59  0.032 -357.605 0982  0.975 0.015
ATE 88.110 59  0.008 -350.092 0963  0.948 0.017
ATT 90.613 59  0.005 -347.589 0964  0.950 0.018
ATC 84.868 59  0.015 -353.334 0960 0.944 0.016

White Female (N = 4135)

SRE 115.487 59 0.000 -375.820 0985  0.980 0.015
ATE 65.868 59 0.251 -425.439 0997  0.995 0.005
ATT 95.052 59 0.002 -396.255 0983  0.976 0.012
ATC 68.969 59 0.176 -422.338 0993 0.991 0.006

Black Male (N = 1295)

SRE 73.086 59 0.103 -349.724 0981  0.973 0.013
ATE 106.322 59 0.000 -316.488 0911  0.876 0.025
ATT 95.557 59 0.002 -327.253 0908  0.872 0.020
ATC 120.581 59 0.000 -302.229 0.886  0.841 0.028

White Male (N = 3742)

SRE 60.907 59 0.407 -424.508 0999  0.999 0.003
ATE 224201 59 0.000 -261.214 0901  0.862 0.027
ATT 108.031 59 0.000 -377.384 0964  0.949 0.015
ATC 293.813 59 0.000 -191.602 0.859  0.804 0.032

Notes: Based on 10 complete data sets.

Table 9 reports the overall model fit statistics for the four models based on
different weights (SRE, ATE, ATT, and ATE weights) for black and white, female and
males. The chi-square test remains significant for most of the models, but, with a couple
exceptions, the other measures of overall model fit suggest the models have a decent fit
with the data. The BICs are all well below 0, the CFIs and TLIs are generally greater than

0.95, and the RMSEAs are all below 0.05. The main exception is among black males. The
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CFI and TLI for models using the three propensity score weights are low, especially for
the model using the ATC weight (CFI = 0.886, TLI = 0.841). This is perhaps not
surprising given the challenge of developing propensity score weights for black males
(i.e., the sparse regions noted in Table 7 and difficulty achieving balance across the
covariates noted in Table 8). Finally, the models using the ATE and ATC weights among
white males also show signs of marginal fit with relatively low CFIs and TLIs.

Table 10: Estimates of the Effect of a College Degree on Depression.

Est SE
Black Female (N = 1681)
SRE -0.156  (0.055) **
ATE -0.224 (0.056) ***
ATT -0.124  (0.055) ***
ATC -0.258 (0.064) ***
White Female (N = 4135)
SRE -0.105  (0.031) ***
ATE -0.107 (0.047) *
ATT -0.119 (0.043) **
ATC -0.103  (0.064)
Black Male (N = 1295)
SRE -0.137 (0.077)
ATE -0.224 (0.079) **
ATT -0.096 (0.066)
ATC -0.238 (0.087) **
White Male (N = 3742)
SRE -0.058 (0.028) *
ATE -0.063  (0.040)
ATT -0.010 (0.025)
ATC -0.092  (0.052)

Notes: Based on 10 complete data sets.

Table 10 reports the SRE, ATE, ATT, and ATC estimates of the protective effects

of a college degree on depression (net of demographic characteristics, childhood SES,
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and ability). Among black females all of the estimates show a statistically significant
protective effect of a college degree (SRE =-0.156, ATE = -0.224, ATT =-0.124, ATC = -
0.258). The estimate for the SRE is a bit lower than the ATE, but within a standard
confidence interval. The ATC is around twice the magnitude of the ATT with little
overlap in the confidence intervals, which suggests that black females who did not
attain a college degree would realize a greater protective benefit from a degree than
black females who did attain a degree.

For white females, the SRE, ATE, ATT, and ATC estimates of the protective effect
of a college degree on depression are all essentially the same (SRE =-0.105, ATE = -
0.107, ATT =-0.119, ATC = -0.103). The ATC is not statistically significant, but this
appears to reflect the greater uncertainty in this estimate associated with the higher
standard error. The similarity of all of the estimates suggests that there is little
variation in the protective effect of a college degree for white women.

Among males, there is less evidence that a college degree protects against
depression. The SRE estimate for white males is statistically significant and roughly the
same magnitude as the ATE (SRE =-0.058, ATE =-0.063), but the size of the effect is
about half that of white women (ATE =-0.107) and a quarter that of black women (ATE
=-0.224). Black males have a statistically significant ATE and ATC that are close to the
estimates of black females. These estimates, however, should be interpreted with
caution given the challenges with the propensity scores and the marginally acceptable

overall model fit.
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Discussion

Depression is one of the leading causes of disability in the US. Numerous studies
have documented the protective effects of education against depression, but the
benefits of education vary systematically across groups. Past research has found that
the relationship between education and depression varies across the life course,
appears to be stronger for women than men, and may not exist at all among blacks. This
study contributes to our understanding of whether there is additional heterogeneity in
the beneficial effects of education within black and white, female and male subgroups.
In addition, the analytic approach involving the use of propensity scores reveals an
important issue in the assessment of the protective effects of education among black
males.

Past research has found little evidence of a relationship between education and
depression among blacks. This analysis, however, shows that a college degree appears
to matter for black females, which suggests that analyses that examine the protective
effects of education on depression for blacks overall are missing an important
interaction with sex. In addition, adopting a counterfactual framework draws attention
to the challenge in estimating the beneficial effect of a college degree on depression for
black males. The non-significant estimate from the standard regression approach
(while adjusting for measurement error) is consistent with recent findings among
blacks in general. The challenges encountered with the construction of the propensity
scores, however, suggest that it is not clear that a comparison of depression among
black men with and without college degrees provides a fair estimate of the protective

effect of a college degree. It is difficult to achieve balance with respect to other
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covariates that may influence both educational attainment and depression among black
males. This means that research relying on observational data needs to develop a richer
set of covariates to account for the differences in black males who do and do not attain a
college degree in order to get a more accurate estimate of the protective effects of
higher education on depression for this group.

Past work has found that women realize a greater benefit from education than
men with respect to depression (Ross and Mirowsky 2006). This pattern is found
among whites in this analysis as white women are estimated to have roughly twice the
protective effect of a college degree as white men. The pattern among blacks, however,
is inconclusive given the challenges in estimating the protective effects of a college
degree for black men. An interesting dynamic that has not been previously noted is that
black women are estimated to gain between 50 and 100 percent more from a college
degree than white women with respect to depression.

Finally, the analysis adopted an innovative approach to determine whether there
is evidence of additional variation in the protective effects of a college degree on
depression. Among black females, the estimates of the ATT and ATC suggest that there
is consequential heterogeneity in the benefits of a college degree. In particular, black
women who did not attain a college degree are estimated to gain more from a degree
were they to complete one than the benefits black women who completed a degree
receive. Contrary to expectations, there is no indication of additional variation in the
benefits of a college degree among whites. For white women the estimates of the ATT
and ATC are quite similar to the estimate of the ATE. For white men, there is a

difference in the ATT and ATC, but neither are statistically significant.
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There are some limitations to this study worth keeping in mind that could be
addressed in future research. First, the assessment of differences in the ATT and ATC
and consequent determination of meaningful variation in the effects of a college degree
relies on a substantive rather than statistical determination. Some of the differences in
the ATT and ATC were deemed to be substantively meaningful, but it is unlikely they
would be statistically significant were an appropriate test available. This suggests that
more work is needed to see if these patterns replicate in other data sets and across
other measures of health behaviors and outcomes.

Second, this study relied on the CES-D measures of depressive symptoms, an
often-used approach to measuring depression. Another approach is to analyze the
occurrence of major depressive episodes, which are less commonly observed than
depressive symptoms. Educational attainment has been linked to depression in
analyses using both approaches, but future work should analyze whether there is
evidence of similar patterns of variation in the protective effect of higher education
when analyzing major depressive episodes.

Finally, this analysis focused on depression among a recent cohort of young
adults. This was a strategic decision because there are good reasons to expect more
variation in the returns to a college degree among recent cohorts. The prevalence of
depression, and particularly major depressive episodes, however, are known to be
higher among older adults as is the association between education and depression. As
recent cohorts age and new data becomes available, future research should continue to
examine the extent of variation in the protective effects of a college degree among older

populations.
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CHAPTER IV: AUXILIARY VARIABLES FOR ADDRESSING MISSING DATA

Social scientists increasingly rely on multiple imputation (MI) or direct
maximum likelihood estimators (DML)?22 to address missing data in their analyses. Both
of these approaches provide estimators with desirable properties under less restrictive
assumptions than other approaches (e.g., complete-case analysis or pairwise deletion)
to handling missing data (Allison 2002; Little and Rubin 2002). Provided certain
assumptions about missingness are met, DML estimators maintain the usual asymptotic
properties of ML estimators: consistency, asymptotic efficiency, and asymptotic
normality (Allison 2002; Arbuckle 1996; Casella and Berger 2002; Little and Rubin
2002). MI also produces estimators that are consistent, asymptotically efficient, and
asymptotically normal as the number of imputations approaches infinity (Allison 2002;
Little and Rubin 2002; Schafer 1997). With respect to missing data, DML and MI
estimators obtain these properties only under the assumption that the data are missing
at random (MAR) or missing completely at random (MCAR) (Rubin 1976).

Data are MCAR if the probability of missingness is independent of the observed
variables and independent of the values that are missing. This is unlikely to be true for
the patterns of missingness sociologists typically encounter, but it is possible to test

whether data are MCAR and proceed accordingly (Little and Rubin 2002). Data are MAR

22 DML estimators are sometimes referred to as Full-Information Maximum Likelihood
(FIML) estimators or Raw Maximum Likelihood (RML) estimators, particularly in the
psychometrics literature (e.g., Arbuckle 1996).



if the probability of missingness is independent of the values that are missing
conditional on the observed values. This is a less stringent criterion and is more likely
to be encountered in sociological research. Unfortunately, it is not possible to test
empirically whether data meet the MAR condition because any test would require
precisely the information that is missing from the data.

The inability to test whether the MAR condition is met means that analysts must
strive to include causes or correlates of missing values in their models. If a cause or
correlate of missing data is left out of the model, then the data are missing not at
random (MNAR) which, if treated using procedures for MAR data, can result in biased
estimators. In some cases, however, variables related to missingness may be not of
substantive or theoretical interest. Methodologists refer to such variables as auxiliary
variables (AVs) and recommend that analysts identify and use AVs when addressing
missing data (Collins, Schafer and Kam 2001; King et al. 2001; Rubin 1996; Schafer and
Graham 2002; Schafer and Olsen 1998).

In their seminal study, Collins et al. (2001) defined two types of AVs. Type 1 AVs
consist of variables associated with both a variable missing data and the pattern of
missingness in that variable. Type 2 AVs consist of variables associated with a variable
missing data, but not with the pattern of missingness. They found that under certain
conditions, discussed in more detail below, Type 1 AVs can have an appreciable effect
on reducing bias in an estimator and both Type 1 and Type 2 AVs can improve the
efficiency of an estimator. Subsequent studies have generalized their results to
measurement models and longitudinal data (Demirtas 2004; Yoo 2009), demonstrated

how to include AVs in DML estimators (Graham 2003), and examined the performance
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of AVs that are themselves missing data (Enders 2008). Some recent studies, however,
have questioned the usefulness of AVs due to the stringent nature of the conditions in
which they have been shown to reduce bias and the typically small efficiency gains. In
simulation studies with arguably more realistic conditions for applied work, the
benefits of AVs appear to be minimal (Mustillo forthcoming; Savalei and Bentler 2009;
von Hippel 2007).

This study builds on prior studies in three ways to provide guidelines for
sociologists looking to incorporate AVs into their handling of missing data with the
specific goal of potentially reducing bias in an estimator. First, this paper offers a
systematic examination of the properties an AV should satisfy in order to help an
analyst meet the MAR condition and therefore reduce bias. This examination reveals
that the properties are more strict than has been appreciated in past simulation studies
and that some of the claims from the previous studies are inaccurate. Second, this paper
presents the results from a simulation study that isolates and separately manipulates
the associations between the AV and the variable missing data and between the AV and
missingness. Past simulation studies have not isolated these two associations and
therefore obscured potentially important dimensions in the performance of AVs. Third,
this paper provides an empirical example involving AVs that illustrates a procedure for

assessing candidate AVs.

What Are Auxiliary Variables
Methodologists define AVs as variables that are associated either with a variable
missing data or the pattern of missingness in the variable and are not part of the model

of interest. This definition contains two sources of ambiguity that deserve further
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discussion. First, there is the idea that AVs may be either related to variables missing
data or patterns of missingness. Methodologists generally consider two of the three
possibilities implicit in this definition:23 Type 1 AVs that are related to both the variable
missing data and missingness in that variable and Type 2 AVs that are just related to the
variable missing data and not to missingness in that variable (Collins, Schafer and Kam
2001). Type 1 AVs may help meet the MAR condition and therefore have the potential
to reduce bias and improve the efficiency of an estimator. Type 2 AVs, however, cannot
help meet the MAR condition, and therefore are only useful for improving the efficiency
of an estimator. To see why this is the case, it is useful to consider a more formal
treatment of AVs.

Suppose Yis an endogenous variable with some missing data, X is a covariate of
interest, and Z is a candidate AV. We can define another variable R that is an indicator
for missingness in Y that takes a value of 1 for cases missing values for Y and 0
otherwise. Further, suppose that in the absence of Z, the data are MNAR, that is

Pr[R|Y, X] # Pr[R|X]. (4.1)
In other words, the conditional probability of missingness, R, depends on the
endogenous variable, Y, even after conditioning on the covariate, X. If this is not the case
and the data are already MAR without including Z, then the AV has no role to play in
reducing bias in the estimator.

Similar to an argument made by Ibrahim, Lipsitz, and Horton (2001), if we
consider the special case of linear associations, we can translate the conditional

probability statement in (4.1) into a statement involving partial correlations as

23 Methodologists have not examined the third type of AV, variables just related to the
pattern of missingness in a variable.
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Pryx * 0. (4.2)

This equation simply states that a linear association between R and Y remains after
controlling for X (i.e., a partial correlation between R and Y), which is indicative of an
MNAR condition. If in addition to X we also control for Z, our candidate AV, then we
have the second order partial correlation, pgy xz, that gives the association between R
and Y net of X and Z. The formula for calculating the second order partial correlation is

given by (Stuart et al. 2005)

_ PRYX“PRZXPYZX (4.3)

Pry.xz = 5 A
Jl _pRZ.XJ 1-pyzx

From equation (4.3) we can see that the denominator is always non-negative and that
the numerator will equal 0 only when the association between R and Y net of X is equal
to the product of the associations between R and Z net of X and Y and Z net of X

(Pry x = PrzxPyzx)- Since by definition the association between R and Y net of X is
nonzero (pgry x # 0), this expression can only move towards 0 when both the
associations between R and Z net of X (pgz x) and Y and Z net of X (py, x) are not equal
to 0. This demonstrates in the linear case that in order for a candidate AV to help shift
an MNAR to a MAR condition, the AV needs to be associated with both Yand R
controlling for X.24 The necessity of finding AVs that have associations with Y and R

after adjusting for X has not been sufficiently emphasized in previous studies.

24 Equation (3) also indicates that it is theoretically possible that including Z could lead
to a higher partial correlation than just controlling for X (e.g., if pr; x and py; x have
opposite signs or in some cases when one of the associations is 0), which would indicate
a potentially worse violation of the MAR condition and potentially greater bias. Such a
situation has not been observed in simulation studies, but warrants further
investigation.
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The result that AVs need to be associated with both a variable missing data and
with missingness in that variable in order to help meet the MAR condition is not
surprising and is quite similar to the conditions known in the survey design literature
for AVs used to form weights for survey nonresponse (Groves 2006; Kalton and Flores-
Cervantes 2003; Kreuter and Olson 2011; Little and Vartivarian 2005). Some simulation
studies, however, appear to demonstrate that using AVs that are only associated with
the variable missing data and not missingness in the variable (i.e., Type 2 AVs) can
reduce bias (Collins, Schafer and Kam 2001; Demirtas 2004). These results can be
explained by a consideration of the data generating models underlying the simulations.
For instance, in the Collins et al. (2001) study, data for the simulations were generated
by first specifying a given association between Y and Z (e.g., pvz = 0.9) and then
generating missingness in Y based on the values of Y itself. Because missing values for Y
were generated without reference to Z, the authors claim that Z is not a cause of
missingness. This is, of course, true in a strict sense, but misses the fact that there is an
association between Z and R induced by the association between Z and Y. Even though Z
was not a cause of missingness in the simulation, it does meet the criteria outlined
above that it is associated with both Y and R, and therefore it is not surprising that it
helps meet the MAR condition and reduces bias.

The second ambiguity in the definition of AVs is the idea that AVs are not part of
the model of interest. We have just seen that AVs must be associated with Y to be
beneficial in terms of reducing bias (and also for improving efficiency). This raises the
question of when it is acceptable to have a variable associated with Y, especially an AV

with a strong association with Y, that can be left out of the model of interest. It is likely
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that AVs associated with Y will also share some association with the covariates and
therefore leaving the AVs out of the analysis model can lead to omitted variable bias.
There are at least two exceptions. First, analysts might be primarily interested in
estimating descriptive statistics, in which case omitted variable bias is typically not a
concern. Second, it may be possible to identify AVs that are endogenous and should not
be included in the model. King et al. (2001) provide an example of this situation.
Suppose one is interested in estimating the effect of partisan identification on voting
behavior and one has information on how people intended to vote five minutes before
voting. Voting intentions could serve as an AV if it is sufficiently associated with voting
behavior and missingness in voting behavior, but in at least some analyses it would not
be appropriate to include it as a covariate. Despite these exceptions, once candidate AVs
are identified, it is important to consider whether in fact they belong in the substantive

model and are not auxiliary to the analysis.

When Are Auxiliary Variables Beneficial

Studies analyzing the benefits of AVs have considered a number of different
dimensions in their simulations. The three most important dimensions with respect to
estimator bias include: (1) the strength of the association between AVs and a variable
missing data, (2) the extent of missing data, and (3) the pattern of missingness in the
data. The specific conditions for when AVs have an appreciable impact on reducing bias
depend on a combination of all three of these dimensions and vary across different
parameters.

Simulation studies have tended to examine two levels of association between

AVs and variables missing data: (1) a moderate level with correlations ranging from 0.3
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to 0.5 and (2) a high level with correlations ranging from 0.7 to 0.9 (Collins, Schafer and
Kam 2001; Demirtas 2004; Enders 2008; Yoo 2009). A more recent study examined a
range of associations between moderate and high correlations (Mustillo forthcoming).
As a general rule, AVs with a moderate correlation with a variable missing data do not
have much of an effect on bias, though there are some exceptions discussed below.
More precisely, when systematic missingness largely depends on an AV with only a
moderate correlation with a variable missing data, standard approaches to handling
missing data based on a MAR assumption produce estimates with little bias and
therefore AVs have little to contribute to reducing bias.

Simulation studies in this area typically introduce high rates of missing data,
such as conditions with 25 percent missing, 50 percent missing, and sometimes even
greater rates (Collins, Schafer and Kam 2001; Demirtas 2004; Enders 2008). Two
studies have considered more modest rates of missing data ranging from 10 to 30
percent (Mustillo forthcoming; Yoo 2009). Not surprisingly, AVs have a larger impact on
reducing bias at higher rates of missingness. In fact, AVs do not have much an effect on
bias at rates of missingness up to 30 percent, except in a couple special cases. Again, this
is primarily due to the fact that the AVs have little to contribute because standard
approaches to handling missing data assuming MAR perform reasonably well.

Following Collins et al.’s (2001) lead, many of the simulation studies involving
AVs have examined different missingness mechanisms. The mechanism underlying
missingness is controlled by assigning missing values based on different functions of Z.
The two most commonly used mechanisms involve linear and curvilinear functions. The

linear mechanism is achieved by increasing the probability of assigning a missing value
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in Y with increasing values of Z. Since Y and Z typically have a positive association, this
results in higher values of Y having a higher chance to be missing. The curvilinear
mechanism is achieved by setting high probabilities for missing in Y at the tails of Z and
low probabilities for missing in Y at the center of the distribution for Z. The simulation
studies indicate that linear patterns of missingness lead to more bias in estimates of
means and intercepts, while curvilinear patterns of missingness lead to more bias in
estimates of variances, regression coefficients, and residual variances in factor analysis
models (Collins, Schafer and Kam 2001; Demirtas 2004; Yoo 2009). Furthermore, the
missingness mechanism interacts with the extent of missingness and association
between AVs and the variable missing data. For instance, with a curvilinear missingness
mechanism, Collins et al. (2001) found that AVs with a moderate association with the
variable missing data and in the 25 percent missing condition played an important role
in reducing bias in a regression coefficient.

Simulation studies have identified the importance of the strength of the
association between AVs and a variable missing data, the rate of missingness, and the
mechanism underlying missingness in determining whether AVs are more or less likely
to reduce bias in an estimator. These studies, however, have not isolated and
manipulated the associations between the AV and the variable missing data and the AV
and an indicator for missingness (R). As demonstrated in the previous section, both of
these associations are important for reducing bias in an estimator. It may be that the
strength of one of the two associations is more important or that both need to be

relatively strong. It is this question that is the focus of the following simulation study.
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Simulation Study

The following simulation study is designed (1) to analyze the relative
importance of the associations between an outcome (Y) an AV (Z) and between
missingness in Y, R, and Z in reducing bias and (2) to explore a mechanism for
missingness, a threshold pattern, that has not been considered in previous studies of
AVs. The study adopts a factorial design with four dimensions to accomplish these
goals. The primary dimensions are the associations between the Z,an AV and Y, a
variable missing data, and between the Z and R, an indicator for missingness in Y. This
study examines a finer array of associations between Z and Y, 0.3 to 0.8 in increments of
0.1, than in past studies in order to provide more detailed information about the
behavior of AVs. The specific associations between Z and R depend on the third
dimension, the missingness mechanism.

This study analyzes two mechanisms for assigning missing values in Y. The first
mechanism assigns missing values based on a curvilinear function (described in detail
below). This mechanism was selected because it has been shown to be particularly
problematic for bias in regression coefficients (Collins, Schafer and Kam 2001; Demirtas
2004; Yoo 2009) and to provide continuity with past studies. The second mechanism
assigns missing values based on a threshold function. This mechanism has not been
explored in studies of AVs, but it is a mechanism that can arise in practice, as will be
illustrated in the empirical example following the simulation study. As Collins et al.
(2001) note, the performance of AVs varies across different mechanisms for
missingness, so it is valuable to analyze an approach to assigning missing values that

has not been previously explored. The percentage of missing data is the final dimension.
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This study considers two percentages, 25 percent and 50 percent, to maintain

comparability with past studies.

Data Generating Model

This simulation study relies on the simple data-generating model used by Collins
et al. (2001). Their model allows for an analysis of an estimated regression coefficient,
the most common parameter estimated in sociological models. In addition, using the
same data-generating model helps ensure comparability across studies.

Random samples of size N = 500 were drawn from a multivariate normal
distribution for three variables, an outcome, Y, a covariate, X, and a candidate AV, Z. The
distribution took the form

(Y, X,Z)~N(0, %), (4.4)
with

060 1.00 0.6¢
¢ 0.6¢ 1.00
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where the parameter ¢ ranged from 0.3 to 0.8 in increments of 0.1. Following Collins et
al, (2001), the association between Z and X was set as a fraction of the association
between Y and Z based on the association between Y and X. For instance, in the low
correlation condition, ¢ is set to 0.3 and (4.5) becomes

144 060 0.30
. (4.6)
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Generating Missing Values

This study adopted two mechanisms for generating missing values in Y. The first
mechanism closely approximates the nonlinear mechanism used in past studies
(Collins, Schafer and Kam 2001; Demirtas 2004; Yoo 2009). This mechanism was
implemented by constructing Z2 and then constructing an indicator, R, for missingness

in Y based on the following equations

R*=Z%+¢ (4.7)
_(1ifR* <1
k= {0 ifR* > 1’ (48)

The variance of the error term in (4.7) was set to achieve specific associations between
R* and ZZ, and therefore indirectly between R and Z2. The associations as measured by
the coefficient of determination for R* regressed on Z2 ranged from 0.3 to 0.8 in
increments of 0.1. The parameter t was set to achieve the specific rates of missingness,
25 percent and 50 percent, based on the appropriate percentiles of the distribution of
R*.

The second mechanism for assigning missing values in Y was designed to
replicate a threshold pattern. For this mechanism, an indicator for missingness was
constructed based on the following equation

={1ifZST (4.9)

0ifZ>1’

As with the first mechanism, the rate of missingness is set by choosing 7 to achieve a 25
percent or 50 percent rates. With the threshold missingness mechanism, the choice of
the rate of missing data dictates the association between Z and R. The association

between Z and R is roughly -0.70 at 25 percent and roughly -0.80 at 50 percent.
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Analysis

For the nonlinear missingness mechanism there are 72 cells in the factorial
design (6 levels of association between Z and Y, 6 levels of association between Z and R,
and 2 rates of missingness). For the threshold missingness mechanism there are 12
cells in the factorial design (6 levels of association between Z and Y, and 2 rates of
missingness). For each of the 84 cells, Stata 12 was used to generate 10,000 samples of
size N = 500 from the multivariate distribution in (4.4) with missing data created in Y as
discussed above.

The simulation study relies on multiple imputation, the most common approach
used in sociological research, to address missing data. Multiple imputation is an
estimation strategy that consists of the following four steps: (1) replication, (2)
imputation, (3) analysis, (4) recombination (Little and Rubin 2002). The first step,
replication, involves making m copies of the incomplete data set. The second step,
imputation, involves replacing missing values in each incomplete data set with imputed
values including a random component and thus forming m complete data sets. The third
step, analysis, involves estimating the desired model on each of the complete data sets.
The final step, recombination, involves using formulas developed by Rubin (1987) to
combine the results across the data sets to obtain parameter estimates and standard
errors that appropriately reflect the additional uncertainty from the missing data.

For every sample multiple imputation was invoked twice to create 10 complete
data sets each time. The first round of multiple imputation only included X in the
imputation model. This serves as a point of comparison while the second round

included X and Z, the auxiliary variable. The imputation model is based on a linear
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regression model. Let y; be partitioned in vectors containing complete and incomplete
observations (yio, ¥im), and similarly partition x = (x;, X;,,), which consists of x; or x; and
zi depending on the round of multiple imputation. The steps in imputation involve first
fitting a regression model for yi, to the observed data to obtain estimates of § and 62.
Second, new parameters S, and ¢ are drawn from the joint posterior distribution with
a noninformative improper prior Pr(f,02) o 1/0? (StataCorp 2011). Third, a set of
imputed values is obtained for yim by drawing from MV N (XB,, 21). Finally, the second
and third steps are repeated 9 more times to obtain 10 complete data sets.

For each sample, regardless of whether Z was included in the imputation model,
Y was regressed on X, the results were combined across the completed data sets using
Stata’s suite of multiple imputation commands, and the estimated regression
coefficients were stored for further analysis. In the case of a bivariate regression, the
regression coefficient is simply the ratio of the covariance between Y and X divided by
the variance of X. Given the covariance matrix in (4.6), the population regression
coefficient is 0.6. Bias for the multiple imputation estimators that did and did not
include the AV was calculated as the difference between the average estimate for the
regression coefficient and the population value within each cell of the factorial design.
In addition, Collins et al. (2001) recommend a standardized measure of bias calculated

as

EB1-6 1100 (4.10)

Std. Bias = SO(7]
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to facilitate interpretation.2> They suggest that a value of standardized bias greater than
40 represents a problematic level of bias for empirical analyses in social science
research. Cells with standardized bias values greater than 40 are indicated with

asterisks in the tables of results.

Simulation Results

Table 11 presents the results from the simulations involving the nonlinear
missingness mechanism. Under all conditions, the multiple imputation estimator for the
regression coefficient appears to be unbiased when the AV is included in the imputation
model (see Panel B). This result is consistent with past studies, particularly Collins et al.
(2001). In addition, there is some degree of bias in the multiple imputation estimator of
the regression coefficient under all conditions when the AV is not included in the
imputation model (see Panel A). The extent of the bias when the AV is not included
varies across all of the dimensions of the simulation. The bias increases with more
missing data, as the association between Y and Z increases, and as the association
between R and Z increases. Based on the Collins et al. (2001) threshold of a value of 40
for the standardized bias, the extent of bias is generally not substantively problematic
until the correlation between Y and Z reaches 0.6 in the 25 percent missing condition. In
the 50 percent missing condition, the extent of bias is not problematic until the
correlation between Y and Z reaches 0.5 or the correlation between Y and Z reaches 0.4
coupled with an R? from regressing R* on Z2 of 0.6 or higher. The general lower right

triangular pattern of problematic bias illustrates that both the association between Y

25 Simulation studies that examine bias often rely on a measure of percent bias. This
study reports a measure of standardized bias to maintain comparability with past
simulations involving AVs.
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and Z and the association between R and Z are important when assessing the potential
benefit of an AV.

Table 12 presents the results from the simulations involving the threshold
missingness mechanism. The multiple imputation estimator shows virtually no bias
across both dimensions, the association between Y and Z and the rate of missing data,
when the AV is included in the imputation model (see Panel B). In contrast, there is
some degree of bias in all conditions when the AV is not included in multiple imputation
model. The bias reaches the threshold for substantive importance once the correlation
between Y and Z reaches 0.4 for both the 25 percent and 50 percent conditions and
increases as the correlation strengthens.

This simulation study was designed to analyze the relative contributions of the
associations between Y and Z and between R and Z as well as the threshold missingness
mechanism. The results from the nonlinear missingness mechanism indicate, as
anticipated, that both associations play an important role in determining whether or
not including AVs eliminates substantial estimator bias. An AV that has a weak
association with either Y needs to have a particularly strong association with R, and vice
versa, in order to lead to a substantial reduction in bias. The results from the threshold
mechanism did not follow the same pattern. The rate of missing data dictated the
strength of the association between Z and R. The extent of bias was slightly larger in the
50 percent missing condition, but whether the bias was substantively problematic did
not vary across the two conditions. This is most likely due to the relatively high
associations between R and Z in both conditions. Finally, the difference in the pattern

and magnitude of bias across the two missingness mechanisms underscores a point
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Table 11: Bias in Regression Coefficient from Nonlinear Missingness Simulations.

No AV Used in Imputation Model
25% Missing

YZ\RZ 03 0.4 0.5 0.6 0.7 0.8

0.3 0.005 0.005 0.006 0.007  0.007 0.008
0.4 0.008 0.010 0.011 0.012 0.012 0.015
0.5 0.013 0.015 0.017 0.019  0.021 0.023*
0.6 0.018 0.022*  0.024* 0.028* 0.030* 0.032*
0.7 0.024* 0.029*  0.032* 0.037* 0.040* 0.044*
0.8 0.032* 0.037*  0.042* 0.048* 0.052* 0.056*

50% Missing

0.3 0.4 0.5 0.6 0.7 0.8
0.3 0.010 0.012 0.015 0.018  0.019 0.023
0.4 0.018 0.022 0.027 0.030* 0.034* 0.039*
0.5 0.029* 0.034*  0.040* 0.046* 0.053* 0.058*
0.6 0.040* 0.049*  0.058* 0.066* 0.074* 0.081*
0.7 0.055* 0.067*  0.08* 0.088* 0.098* 0.107*
0.8 0.068* 0.084*  0.100* 0.113* 0.124* 0.136*

AV Used in Imputation Model
25% Missing

YZ\RZ 03 0.4 0.5 0.6 0.7 0.8

0.3 0.000 0.000 0.000 0.000  0.000 0.000
0.4 0.000 0.001 0.000 0.000 -0.001 0.001
0.5 0.001 0.000 0.000 0.000  0.000 0.000
0.6 0.000 0.001 0.000 0.000  0.001 0.000
0.7 0.000 0.001 -0.001 0.000  0.000 0.000
0.8 0.001 0.000 0.000 0.001 0.001 0.000

50% Missing

0.3 0.4 0.5 0.6 0.7 0.8
0.3 0.000 -0.001 0.000 0.000 -0.001 0.001
0.4 0.000 -0.001 0.000 -0.001  0.000 0.001
0.5 0.000 -0.001 -0.001 0.000 0.001 0.000
0.6 0.000 0.000 0.000 0.000 0.000 0.000
0.7 0.001 0.000 0.002 0.000 0.000 -0.001
0.8 0.000 -0.001 0.000 0.001 0.000 0.000

Notes: Association between Y and Z expressed as the correlation.
Association between R and Z expressed as the R2 from regressing R* on Z2.
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first made by Collins et al. (2001) that impact of missing data on an analysis can
significantly depend on the mechanism(s) underlying the missingness.

Table 12: Bias in Regression Coefficient from Threshold Missingness Simulation.

No AV Used in Imputation Model

% Missing

Y,Z 25% 50%

0.3 -0.016 -0.022
0.4 -0.030* -0.040*
0.5 -0.047* -0.063*
0.6 -0.068* -0.096*
0.7 -0.094* -0.135*
0.8 -0.128* -0.181*

AV Used in Imputation Model

% Missing

Y,Z 0.3 0.5

0.3 0.000 0.000
0.4 0.000 0.000
0.5 0.000 0.002
0.6 0.000 0.000
0.7 0.000 0.000
0.8 -0.001 0.002

Notes: * indicate cells with std. bias > 40. Association between
Y and Z expressed as the correlation.

Identification and Evaluation of AVs in Practice

Past work on AVs has largely focused on the results of simulation studies with
little consideration of how AVs could be identified and assessed in empirical research
(though, see Baraldi and Enders (2010) and Mustillo (forthcoming) for exceptions).
This section provides an extended consideration of the assessment of AVs in an
empirical setting with a focus on identifying and assessing the potential benefits of
candidate AVs. The example comes from one component of a larger study analyzing the

effects of the fetal environment on adult SES, BMI, and hypertension. The specific
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component involves developing a measurement model for the fetal environment (see
Bollen, Adair, and Noble (2011) for an extended discussion of this analysis). The
measurement model is a two-factor confirmatory factor analysis (CFA) with latent
variables for birth weight and gestational age, two aspects of the fetal environment.

Data for this example come from the Cebu Longitudinal Health and Nutrition
Survey, a community-based study involving more than 3000 newborns in Cebu,
Philippines (Adair et al. 2011). The study included two measures of birth weight and
two measures of gestational age (see Table 13 for descriptive statistics). The two
measures of birth weight consist of one measure taken at the place of delivery and
another measure taken by project staff. One measure of gestational age is based on the
mother’s self-report of the number of weeks since her last menstrual period. The other
measure is a Ballard score, a score derived from a clinical assessment based on six
developmentally staged neuromuscular characteristics and six physical infant
characteristics (Ballard, Novak and Driver 1979).

The challenge with this analysis is that the Ballard is missing data for over 80
percent of the newborns. When faced with this much missing data, the usual response
would be to remove the variable from consideration. There are, however, two factors
that suggest otherwise. First, the other measure of gestational age, the self-reported last
menstrual period, is known to be highly unreliably. Second, the reason the Ballard is
missing for so many newborns is that they had to meet at least one of a set of conditions
in order for it to be administered. The conditions for administering the Ballard
included: (1) the infant was born weighing less than 2500 g, (2) the mother reported

bleeding during her pregnancy, (3) the mother can’t remember her last menstrual

100



period, (4) the mother did not have a menstrual period between the birth of a previous
child and conception of the index child, and (5) the mother had diabetes during
pregnancy. These conditions are available for most of the newborns in the data and
provide information about the Ballard.

Table 13: Descriptive Statistics.

Valid N % Miss Mean SD

Birth weight 1 2555 14% 3031 4.74
Birth weight 2 2958 1% 2995 435
Last menstrual period 2773 7% 36.62 0.74
Ballard 579 81% 3636 048
Low birth weight 2981 0% 0.10 0.30
Bleeding 2986 0% 0.07 0.25
Can'trecall LMP 2986 0% 0.07 0.26
No mentrual period 2371 21% 0.07  0.26
Diabetes 2960 1% 0.01 0.08

Notes: Gestational age measures are logged weeks x 10. Birth weight measures are

100 g. Low birth weight is defined as less than 2,500 g. LMP stands for last

menstrual period.

The conditions for administering the Ballard are excellent candidates for AVs.

These variables clearly relate to missingness on the Ballard and may also relate to the
values of the Ballard itself. In addition, the conditions account for virtually all of the
missing data for the Ballard, and therefore the mechanism underlying missingness is
known. Knowledge of the mechanism helps with specifying the functional form for the

relationship between the AVs and missingness. Finally, the AVs are not of substantive

interest in the model.2¢

26 The first condition related to low birth weight is, of course, a function of birth weight,
which is a variable of substantive interest. It as an empirical question, addressed below,
whether low birth weight provides additional information about missingness on the
Ballard beyond birth weight itself.
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Assessment of Candidate AVs

Based on past results and results in this article, one can outline a number of
criteria to assess whether candidate AVs are more or less likely to be significantly
beneficial in reducing bias. The first is the extent of missing data. Simulation studies
suggest that if a target variable is missing for less than 25 percent of cases, an AV is
unlikely to be beneficial for reducing bias (Mustillo forthcoming). With this example,
the Ballard is missing for over 80 percent of cases, so the rate of missingness is clearly
high enough for AVs to have potential benefits in reducing bias.

The second thing to check is the strength of the association between the
candidate AVs and the variable missing data. This study and past simulation studies
show that the threshold level of association for AVs to beneficial in reducing bias varies
across different mechanisms for missingness, different parameters, and the strength of
the association between the AVs and missingness (Collins, Schafer and Kam 2001;
Demirtas 2004; Enders 2010; Mustillo forthcoming; Yoo 2009). However, the minimum
association between an AV and a variable missing data to see benefits in terms of
reducing bias appears to be around a correlation of 0.4. This translates into an R? of
0.16 if considering the association between multiple AVs and a variable missing data. As
discussed above, this association should be net of the substantive variables in the
model.

In practice, it is impossible to directly assess the strength of the association
between AVs and the variable missing data. The quantity one is most interested in is the
association between, say, Z and Y, but what one can calculate is the association between

Zovs and Yops. It is in general unknown how well the association between Zobs and Yobs
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reflects the true association between Z and Y. Nonetheless, it can still be informative to
examine the association between Z and Y. In this example, there are multiple candidate
AVs, so the R? is a useful measure of association. Two models are estimated to isolate
the association between the Ballard and the candidate AVs net of substantive variables
of interest.2’” The first model regresses the Ballard on all of the substantive variables of
interest and the candidate AVs. The second model regresses the Ballard on just the
substantive variables. The difference in the R%s from the two models serves as a
measure of association between the Ballard and the AVs net of the substantive
variables.

Table 14 presents the R2s from these regressions and the difference. Although
the substantive variables explain about 20 percent of the variance in the Ballard, the
candidate AVs account for virtually none of it. This is not too surprising given that the
candidate AV that is most likely related to the Ballard from a theoretical standpoint, low
birth weight, is already represented in the substantive model. It is possible, however,
that the association between the Ballard and the AVs among the cases with observed
data does not reflect the underlying association that would be observed with complete

data, particularly given the extent of missing data.

27 In this example, these models are estimated on the complete case data. It may be
possible to develop a procedure that would allow one to assess the AVs on the full
sample, but this adds a number of additional complications and remains for future
research.
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Table 14: Strength of Association Between AVs, Ballard, and Missingness.

Ballard Miss Ballard
RZ model 1 0.203 0.647
RZ model 2 0.201 0.140
Difference 0.002 0.507

Notes: Model 1 includes the substantive variables and the candidate AVs. Model 2
just includes the substantive variables. The difference provides the strength of
association between the Ballard the AVs net of the substantive variables. The
models for Missing Ballard are linear probability models.

The third quantity to check is the association between the AVs and an indicator
for missing data on the Ballard. The simulation reported above is the first to isolate and
manipulate this association, so there is less information to develop guidelines for what
to expect. The simulation results suggest that the strength of the association required
for AVs to have a significant effect on bias varies across missingness mechanisms and
according to the strength of the association between the variable missing data and the
AVs. In addition, 0.4 appears to be a reasonable threshold for the minimum correlation
between an AV and missingness in a variable, though more research is needed across a
wider variety of contexts to offer a more definitive assessment.

There are a couple options for assessing the strength of the association between
a set of candidate AVs and an indicator for missingness in the target variable. One could
estimate a linear probability model or a logit (or probit) model. The linear probability
model has the advantage that one can use the same procedure involving R2s to isolate
the effect of the candidate AVs net of the substantive variables. Although the R? from a
linear probability model is known to not to be strictly less than the R2 from an

analogous linear regression model (Aldrich and Nelson 1984), it still serves as a rough

indication of the strength of association. Table 4 presents the R%s from estimating linear
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probability models regressing an indicator for missing data on the Ballard on the
candidate AVs and the substantive variables. As expected, the candidate AVs explain a
substantial portion of the variance in the indicator and appear to be well above the

threshold for seeing potential benefits in terms of reducing bias.

Parameter Estimates from Substantive Model

The candidate AVs in this example meet two out of three criteria for seeing
beneficial effects in reducing bias. There is a high rate of missing data in the Ballard
(over 80 percent) and there is a strong association between the AVs and missingness on
the Ballard. The AVs, however, are not associated with the Ballard itself, at least among
the observed values of the Ballard. Next, we compare the parameter estimates from the
substantive model with and without using the AVs.

The missing data was addressed using multiple imputation with chained
equations as implemented in Stata 12 (StataCorp 2011). The chained equations
approach addresses the missing data in the other covariates as well as the Ballard. Two
rounds of multiple imputation were run to construct 10 complete data sets each time.
The first round did not include the AVs in the imputation model, the second round did
include the AVs. The measurement model, a two-factor CFA with two indicators for
birth weight and two indicators for gestational age, was estimated in Mplus 6 for each

set of multiply imputed data sets (Muthén and Muthén 1998-2010).
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Table 15: Parameter Estimates for Models With and Without AVs.

No Avs Avs

Est SE Est SE % Diff.
L BW1 0.931 (0.081) 0.943 (0.060) -1%
L Ballard 1.163 (0.138) 1.044 (0.169) 10%
V(BW) 16.846 (1.593) 16.695 (1.148) 1%
V(GA) 0.046 (0.013) 0.045 (0.016) 2%
Cov(BW, GA) 0.713 (0.066) 0.739 (0.063) -4%
V(BW1) 7.838 (1.297) 7.721 (0.927) 1%
V(BW2) 2488 (1.504) 2.740 (1.083) -10%
V(LMP) 0.503 (0.018) 0.508 (0.020) -1%
V(Ballard) 0.156 (0.015) 0.174 (0.017) -12%

Notes: BW refers to latent birth weight. GA refers to latent

gestational age. BW1 and BW2 refer to the first and second
measures of birth weight. LMP refers to the last menstrual

period.

Parameters from the measurement model include the factor loadings for one of
the birth weight measures and for the Ballard,?8 the variances of the latent variables,
the covariance between the two latent variables, and the residual variances for all of the
indicators. There is little substantive difference in most of the parameter estimates
obtained from the multiply imputed data with and without the AVs (see Table 15). In
percentage terms, the largest difference in estimates is for the residual variance of the
Ballard. The estimate based on the imputed data with no AVs is 12 percent less than the
estimate based on the imputed data using AVs. The second largest difference is in
estimate of the factor loading for the Ballard, which is 10 percent larger when using the

imputed data with no AVs. Finally, although it is not the focus of this work, it is

interesting that there appears to be some substantial efficiency gains from using the

28 The factor loadings for the other birth weight measure and the last menstrual period
were constrained to 1 to provide a scale for the latent variables and identify the model.
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AVs. This is surprising given the lack of an association between the AVs and the Ballard
(at least for the observed cases) and warrants further investigation in future research.
This example was included to illustrate an approach to assessing candidate AVs
and to evaluate the performance of AVs in an empirical setting. The conditions for
administering the Ballard appeared to be good candidate AVs; however, the lack of an
association, in particular, net of birth weight, between the AVs and the Ballard
suggested that they may not have much effect on reducing potential bias (i.e., these
would be Type 3 AVs). Although it is not possible to know the true parameter values for
this analysis, the fact that the estimates do not significantly differ when AVs are or are
not included in the imputation model indicates that the AVs do not have much effect on

reducing potential bias.

Conclusion
Methodologists have recently begun to recommend the routine incorporation of

AVs into procedures for handling missing data. These recommendations are based on
the results of simulation studies that demonstrate that in some circumstances AVs can
reduce bias (and improve efficiency) and that including AVs that are not related to
variables missing data does not appear to increase bias (or decrease efficiency). The
goal of this research was to provide more information for sociologists looking to use
AVs when addressing missing data in their analyses and to recommend that
practitioners assess the potential benefits of AVs before simply including them in their
handling of missing data.

A more formal treatment of AVs using Rubin’s framework for missing data and

considering the case of linear associations clarified that in order for AVs to reduce bias
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by shifting an MNAR setting closer to a MAR setting they need to be associated both
with a variable missing data and an indicator for missingness on that variable. This dual
condition has not been sufficiently emphasized in past studies of AVs, though it has
clear implications for assessing candidate AVs. Even though it is not possible to know
for certain the underlying relationship between a set of AVs and a variable with missing
data, the relationship among the cases with observed values can be informative. It is
easier to assess the relationship between the AVs and an indicator for missingness in a
variable.

The simulation study provided more information about the strength of the
associations between an AV and a variable missing data and an AV and missingness.
The results of the simulation replicated past findings that a correlation around 0.4
between an AV and a variable missing data is a minimum for seeing beneficial effects
from using the AV. Moving beyond past studies, the results indicated that a similar
minimum correlation is needed between an AV and missingness. In addition, the
simulation analyzed a threshold missingness mechanism, a mechanism that has not
been explored in previous studies, and found that minimum correlation of 0.4 between
the AV and a variable missing data holds for this mechanism as well.

Finally, an empirical example illustrated how one can assess the likely benefits of
including AVs in the handling of missing data. The example showed that even seemingly
good candidate AVs may not make much of a difference in the parameter estimates.
With this example, the reason the AVs did not have much an effect is likely due to a low

association between the AVs and the variable missing data.
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This work, consistent with a couple of recent studies, suggests that in practice it
may be difficult to find AVs that will make much of a difference for an analysis. Although
it appears that AVs are unlikely to increase bias and therefore there is little harm in
including them when addressing data, it is still useful to know whether they are likely to

be beneficial.
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CHAPTER V: CONCLUSIONS

This dissertation aimed to make two broad contributions. First, the studies in
chapters 2 and 3 contribute to our understanding of the implications of the expansion
of higher education over the course of the 20t century. The increase in college
enrollment has had two effects: (1) some people who currently attain college degrees
would most likely not have in the past and (2) the expansion has been
disproportionately concentrated among lower tiered colleges and universities. These
two considerations suggest that there may be more variation in the quality of higher
education and, as a consequence, the returns to a college degree among recent cohorts
than past cohorts. Recent studies have begun to examine the variation in the returns to
higher education for earnings, civic participation, and fertility. Chapters 2 and 3 extend
this line of work to measures of health and wellbeing. The beneficial effect of a college
degree on health is central to our understanding of health inequalities. Thus a more
complete sense of variation in the beneficial effects of higher education contributes to
both research on the expansion of higher education as well as research on health
inequalities.

Second, the methodological work in chapter 4 was initiated as a means of
determining whether auxiliary variables would be beneficial in addressing the missing
data in the analyses of the health-related returns to a college degree. The results of this

study informed the handling of missing data in the earlier chapters in the dissertation,



but they also contribute more generally to our understanding of the conditions under
which auxiliary variables may be beneficial quantitative sociological research. In
addition, the chapter includes a discussion and illustration of a procedure for assessing
auxiliary variables in practice.

The remainder of this conclusion is organized as follows. First, the key results
from each of the chapters are reviewed. Second, consideration is given to a comparison
of the conclusions across chapters 2 and 3, specifically with respect to the implications
for our understanding of expansion of higher education. The final section discusses
some of the limitations of the analyses in this dissertation and directions for future

research.

Variation in the Benefits of a College Degree for Health

Chapter 2 focused on an analysis of variation in the returns to a college degree
for two health behaviors (smoking and BMI) and two health outcomes (self-rated health
and systolic blood pressure) among a recent cohort of young adults. In addition, the
analytic approach allowed for an assessment of two competing theories of the role of
education in contributing to or alleviating health inequalities: resource substitution
theory and resource multiplication theory. Resource substitution theory posits that
higher education compensates for a deficit of other resources that can promote better
health, and therefore education serves to reduce health-related inequalities. In contrast,
resource multiplication theory posits that higher education magnifies the benefits of
other resources that promote health. To the extent this theory holds, higher education

contributes to health-related inequalities.
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Given that past work has identified that the health-related benefits of a college
degree are unevenly distributed across males and females and across racial and ethnic
groups, all analyses were conducted separately for black and white, women and men.
The results suggest that there is variation in the returns to a college degree among
white females for self-rated health and among white males for self-rated health and
BMI. The particular pattern of variation is consistent with resource multiplication
theory. White women and men who attain a college degree are estimated to accrue
more health-related benefits from their degree than would be the case for white women
and men who did not attain a college degree were they to do so.

The results suggest that there is also variation in the health-related returns to a
college degree for black females. Higher education is associated with better self-rated
health, lower systolic blood pressure, and a reduced likelihood of smoking among black
women. Furthermore, there is evidence of variation in the returns to a college degree
for self-rated health and smoking that is consistent with resource substitution theory.
Among black women, the estimated health-related benefits of higher education are
greater for people who did not attain a degree were they to do so than those who did
attain a degree.

Finally, the results for black males are inconclusive. The diagnostics from the
construction of the propensity score weights indicated that it is difficult to construct
weights that balance the covariates for those who did and did not attain a degree. In
particular, it is hard to identify black males who did not attain a college degree but had
a high propensity to do so. This is most likely an indication that there are unobserved

factors that differentiate black males who do and not attain college degrees. These
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results indicate not only that it is difficult to identify variation in the health-relate
returns to higher education among black males, but that even the average estimate of
the benefits of higher education is likely to be biased.

Taken as a whole, the analysis in Chapter 2 provides evidence of variation in the
health-related returns to a college degree that goes beyond what has been previously
uncovered. Within-group analyses conducted for a recent cohort of young adult black
and white, females and males found variation for three out of the four groups and
inconclusive results for the fourth group. The particular pattern of variation was not
constant across the groups, but rather suggests that higher education may play a

different role with respect to other resources for whites than for black females.

Variation in the Protective Effect of a College Degree for Depression

Whereas chapter 2 focused on measures of physical health, chapter 3 addressed
psychological wellbeing. The analysis of variation in the protective effects of higher
education for depression proceeded in much the same way as in chapter 2, except that
it also required addressing measurement error in the indicators of depressive
symptoms (a subset of the CES-D scale). Also, as in chapter 2, the analytic approach
allowed for an assessment of the relative importance of resource substitution theory
and resource multiplication theory.

Past work has found little evidence of a main protective effect of education in
general for depression among blacks. The analysis in chapter 3, however, shows that a
college degree does have a protective effect against depression for black females. There
are a number of possible explanations for the difference in results - the current study

addresses measurement error in the indicators of depressive symptoms, while most
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past studies do not; the current study focuses on depression among a recent cohort of
young adults, while most past studies include a broader range of ages and cohorts; the
current study focuses on higher education, while most past studies use either years of
education or a broader range of educational degrees; the current study conducts
separate analyses for males and females, while most past studies combine the sexes -
thus more work is needed to determine the source of the discrepant results.
Nonetheless, the finding in this analysis suggests that higher education may have more
benefits for black women with respect to depression than has been appreciated based
on past work.

In addition, there is evidence of variation in the protective effect of a college
degree on depression among black women. The particular pattern of variation is
consistent with resource substitution theory. Black women who did not earn a college
degree are estimated to derive a greater protective from a degree were they to earn one
than black women who did earn a college degree.

As noted in the analysis in chapter 2, the results for black men were inconclusive
due to the challenge in finding black men with and without college degrees that were
sufficiently comparable to warrant estimating the protective effect of a college degree.
Although it is not possible to determine whether the likely presence of unobserved
factors that influence both attaining a college degree and depression has led to
upwardly or downwardly biased estimates, the results of this analysis suggest we
should be cautious in interpreting past estimates as causal effects. In this case, it may be
that a college degree has a protective effect on depression for black males, but more

work is needed to find this out.
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Among white women and men there is little evidence of variation in the
protective effects of higher education on depression. As expected based on past work, a
college degree protects against depression for white women. In contrast, a college

degree appears to have no effect on depression for white males.

Auxiliary Variables in Sociological Research

Chapter 4 focuses on an analysis of the use of auxiliary variables (AVs) when
handling missing data. Methodologists recommend incorporating AVs into procedures
for missing data in order to reduce potential bias by helping to meet the missing at
random (MAR) condition. Given the extent of missing data in some of the measures of
family SES, AVs had the potential to be useful in the analyses of variation in the health-
related returns to education.

The analytic results based on Rubin’s framework for missing data clarified that
in order for AVs to reduce bias by shifting an MNAR setting to a MAR setting they need
to be associated with both a variable missing data (Y) and the pattern of missingness in
that variable (R). The need for both associations has not been sufficiently appreciated in
past studies that recommend the routine inclusion of AVs. Although it is possible in
theory to find variables that predict both Y and R, it was not possible to find such
variables for the analyses in chapters 2 and 3.

The simulation study provided additional evidence about the strength of the
associations AVs need to have with Y and R to be beneficial in terms of reducing bias.
Across two different mechanisms for assigning missing data, the associations between
an AV and Y and between an AV and R needed to be quite substantial, at least a

correlation of 0.4, in order for the AV to have an appreciable effect on estimator bias.
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Thus, not only do AVs need to be associated with Y and R, they also need to have non-
trivial relationships.

Finally, an empirical example illustrated how one can assess the likely benefits of
including AVs in the handling of missing data. Given that it may be difficult to find
reasonable candidates for AVs in a practice, as was the case for the analyses in chapters
2 and 3, it is important to assess the potential benefits of AVs rather than simply

including them in the handling of missing data.

General Conclusions

One of the main goals of this dissertation was to develop a better understanding
of the potential ramifications of the expansion of higher education during the 20t
century. For the reasons outlined above, the expansion has likely led to an increase of
the variation in the returns to a college degree among recent cohorts. The results from
chapters two and three provide evidence of meaningful variation in the health-related
benefits of higher education among white women and men and black women for
important indicators of physical health and among black women for psychological
wellbeing. Until recently, most research has implicitly assumed that people realize
essentially the same returns to a college degree (or, more precisely, that any variation
in the returns was random or due to a handful of individual attributes, such as sex). This
has led to calls for policies that would allow everyone to attain a college education. A
more nuanced understanding of variation in the returns to a college degree suggests
that the estimated benefits from past studies may be misleading.

Another goal of this dissertation was to develop a better understanding of how

higher education relates to health inequalities. With respect to this question, the results
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provide a more complex picture. For black women, there is evidence that a college
degree could contribute to reducing within-group health inequalities with respect to
physical health and depression. As such, policies that promote access to higher
education may be especially beneficial, as higher education appears to compensate for
other resource disadvantaged among black females. In contrast, for white women and
men, a college degree appears to magnify the physical health-related benefits of other
background resources, and therefore contributes to within-group health inequalities. As
discussed in the next section, more research needs to be done to identify the
mechanisms that underlie these patterns of results.

Finally, an unanticipated, but robust, finding from chapters 2 and 3 was the
difficulty in obtaining reliable estimates of the health-related returns to a college degree
for black men. Although Add Health data contains a rich set of controls that includes
measures of the most likely predictors of both educational attainment and the health
outcomes (e.g., measures of parent SES, measures of ability, ...), these covariates were
not sufficient to adjust for preexisting differences between black men who attain a
college degree and black men who do not. This suggests that there are other
unobserved characteristics that can account for these differences. More work is needed
to identify what the unobserved factors that affect educational attainment and health
and wellbeing may be and to incorporate them into analyses in order to obtain more

reliable estimates of the health-related returns to a college degree for black men.

Limitations and Future Research
There are number of directions to extend research on variation in the health-

related benefits of higher education that come out this dissertation. First, the analytic
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strategy was used to identify the presence of heterogeneity in the returns to a college
degree without having to rely on interaction terms. This approach avoids the “curse of
dimensionality” that arises with the number of possible interactions. The limitation in
this analytic approach, however, is that it does not allow for direct tests of precise
mechanisms that could explain the sources of the variation in the effects of higher
education. Future work should work towards identifying the sources of variation. Based
on the pattern of results with respect to resource substitution theory and resource
multiplication theory, different measures of background resources would be good
candidates to begin with.

Second, the analyses in chapters 2 and 3 drew on Add Health data. At Wave 4 the
respondents in Add Health are in their late 20s and early 30s. For these analyses it was
beneficial to work with a limited age range, but future work should look to assessing
variation in the health-related benefits of higher education at other points in the life
course. Past work has shown that the effects of education increase up to a threshold in
old age (though this remains an active area of research). If true, it may be possible to
detect more variation in the health-related returns to a higher degree among older
respondents. In addition, although Add Health respondents show some signs of
deteriorating health, older respondents are more likely to have significant health
problems.

Finally, a central idea that orients this dissertation is that the expansion of
higher education has led to an increase in the variation of the returns to a college
degree. This is, of course, a comparative statement between past and recent cohorts.

The analyses in chapters 2 and 3 focused on a sample of people from a recent cohort,
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and therefore cannot directly speak to whether there is more variation in the health-
benefits of higher education among recent cohorts than past cohorts. Future work
should look to compare the extent of variation in the returns to education across
cohorts, though this will be challenging on at least three fronts. First, it is not clear
whether the analytic strategy used in this dissertation can easily be extended to an
analysis that accounts for cohort effects. Second, simply decomposing the average effect
of education on health into age, period, and cohort components remains a difficult area
of research. Third, the data requirements are stringent and it is difficult to find sources
of data that would allow for such an analysis. Nonetheless, as this research and other
studies document the extent of variation in the returns to a college degree across a

range of outcomes, it will ultimately be important to consider change over time.
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APPENDIX ONE: DESCRIPTIVE STATISTICS FOR COVARIATES (HEALTH)

Table 16: Descriptive Statistics for Covariates of Health.

Mean
Wave 4 Age 28.50
Region: West 0.14
Region: Midwest 0.31
Region: South 0.42
Region: Northeast 0.13
HH: 2 bio parents 0.51
HH: 2 parents 0.19
HH: single mother 0.22
HH: single father 0.03
HH: other 0.05
Mother's education 5.68
Father's education 5.58
Log family income 3.57
Lived environment 3.37
PVT score 102.18
GPA 2.80
Birth weight 117.13
Wave 1 SRH 3.90
Wave 1 BMI 22.57
Wave 1 daily smoke 0.01
Wave 1 physical activity 2.08
Wave 1 drinking 2.09
Note: Based on 10 complete data sets. Weighted

data.
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APPENDIX TWO: PROPENSITY SCORE MODELS (HEALTH)

Table 17: Propensity Score Models for Health Outcomes Analysis.

Black Female Black Male

Est SE Est SE
Wave 4 Age -0.074 (0.054) -0.037  (0.068)
Region: Midwest -0.364 (0.361) 0.383 (0.455)
Region: South 0.055 (0.304) 0.107 (0.396)
Region: Northeast 0.069 (0.436) 0.425 (0.618)
HH: 2 parents -0.699 (0.278) * -1.001  (0.372) **
HH: single mother -0.386 (0.241) -0.521 (0.310)
HH: single father -0.564 (0.524) 0.704 (0.832)
HH: other -1.093 (0.380) ** 0.129 (0.427)
Mother's education 0.147 (0.240) -0.651 (0.330) *
Mother's education? 0.004 (0.022) 0.075 (0.029) **
Father's education -0.180 (0.270) 0.089 (0.324)
Father's education? 0.028 (0.025) 0.008 (0.030)
Log family income 0.528 (0.687) -0.199 (0.713)
Log family income? -0.031 (0.108) 0.051 (0.123)
Lived environment 0.091 (0.152) 0.118 (0.230)
PVT score 0.048 (0.009) *** 0.029 (0.010) **
GPA 1.107 (0.161) *** 1.202 (0.188) ***
Birth weight 0.006 (0.005) 0.001 (0.007)
W1 SRH 0.249 (0.101) ** 0.426 (0.144) **
W1 BMI 0.007 (0.019) 0.032 (0.027)
W1 daily smoke 0.622 (0.697) -3.103  (1.133) **
W1 physical activity -0.207 (0.096) * -0.052 (0.148)
W1 drinking 0.054 (0.068) -0.124  (0.083)
_constant -10.229 (2.326) *** -8.879 (2.879) **
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Table 17: -cont-

White Female White Male

Est SE Est SE
Wave 4 Age 0.086 (0.032) ** 0.109 (0.035) **
Region: Midwest 0.256 (0.174) 0.598 (0.174) ***
Region: South 0.075 (0.172) 0.290 (0.175)
Region: Northeast 1.053 (0.197) *** 0.791 (0.196) ***
HH: 2 parents -0.649 (0.142) *** -0.416 (0.152) **
HH: single mother -0.043 (0.187) 0.035 (0.188)
HH: single father 0.335 (0.388) -0.432  (0.323)
HH: other -1.100 (0.330) *** -0.370 (0.425)
Mother's education 0.058 (0.163) 0.018 (0.203)
Mother's education? 0.011 (0.014) 0.011 (0.017)
Father's education -0.076 (0.150) -0.167 (0.161)
Father's education? 0.020 (0.013) 0.029 (0.014) *
Log family income -0.161 (0.446) -0.636  (0.307) *
Log family income? 0.092 (0.066) 0.173 (0.048) ***
Lived environment 0.452 (0.132) ** 0.378 (0.142) **
PVT score 0.027 (0.005) *** 0.031 (0.005) ***
GPA 1.424 (0.092) *** 1.213  (0.092) ***
Birth weight 0.005 (0.003) 0.004 (0.003)
W1 SRH 0.240 (0.077) ** 0.163 (0.075) *
W1 BMI -0.024 (0.016) -0.008 (0.015)
W1 daily smoke -0.196 (0.386) -0.623 (0.482)
W1 physical activity 0.044 (0.061) 0.126 (0.066)
W1 drinking 0.024 (0.042) -0.041 (0.039)
_constant -14.930 (1.400) *** -14.630 (1.542) ***

Notes: Estimates are log odds from logit models using sample weights. The
estimates are averages across 10 multiply imputed data sets with robust

standard errors combined using Rubin's formula.
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APPENDIX THREE: DESCRIPTIVE STATISTICS FOR COVARIATES (DEPRESSION)

Table 18: Descriptive Statistics for Covariates of Depression.

Mean
Wave 4 Age 28.50
Region: West 0.14
Region: Midwest 0.31
Region: South 0.42
Region: Northeast 0.13
HH: 2 bio parents 0.51
HH: 2 parents 0.19
HH: single mother 0.22
HH: single father 0.03
HH: other 0.05
Mother's education 5.68
Father's education 5.58
Log family income 3.57
Lived environment 3.37
PVT score 102.18
GPA 2.80
Note: Based on 10 complete data sets. Weighted

data.
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APPENDIX FOUR: PROPENSITY SCORE MODELS (DEPRESSION)

Table 19: Propensity Score Models for Depression Analysis.

Black Female Black Male

Est SE Est SE
Wave 4 Age -0.048 0.050 -0.021 0.066
Region: Midwest -0.321 0.344 0.336 0.446
Region: South 0.036 0.292 0.170 0.389
Region: Northeast 0.096 0.432 0.466 0.655
HH: 2 parents -0.734 0.272 ** -1.000 0.387 **
HH: single mother -0.420 0.243 -0.560 0.329
HH: single father -0.646 0.533 0.637 0.910
HH: other -1.103 0.367 ** 0.088 0.433
Mother's education 0.131 0.230 -0.671 0.353 *
Mother's edu sq. 0.007 0.022 0.075 0.030 **
Father's education -0.087 0.243 0.144 0.347
Father's edu sq. 0.015 0.023 0.008 0.030
Log family income 0.239 0.637 -0.120 0.639
Log family inc sq. 0.015 0.105 0.021 0.113
Lived environment 0.118 0.141 0.142 0.174
PVT score 0.047 0.008 *** 0.033 0.010 ***
GPA 1.121 0.161 *** 1.148 0.177 ***
_cons -9.182 2.073 *** -8.041 2.685 **
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Table 19: -cont-

White Female White Male
Est SE Est SE

Wave 4 Age 0.094 0.030 ** 0.095 0.032 **
Region: Midwest 0.259 0.175 0.610 0.176 ***
Region: South 0.072 0.173 0.283 0.175
Region: Northeast 1.079 0.196 *** 0.846 0.194 ***
HH: 2 parents -0.647  0.141 *** -0.423 0.151 **
HH: single mother -0.056 0.199 0.022 0.184
HH: single father 0.190 0.378 -0.484 0.321
HH: other -1.201  0.330 *** -0.396 0.409
Mother's education 0.057 0.161 0.067 0.207
Mother's edu sq. 0.012 0.014 0.007 0.017
Father's education -0.054 0.174 -0.145 0.160
Father's edu sq. 0.019 0.015 0.028 0.014 *
Log family income -0.232 0.438 -0.641 0.285 *
Log family inc sq. 0.103 0.062 0.175 0.047 ***
Lived environment 0.451 0.108 ** 0.412 0.121 ***
PVT score 0.027 0.005 *** 0.028 0.005 ***
GPA 1.455 0.090 *** 1.266 0.090 ***
_cons -13.457 1.344 *** -12.834 1.443 ***

Notes: Estimates are log odds from logit models using sample weights.
The estimates are averages across 10 multiply imputed data sets with
robust standard errors combined using Rubin's formula.
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