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ABSTRACT
GOKCE ESENDURAN: Role of Environmental Legislations and Firm-Level
Strategies on Product Take Back
(Under the direction of Dr. Jayashankar M. Swaminathan and Dr. Eda
Kemahlioglu-Ziya)

In the last two decades, an increasing number of companies provide take-back pro-
grams. It is therefore essential to understand the drivers and influencers of take-back
strategies. In the second chapter, we examine an original equipment manufacturer (OEM)
under take-back legislation that holds manufacturers financially responsible for collecting
and treating products discarded by customers. We characterize the manufacturer’s opti-
mal collection and remanufacturing policies when she has in-house remanufacturing and
when she faces competition from an independent remanufacturer. We show that legisla-
tion on collection levels never decreases remanufacturing levels if the OEM remanufac-
tures; however, it might cause remanufacturing level to decrease if the third-party reman-
ufactures. We also find that legislation creates incentives for designing environmentally-
friendly products regardless of the existence of competition. Our research has also im-
plications for policy makers. We find that in order to achieve higher remanufacturing
levels policy makers might consider subsidizing third-party remanufacturers rather than
imposing take-back legislations. While we consider take-back legislation that stipulates
individual responsibility in the second chapter, some implementations of legislation al-
low manufacturers to fulfill their obligation either individually or by joining a collective
scheme. In the third chapter, we explore a company’s optimal strategy in complying
with take-back legislations and compare the individual versus collective schemes in terms
of cost effectiveness and environmental benefits they achieve. We show that which com-
pliance scheme yields the lowest cost depends on the collection rate maintained by the

government and the market shares of partner firms. Apart from legislations, there might
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be a number of different economic and/or marketing concerns driving product take-back.
In the fourth chapter, we consider a manufacturer with a dual distribution channel,
i.e. rental and sales channel, and study the profitability of buyback program, a form
of product take-back motivated by the goal of managing distribution channels better.
We characterize how the profitability of the buyback program changes depending on the
uncertainty in demand and the terms of buyback contract. We show that committing to
the buyback price at the time of initial sales always leads to lower manufacturer profits;
however, it enhances a buyback program’s ability in resolving channel conflicts under

uncertainty.
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CHAPTER 1

Introduction

1.1 Motivation

Traditionally, a producer’s role in the supply chain ended with the sale of the product.
However, today an increasing number of firms are making product take-back an important
part of their business strategy. Product take-back, which is a form of extended producer
responsibility, requires firms to organize strategies to take their used products back from
customers. In this dissertation, we aim to develop theoretical insights to help firms
effectively manage their take-back strategies.

One of the main drivers of product take-back is environmental legislation. Several
countries now impose product take-back legislation with the objectives of both reduc-
ing amounts and the environmental impacts of waste as well as creating incentives for
environmentally-friendly business decisions by shifting the cost of waste product man-
agement from society to producers. Although fundamental legislative requirements vary
from one country to another, take-back legislations basically hold companies financially

responsible for taking back their used products and treating them properly. Assessing



the profitability and efficiency of operations/strategies launched in order to comply with
environmental legislations is one of the main objectives of this dissertation. In particular,
we intend to understand how different implementations of product take-back legislations
affect the optimal strategies of companies. In addition, we provide insights for policy
makers on how to design effective take-back legislations.

Some companies (e.g., Xerox, Motorola) launch product take-back programs even in
the absence of legislations. Apart from legislations, there might be a number of different
economic and /or marketing concerns driving product take-back. For instance, companies
with dual distribution channels, i.e. rental and sales channels, set up channel structures
that facilitate product buyback, which is a form of take-back, in order to manage their
distribution channels better. One of the key goals of this dissertation is examining the
profitability of the buyback channel structure in comparison to other possible channel
structures.

The rest of this dissertation is organized as follows: In Chapter 2, we examine how
product take-back legislations affect a firm’s collection and remanufacturing decisions
when she has in-house remanufacturing and when she faces competition from an in-
dependent remanufacturer. In Chapter 3, we study a firm’s compliance decision and
identify the situations where complying collectively is more cost efficient than complying
individually. In Chapter 4, we consider a manufacturer with dual distribution channels
and intend to shed light on how the buyback program should be designed to mitigate the
conflicts between the rental and sales channel. We conclude and provide a brief overview

of each chapter of the dissertation in Chapter 5.



1.2 Dissertation Overview

1.2.1 Chapter 2

As more countries are imposing increasingly stricter product take-back legislations that
hold producers responsible for financing collection and proper treatment of their prod-
ucts (e.g. tires, batteries, electronic products such as computers, etc.) discarded by
customers, product take-back for environmental reasons becomes even more important.
Even though take-back legislations exist in many countries, the form of legislation as
well as the specific targets that are set on collection/recycling levels might differ. It is
clear that the legislation’s requirements affect companies’ responses, which in turn, de-
termine the success of the legislation in terms of achieving two main objectives: reducing
the amount of waste by increasing product take-back levels and creating incentives for
environmentally-friendly product designs.

Some argue that existing legislations may in fact hinder remanufacturing, which is
a more efficient way of capturing the value in discarded products than recycling, by
granting original equipment manufacturers (OEM) first access to discarded products
through collection /recycling targets and thus limiting the availability of those products to
third-party remanufacturers. Hence it is not clear whether existing take-back legislations
will be a driving force for remanufacturing or not (Gray and Charter, 2007). In the
second chapter, we investigate how existing forms of take-back legislations with different
collection /recycling targets affect remanufacturing decisions and if there is any additional
benefit in imposing remanufacturing targets in terms of meeting the objectives of such

legislations.



Using a stylized model of take-back legislation in a two-period setting, we study how
existing forms of legislations as well as extended forms with additional remanufacturing
targets affect optimal production, take-back and remanufacturing decisions. First, we
study the decision of a monopolist OEM with in-house remanufacturing capabilities. We
then consider an OEM with no in-house remanufacturing but facing competition from
a third-party remanufacturer, and formulate a Cournot competition where the OEM is
Stackelberg leader. As take-back legislations grant the OEM first access to cores (dis-
carded products) we assume that first the OEM collects cores and then the independent
remanufacturer collects among the remaining cores left in the market. We also assume
that cores that are collected but not remanufactured must be disposed of properly or re-
cycled at a cost. We solve the game by backward induction and characterize the optimal
policies analytically.

Among others, our results show that legislation that imposes the same targets across
a wide range of products might induce very different behavior for each of the differ-
ent products it covers. While it induces no further increase in remanufacturing levels
for products with high production costs, a positive level of remanufacturing might be
achieved for products with low manufacturing costs. As for the concern regarding the
effect of take-back legislations on remanufacturing levels, we prove that legislation never
causes a decrease in remanufacturing levels under monopoly. In the presence of compe-
tition, we show that legislation may indeed cause a decrease in remanufacturing levels
and hence the concerns raised by environmentalists are not groundless. But surprisingly,

while comparing the effect of take-back legislation in a monopolistic versus competitive



environment, we find that remanufacturing levels may be higher in the latter when faced
with the same level of legislation. In addition, we provide examples where the remanu-
facturing level achieved by a third-party remanufacturer, who is in competition with an
OEM and facing no take-back legislation, may be higher than that achieved by an OEM
with in-house remanufacturing facing legislation. This suggests that, in order to achieve
higher remanufacturing levels policy makers might indeed want to consider subsidizing
third-party remanufacturers rather than imposing take-back legislations.

One of the main objectives of take-back legislations is to create incentives for designing
environmentally-friendly products. When we analyze the ability of legislation to create
incentives for designing products that are cheaper to remanufacture at the expense of in-
creasing manufacturing cost, we find that such incentives exists not only for a monopolist
OEM but also for an OEM facing competition from a third-party remanufacturer.

Finally, we study the impact of take-back legislation on consumers and find that,
in general, legislation reduces the consumer surplus. Surprisingly, we also show that,
except in rare cases, consumer surplus is larger when the OEM remanufactures than

when a third-party does.

1.2.2 Chapter 3

In an industry regulated with product take-back legislations, each firm meets her obli-
gations through a compliance scheme. Choosing a compliance scheme entails decisions
regarding the choice of collection channel, treatment processes, and partner firms. Firms

need to choose a compliance scheme that ensures environmentally-conscious manage-



ment of discarded products in the most cost effective way. In most implementations
of take-back legislation one or more of the following three compliance schemes are avail-
able/allowed: (i) Individual scheme, where the company collects and treats only discarded
products of her brand-name and pays for the actual collection and treatment cost of her
own products; (ii) Collective scheme with cost allocation by market share (MS), where a
subset of companies collectively take care of collection and treatment of their discarded
products without making a distinction between the brands and the total compliance
cost is allocated among the companies with respect to their market shares; (iii) Collec-
tive scheme with individual financial responsibility (IFR), where a subset of companies
collectively take care of collection and treatment of their discarded products but each
company pays for the treatment and collection of her brand-name products.

Among the three compliance schemes, individual compliance is likely to be the most
expensive choice because the firm pays hundred percent of the collection and treatment
costs. Collective scheme with MS, on the other hand, is claimed to be less costly due
to economies of scale in the collection and treatment activities. To this end, one of our
main goals in the third chapter is to identify the key market and operating parameters
that make one scheme preferable to the others from the firm’s point of view.

We compare the three compliance schemes by using a stylized model of each com-
pliance structure. We model the total compliance cost in detail and the two decision
variables in our stylized models are the percentage of sold products collected and the
product’s treatability level where higher treatability level implies an environmentally-

friendly product design and a lower treatment cost. When we compare the compliance



schemes, we find that collective compliance with IFR is in general the most cost effec-
tive alternative. Although IFR within a collective compliance is clearly the best form of
compliance, it is not easy to implement in practice because it requires sorting discarded
products by brand and tracking them through the treatment process in order to record
the true cost of treatment. For that reason, individual scheme and collective scheme
with MS are the two prevalent forms of compliance that we encounter in practice. We
find that which scheme (of these two) gives lower compliance cost depends on the base
collection rate maintained by government and non-profits as well as the market shares
of partner firms. Some implementations of take-back legislations mandates a minimum
amount of collection as a percentage of the firm’s previous period sales. When we explore
the implications of collection targets on a firm’s compliance scheme choice, we find that
imposing high collection targets might alter firms’ compliance scheme choice in favor of
collective scheme.

Even though we analyze firms’ responses to take-back legislation, our research has
implications for policy makers as well. While it is easy to show that the collective
scheme with IFR achieves superior environmental benefits in terms of higher collection
rates and treatment levels, as mentioned previously it is hard to implement in practice.
When we compare the other two compliance schemes, we find that high collection rates
and treatability levels may be hard to achieve simultaneously unless governments are
willing to partially incur the collection costs. Our research also suggests that before
imposing stricter legislation, policy makers should be aware of the trade-offs involved.

High collection targets imposed by policy makers push more firms to choose the collective



compliance scheme with MS and result in a degradation of treatability levels.

1.2.3 Chapter 4

The fourth chapter deals with product take-back motivated by the goal of managing dis-
tribution channels better. Growing number of firms with dual distribution channels, i.e.,
rental and sales channel, set up buyback programs, a form of product take-back, to buy
used rental products back from rental agencies and sell them through their sales channel.
For example, through most of the 1980s U.S. auto manufacturers were managing two
separate channels where rental agencies were permitted only to rent while dealers were
permitted only to sell cars. After experiencing a drastic decrease in the sales, manufac-
turers started to experiment with different channel structures. First, they adopted an
overlapping channel structure, under which rental agencies sell used rental cars in the
sales market. However this structure triggered a competition between rental agencies
and dealers. As dealers opposed the overlapping channel structure, some manufacturers
launched an alternative channel structure, called buyback, and started buying back pro-
gram cars, i.e., used rental cars, from rental agencies at a guaranteed price and selling
them through dealers.

While a buyback channel evidently alleviates channel conflicts, its profitability de-
pends on two characteristics of the buyback program: (i) timing of the announcement of
buyback prices; and (ii) quality standards for the products repurchased by manufactur-
ers. In this chapter we investigate how a buyback channel’s profitability -for both the

manufacturer and the intermediaries- as well as its ability in resolving channel conflicts



change depending on the uncertainty in consumer demand and the two aforementioned
characteristics of the buyback program. We develop a two-period model to analyze the
relationship not only between the manufacturer and the intermediaries but also among
the intermediaries. Under each channel structure, in each period the manufacturer de-
cides on the wholesale prices and then the intermediaries simultaneously decide on the
quantities. We study the problem under deterministic demand as a benchmark.

Among other results, we find that compared to setting the buyback price at the time
of repurchase (which we call no price commitment), as in (Purohit, 1997), early com-
mitment of buyback price at the time of initial sales (which we call price commitment)
always reduces the manufacturer’s profit under no demand uncertainty. That brings up
the question of why buyback price commitment is still being implemented in practice by
automobile manufacturers. Our main aim in this chapter is not characterizing the most
profitable channel structure for the manufacturer but rationalizing manufacturer’s deci-
sion in launching a buyback program with price commitment. To this end, we explore
different effects that rationalize the choice of price commitment under buyback channel
structure. First, our results suggest that price commitment enhances a buyback channel’s
ability in resolving channel conflicts in the presence of demand uncertainty. Moreover,
when faced with demand uncertainty, buyback price commitment may lead to higher
total sales for the manufacturer than no price commitment. In contrast, in the absence
of uncertainty, buyback price commitment always leads to the smallest total sales among
the possible channel structures. Therefore, with demand uncertainty, we identify suffi-

ciently different effects that support the attractiveness of price commitment strategy for



a buyback program. Finally, we characterize how the firm can use the quality standard
as an operational lever to improve profits and show that her profit generally increases in

the quality standard under demand uncertainty.

10



CHAPTER 2

The Impact of Take-Back Legislation
on Remanufacturing

2.1 Introduction

An increasing number of countries are enacting take-back legislations that hold manu-
facturers responsible for collecting and properly disposing of their products when their
useful lives end. The best-known such legislation is the Waste Electrical and Electronic
Equipment (WEEE) Directive by the European Union. Similarly, Japan has the Speci-
fied Home Appliances Recycling Law and in the U.S. twenty states and New York City
have passed legislation imposing take-back and recycling of e-waste (ETC, 2010). The
requirements as well as the implementations of take-back legislations can be quite differ-
ent, but a common characteristic of these legislations is the target levels on the amount of
end-of-life products that should be collected/recycled (e.g. the WEEE Directive) where
recycling is defined as the reprocessing of waste materials -reprocessed waste materials
could be used in manufacturer’s own production process or could be sold into recycling

market-. Another treatment option for end-of-life products that are taken back is reuse,



under which whole appliances or components are used for the same purpose for which
they were conceived. In this chapter without losing generality we confine ourselves to the
context of remanufacturing, a form of reuse which brings the whole appliance to “as new”
condition. Hence, we analyze certain types of products for which remanufacturing is a
viable option. Although not all used products can be remanufactured, remanufacturing
-where viable- is usually perceived as being environmentally-friendlier than recycling be-
cause it extends product’s life time and curtails its potential ecological impact (Rose and
Stevels, 2001). However, some argue that existing legislations may in fact hinder reman-
ufacturing by granting original equipment manufacturers (OEM) first access to discarded
products through collection/recycling targets and thus limiting the availability of those
products to third-party remanufacturers. Hence it is not clear whether existing take-back
legislations will be a driving force for remanufacturing or not (Gray and Charter, 2007),
and our main goal in this chapter is to clarify the impact of take-back legislations on
companies’ remanufacturing decisions.

Even in the absence of take-back legislation, companies have very different product
take-back and treatment strategies. There are companies like Xerox and IBM who volun-
tarily take their products back and remanufacture them. They sell refurbished products
under their brand-names and remanufacturing is a profitable part of their business. Other
companies like Motorola take their products back even though they do not remanufacture
in-house and not even sell refurbished products; instead Motorola sends collected phones
to ReCellular Inc, a for-profit buyer and seller of cell phones. ReCellular pays for these

phones based on their estimated value, refurbishes and sells them (Most, 2003). It is
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also a common policy to use refurbished items as warranty replacements or maintenance
parts (e.g. Dell). And there are still others (e.g. JVC) who have no voluntary take back
programs in the absence of legislation. These examples illustrate that, depending on
product and market characteristics, companies follow different strategies when it comes
to establishing take-back programs. In this chapter we aim to understand how take-back
legislation impacts the way companies handle their end-of-life product management and
identify the situations where legislation is not adequate by itself to promote remanu-
facturing. Motivated by the industry examples, we group producers into two categories
with respect to their ability to remanufacture in-house. We first consider an OEM who
remanufactures in-house (a company like Xerox) and characterize her optimal response
to different levels of take-back legislation. Next we analyze the case where the OEM
does not/cannot remanufacture and faces competition from a third party remanufac-
turer. With this second model we want to identify if take-back legislation makes the
third-party remanufacturer more or less competitive vis-a-vis the OEM. Since take-back
legislations grant the OEM first access to cores we assume that the OEM collects cores
first and then the third party remanufacturer collects among the remaining cores left in
the market. We also assume that cores that are collected but not remanufactured must
be disposed of properly or recycled at a cost.

Another question we are interested in concerns policy makers. Most take-back leg-
islations impose the same requirements across a group of products with different cost
structures. For example, Minnesota specifies a single collection and recycling rate of

80% for all the products covered by law (Revisor of Statutes, 2007). We question if
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this approach achieves the same environmental benefits in terms of higher collection and
remanufacturing levels for all products covered by legislation, and when the extra ad-
ministrative burden and cost of imposing different levels of legislation for different types
of products is justified. In addition, we investigate if there is any benefit of introducing
remanufacturing targets.

Among other results, we find that the same level of legislation may induce very dif-
ferent behavior depending on the underlying cost structure of the product. For products
with higher manufacturing costs and favorable remanufacturing environment, legislation
may be redundant; while for products with low manufacturing costs, there is no reman-
ufacturing even under legislation. These suggest that take-back legislation that imposes
the same take-back levels across a wide range of products in an industry may be ineffi-
cient. How legislation affects remanufacturing levels depends also on whether legislation
is being imposed in a market where OEMs remanufacture versus one where third parties
remanufacture. We show that legislation never causes a decrease in remanufacturing
levels in a market where OEMs remanufacture. However in a market where third parties
remanufacture, we find that legislation may indeed cause a decrease in remanufacturing
levels and hence the concern raised regarding the effect of legislation on remanufacturing
levels is not groundless.

When we compare the effect of legislation on an OEM with in-house remanufactur-
ing versus one that faces competition from a third party, we find some counterintuitive
results. One might expect that optimal remanufacturing level achieved by an OEM who

remanufactures in-house would be higher than that achieved by a third-party remanu-
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facturer. In fact, we identify situations where this is not necessarily true. In addition,
we provide examples where the remanufacturing level achieved by a third-party reman-
ufacturer, who is in competition with an OEM and facing no take-back legislation, may
be higher than that achieved by an OEM with in-house remanufacturing facing legisla-
tion. Therefore, for some products, simply the competition between an OEM and an
independent remanufacturer may be more effective than take-back legislation. This sug-
gests that, in order to achieve higher remanufacturing levels government might indeed
want to consider subsidizing third party remanufacturers rather than imposing take-back
legislations.

An underlying motivation for take-back legislation is to create incentives for envi-
ronmentally friendly business decisions such as designing products that are easier and
cheaper to recyle/remanufacture. We find that an OEM with in-house remanufacturing
and, surprisingly, even an OEM who faces competition from a third-party remanufacturer
have incentive to decrease remanufacturing cost at the expense of increasing manufactur-
ing cost unless the latter is too low to begin with. Especially under take-back legislation,
reducing the remanufacturing cost may benefit the OEM facing competition because then
the remanufacturer will be willing to buy more cores, which effectively reduces the cost
of the legislation for the OEM.

We also study the impact of take-back legislation on consumers and find that, in
general, legislation reduces the consumer surplus. As legislation increases the effective
cost for the producers, some of that cost is passed onto consumers and consumer surplus

goes down. Surprisingly, we also find that, except in rare cases, consumer surplus is
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larger when the OEM remanufactures than when a third party does.

The rest of this chapter is organized as follows: In §2.2 we review the relevant lit-
erature, in §2.3 we define our assumptions and introduce our model. In §2.4 and §2.5
we respectively analyze the case where the OEM remanufactures in-house and the one
where third-party does the remanufacturing and we compare our insights regarding these
two cases in §2.7. We study the impact of take-back legislation on the consumer surplus
in §2.8. In §2.8.1 we discuss our insights from a numerical study where we model life
cycles longer than two periods and allow the potential demand for the product to change
over its life cycle. We conclude in §2.9. All proofs are relegated to Appendix Al. We
provide a separate appendix, Appendix B1.2, where we derive the optimal regions and

their respective bounds for the two models we analyze.

2.2 Related Literature

This chapter connects two important streams of research in operations management lit-
erature, namely remanufacturing under competition and environmental legislations. The
competition between an OEM and another OEM or a third-party remanufacturer is stud-
ied in a number of papers. Majumder and Groenevelt (2001) and Ferrer and Swaminathan
(2006) study the competition between an OEM and an independent remanufacturer while
Heese et al. (2005) investigate the competition between two OEMs. Ferrer and Swami-
nathan (2010) also model the competition between new and remanufactured products
but the same firm sells both. Debo et al. (2005) model competition between an OEM

and N independent remanufacturers. Ferguson and Toktay (2006) show that an OEM
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may deter the entry of an independent remanufacturer by either introducing a reman-
ufactured product or collecting cores but not remanufacturing. Finally Groenevelt and
Majumder (2001) model the competition between an OEM and a remanufacturer on the
procurement of cores. Our research builds on the models developed in this literature and
explores the effects of take-back legislation on an OEM in a competitive environment.

A number of recent papers model new environmental legislation, especially the WEEE
(e.g. Zuidwijk and Krikke (2007)), and study their environmental impact and effects on
supply chain strategies. Atasu et al. (2009a) explore the efficiency of the WEEE legis-
lation and argue that industry-wide, weight-based WEEE legislation must be adjusted
to meet the particular circumstances of each industry and sector. In this chapter, we
do not specifically model weight-based legislation; rather we study minimum collection
targets that are set in term’s of percentages of the previous period’s sales (motivated
by take-back laws in Minnesota and NYC). Unlike Atasu et al. who consider a benefit
model but do not explicitly model remanufacturing, we model that and the operational
decisions of the OEM and the remanufacturer in greater detail.

While Webster and Mitra (2007) also aim to generate insights about take-back legisla-
tion, our modeling assumptions (among other differences we model quantity competition
rather than price competition and the OEM is the Stackelberg leader in the competition
with the remanufacturer), research questions, and the resulting insights are significantly
different. In the absence of take-back legislation, Webster and Mitra solve the price
competition problem between a remanufacturer and an OEM with no in-house reman-

ufacturing capability and characterize the Nash equilibrium. Under legislation, they do
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not model collection /reuse targets explicitly and generate insights numerically by chang-
ing the values of cost parameters to mimic different types of legislation. By modeling
the collection/reuse targets explicitly we are able to generate insights regarding the un-
desirable consequences (e.g. reduced remanufacturing levels) of ad hoc targets levels.
Through their numerical experiments Webster and Mitra find that both the OEM and
the remanufacturer may benefit from legislation (higher profits when compared to the no
take-back scenario) if the government is responsible for collecting the returns. However
this observation is made under the assumption that OEMs do not have access to cores
in the absence of take-back legislation and overlooks the possibility that the OEM may
preemptively collect cores to prevent the remanufacturer’s entry (we indeed find that pre-
emptive collection may be optimal). Another underlying assumption is that the OEM
does not incur a cost on the cores bought by the remanufacturer if the government is
doing the collection. However under many take-back legislations the OEM is responsible
for the collection cost even when the collection is done by a government agency (e.g as in
Connecticut) or the OEM pays a flat fee to finance such collection (e.g. as in Maryland).

Finally another important research question is how the competition between an OEM
and a third-party remanufacturer affects the outcomes of legislation. To that end we
separately model an OEM with in-house remanufacturing and compare our insights (in-
house remanufacturing is not considered in Webster and Mitra). To our knowledge ours
is the first research to make such a comparison. Hammond and Beullens (2007) model the
competition between m manufacturers with in-house remanufacturing under take-back

legislation. Through numerical examples they make observations on whether increasing
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landfill costs and collection targets induces recycling.

In many implementations of take-back legislation, the producer is the only supply
chain party that incurs legislation-related costs and we study such an implementation;
see Jacobs and Subramanian (2007) for an analysis where costs are split between a
supplier and a producer. Plambeck and Wang (2010) and Plambeck and Taylor (2007)
also examine the consequences of environmental legislation on supply-chain decisions,
but their research questions are significantly different. Plambeck and Wang address new
product introduction under e-waste laws while Plambeck and Taylor model RoHS, which

regulates the use of hazardous substances in electronics products.

2.3 Modeling Framework

2.3.1 Legislative Scenarios

In this chapter we focus on the form of legislation that entails individual financial respon-
sibility and assume that the producers also have physical responsibility of their returned
products either because they have set up their own take-back schemes or because the
collective scheme they have joined sorts returns with respect to brand names (such as
Maine’s e-waste law (http://www.maine.gov/dep/rwm/ewaste/)). We consider three dif-

ferent levels of this form of legislation:

1. No regulation: No legislation is imposed.

2. Partial regulation: The legislation specifies a lower bound (specified as a percentage

of the sales of the company) on the cores to be collected and disposed of properly

19



(proper disposal also entails recycling). We denote this percentage by (. For
example, in Minnesota the target 3 is set at 80%. In addition, proponents of take-
back legislations specify that collection/recycling targets are needed under every

implementation (http://www.rreuse.org/t3/).

3. Full regulation: In addition to (3, there is a lower bound [ (again specified as
a percentage) on the amount of cores to be remanufactured (g < (). Cores
collected but not remanufactured must be disposed of properly or recycled. Re-
manufacturing/reuse targets are not imposed in current implementations of take-
back legislations but proponents advocate for their inclusion in future revisions

(http://www.rreuse.org/t3/).

2.3.2 Assumptions

We analyze the effects of these three different legislative scenarios on two different types
of producers. In the first case (which we call the monopoly model) we consider an OEM
who remanufactures in-house and controls the sales of both the new and remanufactured
products’. In the second case (which we call the competition model), the OEM is a
monopolist in the new product market, but does not have remanufacturing capability
and there is an independent remanufacturer in the market. Hence the new products by
the OEM face competition from the remanufacturer’s products.

Following the common assumption in the literature (e.g. Majumder and Groenevelt

(2001), Ferrer and Swaminathan (2006), Ferguson and Toktay (2006)), we use a two-

'The same model could be used to analyze outsourced remanufacturing where the OEM sells the
remanufactured products under her own brand name.
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period formulation (In section 2.8.1 we relax this assumption). We assume that every
item sold in the first period is available for collection and suitable for remanufacturing
in the second period. This assumption could easily be relaxed by modeling the available
amount of cores as a percentage of items sold in the first period. In addition, we assume
that the items sold in the second period cannot be remanufactured. This is reasonable if
the product changes so significantly (i.e. new technology) over the course of two periods
that the old cores cannot be remanufactured.

Cores that are collected but not remanufactured must be disposed of properly at a
disposal cost. We model cost of manufacturing (cy), cost of remanufacturing (cg), cost of
disposal /recycling (cp), cost of collection to the manufacturer (c¢¢), and cost of collection
to the third-party remanufacturer (cZ). Note that recycling might be an option instead of
a cost. In our model there is no restriction on the sign of ¢p but in order for our analysis
to hold ¢p + ¢¢ > 0 should be satisfied. Like Ferguson and Toktay (2006), we assume
that cg > cc, where c¢ is the collection cost of the OEM. This is reasonable because the
OEM can utilize her well-established forward logistics channel for collection and incur a
lower cost. Note that all costs are linear with no economies of scale. In addition, costs
are constant with no learning curve or process improvement effect. Although we do not
include fixed set-up cost (e.g. costs incurred to initiate remanufacturing process), impact
of such costs on our findings would easily be identified.

If there is take-back legislation, the producer is responsible for the collection and
proper disposal of 1003 percent of the items sold in the second period. In the competition

model, we assume that the remanufacturer does not face collection/disposal costs on the
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remanufactured products sold in the second period. This is consistent, for example with
the WEEE directive where only the producers who put the product on the market for

the first time are liable under legislation (Gray and Charter, 2007).

2.3.3 Demand Model

We utilize a deterministic demand model with different consumer valuations for new
and remanufactured products. We assume that there are () potential customers whose
valuations for the new product, v is distributed uniformly in the interval [0, Q)] and each
customer’s valuation for the remanufactured product is a fraction («) of his valuation for
the new product. When a customer with valuation v purchases a new (remanufactured)
product, his utility is U;ps (v) = v —piy (Uir (v) = v — pir) where piyy (pir) is the price
of the new (remanufactured) product in period 7. In any period each customer purchases
the product, if any, that provides him with the highest utility. In the first period, the
linear inverse demand function for the first period is piy; = @ — qiar Where ¢y is the
quantity of the new product and for the second period, the inverse demand functions for
the new product is pays = Q — gamr — aqor and that for the remanufactured product is
por = (Q — qarr — Gor) Where pops and pog are the prices of the new and remanufactured
products respectively (For derivations interested reader might see Ferguson and Toktay

(2006) or Ferrer and Swaminathan (2006)).
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2.4 The OEM as a Monopolist

2.4.1 Formulation and Analysis

In this section we consider the OEM as the sole decision maker. In the first period,
she determines how many units of the new product to produce (gips). In the second
period, the OEM decides how many cores to collect (gac), of the collected cores, how
many to remanufacture (gor), and how many units of the new product to produce (gaps)-
Throughout the chapter we use the superscript (*) to denote the optimal value of the
corresponding decision variable. We provide only the formulation for the full regulation
case and the formulations for the other two legislative scenarios are obtained by setting
the relevant parameter(s) to zero (i.e. # = 0 in case of partial regulation and both g = 0
and g = 0 in case of no regulation). The monopolist OEM’s problem is formulated as

follows:

(P1) Mazx Oy = qm (Q —aivr — ) + ¢ [ ((Q — ganr — aqor) — cr)
Q1M >0592M >0 92R» 92C
+q2r (Oé (Q — QoM — Q2R) - CR) — G2cCc — (Q2C - C_I2R) CD
— (cc + ¢p) dBem]

s.t. Bam < g2 < Qi (2.1)

Briv < @2r < qac (2.2)

where ¢ is the discount factor.

Constraint (2.1) ensures that the amount of collected cores is at least as much as
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required by legislation and less than what is produced in the first period while (2.2)
imposes that the amount of remanufacturing is at least as much as required by legislation
but no more than the amount of collected cores. To avoid the trivial situations where
neither manufacturing nor remanufacturing is profitable in the second period, we assume
that Q —cyy — ¢B(cc+c¢p) > 0 and a@) — cg — ¢ > 0. One can show that the first-order
conditions are necessary and sufficient. In Theorem 1 we characterize the optimal regions

for the OEM under different legislative settings.

Theorem 1 In the absence of take-back legislation, the optimal strateqy of the OEM
corresponds to one of the four regions in Table 2.1, where the boundaries of the regions
are defined with respect to the values of ey and cg (See Figure 2.1a). Under partial (full)
requlation, the optimal strategy of the OEM corresponds to one of the eight regions in
Table 2.2, where the boundaries of regions are defined with respect to the values of ¢y

and cg (See Figures 2.1b and 2.1c).

Under each legislative setting, the regions of optimal strategies are characterized by
cy and cg; and therefore, the optimal strategy is specific to each product and each
firm. When there is no take-back legislation, regions 1-4 in Figure 2.1a are defined as
in Table 2.1. The different regions in which the OEM’s optimal strategy may lie are
differentiated with respect to the optimal amount of second-period manufacturing and
remanufacturing. The optimal values of g5/, goc and ¢or in each region and the bounds
on ¢y that characterize the regions are in Table A1 in Appendix Al. The characterization
is similar to that of Ferrer and Swaminathan (2010).

Under take-back legislation (partial or full), regions 1-8 in Figure 2.1b-c are defined
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Region | 1 2 3 4

bR 0 [ >0|dy | du
Qonr >01>0|>0] 0

TABLE 2.1: The regions that characterize the feasible strategies for the OEM under no
regulation

Cr Cr 6 Cr g

(a) v (b) v (c) O
FIGURE 2.1: A possible characterization of the optimal policies for the monopolist

OEM (a)in the absence of regulations and (b)under partial regulation and (c) under full
regulation

as in Table 2.2. Note that under partial legislation §r in Table 2.2 is set to zero. The
optimal values of ¢, goc and gar in each region and the bounds on ¢y, that characterize
the regions for partial and full regulation are given in Tables A2 and A3 respectively in

Appendix Al.

Region 1 2 3 4 5 6 7 8
Gr Br@in | > Brain | Bhy | > Bhiy | G | By | > By | Giu
Gonr >0 >0 >0 >0 >0 0 0 0

TABLE 2.2: The regions that characterize the feasible strategies for the OEM under
regulation

Comparing Figures 2.1a-c, one might identify the regions that would be optimal
for a firm when partial regulation is imposed, if initially region ¢ is optimal under no
regulation. However this comparison does not provide the complete picture of how the
levels of manufacturing and remanufacturing change as legislation is imposed. In the

next section we explore these questions.
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2.4.2 The Effect of Legislation on a Monopolist OEM

We study how legislation affects optimal prices and quantities of new and remanufactured

products. First, we analyze the case of going from no regulation to partial regulation.

Theorem 2 As the legislation structure changes from no requlation to partial regula-

tion, the directions of change in qi,;, ¢ and pi3n depend on the value of car. If

> QU-a)(+ad)+ad(cn+ec)

ey > tad partial legislation does not cause a change in the optimal

values of qiy;, G and pyp. Otherwise,

1. There exist two threshold levels k1 and ko (k1 < Ka, full expressions provided in the
proof of the theorem) such that ¢f,,; and p, go down if cpr < k1, remain the same

if k1 < ey < Ke, and go up if ke < cpp,

—afé(cc+ep)+cr—cp
(07

2. q5p remains the same if ¢y < K3 = and goes up if cpr > Ks.

An immediate observation from Theorem 2 is that legislation on collection levels never
causes the amount of remanufacturing to go down. This is intuitive, because as the OEM
is forced to incur the collection cost, remanufacturing becomes more attractive and the
amount of remanufacturing level remains the same or goes up. However, even though the
remanufacturing level goes up, this does not imply that the price of the remanufactured
product goes down. While surprising this result can be explained as follows: Due to the
competition between the new and remanufactured products in the second period, if the
new product manufacturing goes down too much in the second period, the price of the

remanufactured product may go up due to dampened competition.
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Another interesting observation is that first-period manufacturing levels might go up
as a response to legislation. If the cost of manufacturing is low relative to the cost of
remanufacturing, manufacturing is very profitable due to low cost and the additional
cost due to legislation dampens the production level in the first period. As the cost of
manufacturing increases, there is a region where the first-period manufacturing levels are
the same regardless of the legislative scenario. Then for higher values of manufacturing
cost, first-period manufacturing is higher under partial regulation. In this region, re-
manufacturing is comparatively more profitable than manufacturing from scratch and in
order to make money on the remanufactured products in the second period, the OEM
increases first-period production.

Theorem 2 says that if it is very cheap to manufacture new products then partial
regulation alone is not sufficient to induce any additional remanufacturing. On the other
hand, for products that are costly to manufacture -relative to remanufacture-, the opti-
mal decisions of the OEM do not depend on the legislative scenario, because in that case
economic incentives alone induce product take-back and remanufacturing, i.e., the legis-
lation is “redundant”. Therefore our results clearly show that imposing legislation with
target levels chosen in an ad hoc fashion without taking the underlying cost structures
into account can lead to inefficiencies.

When partial regulation alone is unable to induce remanufacturing, a lower bound on
the level of remanufacturing may be required, i.e., full regulation may be imposed. The
following theorem identifies how first-period manufacturing and remanufacturing levels

as well as the price of the remanufactured product change as full regulation is imposed.
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Theorem 3 As the legislation structure changes from partial to full the directions of

change in ¢y, ¢Gr and pip depend on the value of cpr. If ey > Ky, where

:a(l—a)ﬁRQ—(1+/6R(1—a))aﬁ¢(cc+cD)+cR—cD
(1+Br(1—a))a ’

R4

full legislation does not cause a change in qi,;, ¢5p and pig. For lower cy values, ¢f),

and pip go down while ¢55 goes up.

The above theorem shows that the OEM responds to legislation by decreasing the
first-period new-product manufacturing level and increasing the remanufacturing level
only if ¢p; is low. Therefore we conclude that full regulation may only be necessary to
induce remanufacturing of those products that are very cheap to produce new.

Our results in this section clearly shows that, if the aim is to increase remanufac-
turing levels, the same level of 3 may lead to very different outcomes depending on the
underlying cost structures. Next we analyze how 3 and (g should be set in order to

refrain from introducing redundant legislations.

2.4.3 How Should the Target Levels in Legislation Be Set?

The way the legislation is structured it is clear that increasing § will (weakly) increase
collection levels while increasing Gz will (weakly) increase remanufacturing levels. The
more interesting question is since legislation aims to increase reuse/remanufacturing levels
(because remanufacturing is perceived as environmentally friendlier than manufacturing),
how high should 3 be? If prior to legislation, it is optimal for an OEM not to remanufac-

ture at all, how should 3 be set to induce some remanufacturing? Next theorem answers

28



this question.

Proposition 1 If the optimal level of remanufacturing is zero prior to legislation then

—acp+Cr—C¢cp

. T ng.
ad(coten) induces some level of remanufacturing

imposing partial requlation with § >

If 3 > a(l—a)Q+cptco—(2—a)acy

adlecten) and acyr — cg — cc > 0 then all first period cores are

remanufactured under partial requlation.

How the threshold on 3 changes with the other parameters is intuitive. If the cg is
high, a higher /3 is needed to induce remanufacturing. Similarly if ¢p, ¢, ¢y and/or the
customers’ acceptance of the remanufactured product « is high then remanufacturing
is induced even at lower levels of 3. For the second threshold in Proposition 1 to be
meaningful we need it to be less than 1, which is likely to hold when a and ¢ are close
to 1 and ¢p > c¢. This implies that when the consumers value the remanufactured
product highly and cp is very high, imposing large enough  may induce a high level of
remanufacturing.

One reason to impose full regulation is to increase the level of remanufacturing by
appropriately setting . So how high should Gz be? From Proposition 1 we know that
below a threshold value of 3, partial regulation is not sufficient to induce remanufacturing,
hence the remanufacturing target level, O, is always binding when [ is low. For higher
values of 3, our next proposition states that unless Sr can be set high enough (how

“high” depends on the other parameters), full regulation (i.e. r) is redundant.

Proposition 2 If § > * = % then imposing full requlation does not increase

$(cc+ep)(B—-5%)
1-a)(Q—cym—9B(cc+cep))

the level of remanufacturing unless Br > (
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Proposition 2 is important because it shows that Gz should be set at an appropriate
level in relation to (3 and the higher (3 is, the higher G should be. Otherwise implementing
full regulation simply increases administrative burden without resulting in any additional

benefit.

2.4.4 Does Legislation Incentivize Cheaper to Remanufacture
Products?

Gray and Charter (2007) argue that the remanufacturing cost of a product is a product
characteristic that is mainly locked at the design stage and how the product is manu-
factured affects the remanufacturing cost. From an environmental benefit point of view,
an interesting question is whether take-back legislation that only imposes collection tar-
gets induces better design for remanufacturing, i.e., easier- and cheaper-to-remanufacture
products. Such reduction in the remanufacturing cost, cg, may increase the manufac-
turing cost because of use of more durable materials, more modular design, or designing
easy to assemble products as opposed to using an integrated design etc. Proposition 3
explores if the OEM has incentive to reduce cg at the expense of increasing c,,.

Proposition 3 Consider two (cyr, cr) cost pairs A = (cf\‘/[,cﬁ) and B = (cﬁ,cg) such
that cB > ¢4, ¢B < 4 and at optimality there is no remanufacturing at A and some
remanufacturing at B. Then there exists a threshold 0(cc, cp,ck, cB, a, 3) such that if

iy > 0 then 113, (e, cB) > 13, (ciy, c) and 0 is decreasing in (3.

Proposition 3 states that if ¢y, is very low, decreasing cg is not profitable, but if ¢, is

higher than a threshold, it is profitable to increase cj; and decrease cg. The fact that the
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threshold is decreasing in 3 implies that the OEM indeed has more incentive for better

design under legislation.

2.5 Competition Between the OEM and a Third-
Party Remanufacturer

2.5.1 Formulation and Analysis

In order to understand the effects of different take-back legislations on markets where
the OEM does not remanufacture, we model an OEM, who does not remanufacture in-
house but faces competition from a third-party remanufacturer. The OEM is the only
player offering a single product in the first period. In the second period the OEM and
the remanufacturer compete for cores and we allow the OEM to move first (i.e. the
OEM is the Stackelberg leader). Modeling the OEM as the first-mover captures the fact
that OEMs have first access to collected cores under take-back legislation. We want
to explicitly analyze how this affects the remanufacturer because some remanufacturers
worry that the amount of cores available to them will decrease as a result of take-back laws
due to cores going directly to collection centers where it is easier for the OEMs to pick
them up (http://www.techworld.com/green-it /news/index.cfm?newsid=9595). Since the
OEM does not have in-house remanufacturing, she can either dispose of the cores and/or
sell them to the remanufacturer. In the case of the latter, the OEM decides on the
price she will charge for the cores. Then the remanufacturer decides on the quantity of
cores to buy from the OEM and/or collect from the market. While it is common for

remanufacturers to collect cores themselves or buy from collectors, an example where the
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remanufacturers get cores from the OEMs is the case of toner cartridge remanufactures
in Sweden: in order to comply with Swedish take-back laws predating WEEE, the OEMs
handed over end-of-life products to remanufacturers (Sundin, 2004). Finally the OEM
decides on the production level while the remanufacturer decides on the remanufacturing
level.

The two-period competition is formulated as a Cournot model as is common in the
closed loop supply chain literature (e.g. Atasu et al. (2009a), Ferguson and Toktay (2006)
and Majumder and Groenevelt (2001)). We first define the remanufacturer’s problem.
Let g5 denote the amount of cores purchased from the OEM, ¢l the amount of cores
collected by the remanufacturer, pog the price at which the OEM sells the cores to the
remanufacturer. Since there is no incentive to acquire cores unless remanufacturing is
profitable, the remanufacturer remanufactures all the cores on hand, namely the total
amount remanufactured is given by ¢ar = ¢os + ¢4. Then regardless of the take-back

scenario under which the problem is analyzed the remanufacturer’s problem is

(P2) Maz Ilg = (g + gos) (@ (Q — ganr — (G + @25)) — CR) — GasP2s — GaeCer

qk, q29>0

s.t. 0 < ot < v — Goc

The only constraint on the remanufacturer’s problem is that the quantity collected by
the remanufacturer cannot exceed the amount left in the market after the OEM collects.

Next we define the OEM’s second period problem. While we separately solve the
OEM'’s problem under no regulation, partial regulation and full regulation, here we only

present the problem formulation under full regulation. The formulations for the other
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two scenarios follow by setting Gz and 3 to zero respectively.

(P3) Max oorm = ganr ((Q — o — @ (G + 435)) — cmr) — @ecce + dagpas
g2Mm 20,920 P28

— (2 — @35) cp — (cc + ¢cp) B

st. Braim < @+ Ge Baiv < Go+ oy Gg < e < Qi

The OEM decides on the amount of cores to collect, ga¢, the price to charge per core,
pas, and the amount of new products to manufacture, ¢op,. The constraints guarantee
that at least 1008 percent of first-period sales is being remanufactured, at least 10043
percent of first-period sales is collected, the amount of collected cores does not exceed
first-period production and is no less than the amount sold to the remanufacturer. Note
that there is no nonnegativity constraint on pog, so our model allows the case where the
OEM pays the remanufacturer to take the cores. In the first period the OEM is the only
player and chooses the amount to manufacture, ¢;;, to maximize her two-period profit.

(P4) Maz Hopn = qiv ((Q — qunr) — ) + ¢ 1o g

q1m >0

The Stackelberg game is solved by backward induction and standard application of
first order conditions on the Lagrangian. Before we fully characterize the possible optimal

strategies of the players, we provide two propositions that help us eliminate some policies.

Proposition 4 [t is never optimal for the OEM to allow the remanufacturer to collect
from the market. The OEM either collects some cores and sells them to the remanufac-

turer at a price lower than or equal to the remanufacturer’s cost of collection or collects
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all cores.

The first strategy in Proposition 4, namely collecting some cores and selling them to
the remanufacturer at a price lower than the remanufacturer’s collection cost, is optimal
when remanufacturing is not very profitable. However if remanufacturing is so profitable
that the remanufacturer is willing to collect cores in addition to those he can buy from
the OEM, to prevent the remanufacturer’s access, the OEM collects all the available cores
and sells only a fraction to him. We call this “preemptive collection” as do Ferguson and
Toktay (2006). When preemptive collection is optimal for the OEM, she may still sell
cores to the remanufacturer, but as the next proposition shows, she charges a price that

is strictly higher than the remanufacturer’s cost of collection.

Proposition 5 If the OEM follows the preemptive collection strateqy then she prices the

cores strictly higher than the remanufacturer’s cost of collection, i.e. pig > cE.

Due to Propositions 4 and 5, the remaining possible policies that the OEM may want

to play as the Stackelberg leader are listed in Table 2.3.

Policy A p;s = ng q;s _ OCQ—OCQ2]\2/IQ—CR_P2S’ qé%ék =0

: x« _ R _x __ aQ—agqay—Cr—pas Rs __
Policy B Dog = Ccis qus = e » @oc =10

; * R * _ al—agan —Cr—Pp2s R+ __ _
Policy C | pbg > &, ¢35 = or s G = i — q2c = 0

TABLE 2.3: Possible optimal policies for the competition problem

The policies in Table 2.3 are differentiated with respect to the optimal price the OEM
charges for the cores. Due to Proposition 4, the remanufacturer only buys cores from
the OEM and it is clearly optimal for him to remanufacture all the cores he buys; hence

Table 2.3 (which also lists the optimal quantities the remanufacturer buys from the OEM)
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completely characterizes the possible actions the remanufacturer may take. For the OEM
we still need to characterize the optimal actions she may take on the remaining decision
variables, i.e., first and second period manufacturing levels and second period collection
level. In Theorem 1 we identified the regions that the monopolist OEM’s optimal actions
may lie in and numbered them with respect to the percentage of first-period cores that
are remanufactured — there are 4 such regions in the absence of legislation (listed in
Table 2.1) and there are 8 under legislation (listed in Table 2.2). For Policies A-C, each
such region constitutes a possible (but not necessarily feasible) region where the OEM’s
optimal actions in g1y, gopr and goe may lie in. If there is no legislation, for Policies A
and C all 4 regions are feasible, for Policy B the feasible regions are 1 and 2. If there is
take-back legislation, the feasible regions are: For A, 1-8; for B, 1-4,6 and 7; for C, 1, 2,
5, and 8. To complete the analysis we check if the feasible regions defined by Policies A-C
may overlap. The complete details of the analysis through which we derive the possible
optimal regions and the bounds on c¢;; that characterize these regions are provided in
Appendix B1.2.

We next provide an example to illustrate the possible orderings of the policies in
different parameter regions. Figure 2.2 depicts how the optimal policy changes as the
cost of manufacturing and the cost of remanufacturing change. For example, in area
Ay of Figure 2.2b, Policy A from Table 2.3 and Region 1 from Table 2.2 characterize
the optimal actions of the OEM and the remanufacturer. Figure 2.2 shows that, as in
the case of monopoly, as the cost of manufacturing increases percentage of first-period

products that are remanufactured goes up. As the cost of remanufacturing increases, the
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FIGURE 2.2: A possible characterization of the optimal policies under competition where

t; = aQ+cc —2ck and ty = a@Q) — cp —2¢E (a)in the absence of regulations and (b)under
partial regulation and (c) under full regulation

OEM starts to price the cores lower (when compared to the remanufacturer’s collection
cost).

Figure 2.2 demonstrates that preemptive collection to restrict remanufacturing (char-
acterized by regions C; and (5 in which the OEM collects all the available cores but sells
only a fraction to the remanufacturer) may be optimal for the OEM both before and
after legislation. In Figure 2.2 we observe that preemptive collection is never optimal
when the cost of remanufacturing is high and in Proposition 6 we derive a threshold on

cr, above which preemptive collection is never optimal.

Proposition 6 Regardless of the level of legislation, preemptive collection is not optimal

when cg > a@Q — cp — 2.

When the remanufacturing cost is high, the competitive power of the remanufacturer
is low. In that case, the OEM does not need to preemptively collect cores in order
to restrict the remanufacturer’s actions. Also observe that preemptive collection is less
likely to be optimal under low customer valuation for the remanufactured product (low

a) — another situation where the remanufacturer’s competitive power is low. The OEM
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follows the Preemptive collection strategy to make it harder for the remanufacturer to
get cores. So does take-back legislation make the OEM more or less likely to follow this

strategy?

Proposition 7 Preemptive collection strategy is optimal for a larger range of cost pa-

rameters under partial requlation than it is under no requlation.

Earlier we mentioned that some remanufacturers are concerned that fewer cores will
be available to them under take-back legislation. Proposition 7 shows that this fear may
not be unfounded as the OEM is indeed more likely to follow the preemptive collection
strategy. But how does this impact the level of remanufacturing? We next analyze this

question.

2.5.2 The Effect of Legislation on an OEM Facing Competition

A concern raised regarding take-back legislation (especially when there are third-party re-
manufacturers in the market) is whether legislation hinders remanufacturing by granting
the OEM first access to cores through the collection targets. We find that the remanufac-
turing level may indeed go down after legislation is imposed, but, first, with the following
proposition we identify a condition under which the amount of remanufacturing cannot

decrease with the introduction of take-back regulation.

Proposition 8 When partial (full) requlation is imposed, if it is still optimal to play the
policy (as given in Table 2.3) that was optimal under no (partial) requlation, the amount

of remanufactured products remains the same or goes up.
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Corollary 1 provides a condition under which Proposition 8 holds: when the re-
manufacturing cost is high, take-back legislation never causes a decrease in the level of

remanufacturing.

Corollary 1 When cg > aQ +cc —2cE the amount of remanufactured products remains

the same or goes up when take-back legislation is imposed.

While Proposition 8 and Corollary 1 provide sufficient conditions under which partial
regulation does not cause the remanufacturing level to go down, they do not rule out the
possibility. Next we provide an example where the remanufacturing level goes down as

a result of legislation.

Example 1 Let Q = 800, ¢ = 0.95, c¢)y = 210, ¢c = 10, ¢p = 10, and cg = 15.
The cost of remanufacturing is 30% of the cost of manufacturing, i.e., cg = 63. The
customer valuation for the remanufactured product is o = 0.2. In the absence of requla-
tions, the remanufacturing level is 53.2 whereas under partial requlation with 3 = 0.7 the

remanufacturing level is 0.

For this specific example when there is no regulation, it is optimal to collect some cores
and sell all to the remanufacturer at a price that is equal to his collection cost. When
take-back legislation with a high collection target (in this example 70%) is imposed,
the collection and disposal costs increase significantly for the OEM and the relative
competitiveness of the branded products vis-a-vis the remanufactured products decreases.
When the high collection target is coupled with a low remanufacturing-level target (in

this example g = 0), the OEM switches to the preemptive collection strategy where
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she collects all the cores, and sells just as much as required by law at a very high price.
Since the cores are priced high, the amount of remanufacturing goes down. This example
demonstrates that government should especially be careful about imposing legislation
and setting collection targets in markets where OEMs and third-party remanufacturers

are competing.

2.5.3 How Should the Target Levels in Legislation Be Set?

In this section, by Proposition 9 we show that imposing partial regulation with the correct

bounds can induce remanufacturing.

Proposition 9 If policy A or C is optimal both before and after partial regulation is

—acpy+Ccr—c¢cp

adlcoton) induces some level of

imposed, imposing partial requlation with § > [* =

remanufacturing. On the other hand, if policy B is optimal both before and after par-

(2—a)(aQ—cR—cD—ZCg)
2a¢(cc+ep)

tial requlation is imposed, imposing partial requlation with 3 > 3* —

induces some level of remanufacturing.

Note that the first threshold on 3 given in Proposition 9 is the same as the one given
in Proposition 1 for the case of monopoly. Hence if either policy A or C is optimal both
before and after partial regulation, imposing the same legislation level in the monopoly
and competition environments is enough to ensure some level of remanufacturing. How-
ever, note that even when the same 3 is imposed, the amount of remanufacturing is lower
under competition when compared to monopoly. The second condition is interesting in
that policy B is optimal for low to moderate values of cg (see Figure 2.2) which suggests

a relatively strong remanufacturer and thus a smaller  is enough to ensure some level
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of remanufacturing.

2.6 Does Legislation Incentivize Cheaper to Reman-
ufacture Products?

As we stated before, according to Gray and Charter (2007) the remanufacturing cost of a
product is mainly locked at the design stage and hence is mostly determined by the OEM.
Recall that under the monopoly model we showed that unless the manufacturing cost is
too low, it may be profitable to invest in the product (at additional cost to the OEM)
and decrease the cost of remanufacturing such that remanufacturing becomes feasible.
Under competition, intuition suggests that the OEM is better off if the remanufacturing
cost is high and the OEM does not have any incentive to reduce it. Here we assume
that if the OEM engages in activity to reduce the remanufacturing cost such as through
Design for Remanufacturing (DfR), the cost of manufacturing increases. Surprisingly,
the OEM’s profits may increase due to a reduction in remanufacturing cost even if such
a reduction comes at the expense of higher manufacturing cost.

Proposition 10 Consider two (cyr, cg) cost pairs A = (cqy,c) and B = (c¥;, ¢}) such
that B > ¢4y, aQ—cp—2c8 < B < ¢4 and at optimality there is no remanufacturing at
A and some remanufacturing at B. There exists a threshold 0c(cc, cp, %, cB, a, 3) such
that if ¢y > Oc then 155, (B, cB) > 1y, (ciy, ci) . In addition, Oc is decreasing in

B and is higher than the corresponding 0 derived in Proposition 3 under monopoly.

Proposition 10 states that the OEM can make more profit as c¢j; increases and cg

decreases as long as the initial cost of manufacturing is not too low. Since the threshold
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on ¢y is decreasing in 3, the proposition implies that the incentive to decrease cp is
higher under legislation. The following example illustrates that unless there is take-back

legislation, the OEM may not have any incentive to reduce the remanufacturing cost.

Example 2 Consider the competition model for the case where () = 2000, ¢ = 0.95,
a =04, cc = 90, cp = 80, c& = 100, B3 = 0.8 and fr = 0. We consider two
scenarios: under the base scenario cyy = 1470 and cg = 720 and under the DfR Scenario
ey = 1500 and cgp = 550. Under base scenario, ¢35 = 0, p5g = —0.16, II},5,, = 78312.3.
Under DfR Scenario qac = ¢35 = 141.9, p3g = 85, Iy, = 79276.6. In the absence of
take-back legislation under base scenario 11,5, = 136,938.8 while under DfR scenario

Under partial regulation, the OEM’s profit is higher under the DfR scenario, where cg
is lower while c); is higher than that under the base scenario. When there is no regulation,
the profit is higher under the base scenario. This implies that unless take-back legislation
is imposed, the OEM will not redesign the product to reduce the remanufacturing cost.
Under legislation the OEM is responsible for the collection and proper disposal of cores
unless they are remanufactured and thus the effective cost of manufacturing is higher.
Therefore the OEM has more incentive to sell the cores to the remanufacturer, which is an
alternative way to increase her profits. Under reduced cost of remanufacturing the OEM
can sell more cores and this creates additional incentive to reduce the remanufacturing
cost. This tendency is more pronounced when the OEM does not face intense competition

from the remanufacturer as is the case in this example (Note that the valuation for the
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remanufactured products («) is low).

2.7 Comparison between Monopoly and Competi-
tion Scenarios

In this section we compare the effects of legislation on a monopolist OEM versus one that
faces third-party competition. We are especially interested in identifying whether the en-
vironmental benefits (e.g. amount of product remanufactured) of take-back legislation
are more significant under one versus the other. We first compare the remanufacturing
levels. Intuition suggests that regardless of the legislation level, the amount of remanu-
facturing should be higher when the OEM has in-house remanufacturing. We find that
this is indeed true under some conditions.

Proposition 11 When faced with the same level of legislation, the remanufacturing level
achieved by a monopolist OEM 1is higher than that achieved by a third-party remanufac-
turer as long as the optimal price of the cores is less than the remanufacturer’s cost of

collection.

Another way of phrasing Proposition 11 is that the remanufacturing level under com-
petition can only exceed that under monopoly if policy B or C is optimal. Under policy
A, the OEM sells the cores to the third-party remanufacturer in order to save from the
disposal cost and/or to comply with the legislation. Otherwise, selling cores to the third-
party creates a competition and thus she prefers to keep the competition under control.
On the other hand, policy B is optimal when the remanufacturer’s competitive power is

higher. In that case, if the remanufacturer had no access to cores, the OEM would have
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priced the cores higher than the remanufacturer’s cost of collection. However, knowing
that the remanufacturer can access, the OEM sets the price equal to the remanufacturer’s
cost of collection. As the OEM prices the cores lower than that she would have priced in
the case of no remanufacturer access, the remanufacturer purchases more cores. There-
fore remanufacturing level might increase even beyond the level of remanufacturing level
achieved by a monopolist OEM. Similarly remanufacturing level under policy C might
be higher than that under monopoly. In that case, the OEM collects all the cores in
order to preempt remanufacturer’s access and makes profit out of selling the cores at a
very high price. When manufacturing is costly while remanufacturing is profitable but
not strictly enforced by the legislation, i.e., ¢y; is high but ¢z and g are low, OEM facing
competition makes profit out of selling a significant amount of cores to a third-party
remanufacturer and thus remanufacturing level achieved under competition exceeds that
under monopoly.

To illustrate that the remanufacturing level may be higher under competition, we
provide an example. Consider Example 1 with the following regulation levels: Gz = 0.1
and 8 € {0.25,0.5,0.75}. The detailed solutions for the monopoly and the competition

scenarios are given in Table 2.4. Note that the amount of remanufactured products

Monopoly Competition
5 Wy | Gr| ®Be | Gu | Piu Uopy | Gr| ®o | @um | Piu
0| 169,698.7 0 012950 505]166,812.4 532 53.2]295.0| 505

0.25 | 166,568.6 | 29.2 | 72.9 | 291.7 | 508.3 | 165,114.9 | 57.3 | 73.2 | 292.6 | 507.4

0.5 | 163,899.7 | 28.9 | 144.7 | 289.4 | 510.6 | 162,403.4 | 58.6 | 145.1 | 290.3 | 509.7

0.75 | 161,252.3 | 28.7 | 215.3 | 287.1 | 512.9 | 159,740.7 | 28.4 | 284.1 | 284.1 | 515.9

TABLE 2.4: Optimal solution for the OEM under different 3 values (when § > 0,
Br = 0.1 and when 5 =0, fr = 0)
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is higher under competition when 5 € {0.25,0.5}. The regulations on both collection
and remanufacturing levels are tight under monopoly, whereas under competition, the
optimal policy is to collect as much as the regulation requires and sell more than what
the regulation requires at a price equal to the remanufacturer’s cost of collection. The
difference in policies stems from the following: Since « is small, the remanufactured
product is perceived as low quality and the monopolist remanufactures only as much as
the regulation requires. In the competition model, low « implies that the competitive
power of the remanufacturer is not high. Therefore the OEM finds it optimal to sell more
than what the regulation requires to the remanufacturer and make a profit out of selling
cores.

The preceding result shows that when facing the same level of legislation, a third-party
remanufacturer may produce more remanufactured products than a monopolist OEM
does. Can the level of remanufacturing under competition and no legislation be higher
than the remanufacturing level achieved by the monopolist OEM under full regulation?
Surprisingly the answer is yes.

We compare the first row of Table 2.4 under Competition column with the results
under Monopoly column. Observe that under competition the amount of collected and
remanufactured products is 53.2 in the absence of regulations while the amount of re-
manufactured products is much lower for a monopolist even under regulation. Hence the
government can attain even higher amounts of remanufacturing and collection just by

introducing competition rather than by imposing legislation.
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As a result of a more extensive numerical study, we find that competition alone is
likely to increase the level of remanufacturing for moderate values of remanufacturing
cost. When cost of remanufacturing is low, under competition, the OEM follows pre-
emptive collection and sells some or none to the remanufacturer. On the other hand for
moderate values of cg the OEM makes more profit out of collecting and selling the cores
at a price equal to the cost of collection of the remanufacturer rather than following
preemptive collection. Because of competition, the prices of new and remanufactured
products decrease while the remanufacturing level goes up. Finally as the potential prof-
itability of remanufacturing decreases with higher cg values, there is no remanufacturing
under competition and no regulation.

It is good news that competition alone can induce remanufacturing. We also observe
that the increase in the new product price due to legislation may be lower under com-
petition: When there is no legislation, the price of the new product in the first period is
505 under both monopoly and competition. After legislation is imposed, the price goes
up in both cases indicating that legislation-related cost is inevitably passed on to the
consumers, however the increase is more pronounced under monopoly. Although the in-
crease in the new product prices can be interpreted as a negative impact of legislation on
the consumers, in order to fully understand how legislation affects customers, in the next
section we analyze how the total consumer surplus changes under take-back legislation

for both the monopoly and competition scenarios.
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2.8 Impact of Take-back Legislation on Consumer
Surplus

The total consumer surplus S is the surplus of consumers who buy the new product in
periods 1 and 2 plus the surplus of those who buy the remanufactured product in period

2:

Po2M —P2R

Q Q B
S = / (v—piy)dv + ¢ (/ (v — pans)dv + / (aw —p2R)dv>
P1M % P2R

_ Y, OGp + Gy + 2002021
=t 2 -

Our next proposition states that when a monopolist OEM remanufactures, the total
consumer surplus decreases as the collection and/or the remanufacturing target in the
legislation increases.

Proposition 12 In the monopoly model, as the collection and/or the remanufacturing

target increases, consumer surplus decreases.

Proposition 12 shows that under both partial and full regulation, a monopolist OEM
will always pass some of the compliance cost to the consumers, resulting in a reduction
in consumer welfare. From a numerical study, we observe that this is also the case in
the competition model under partial regulation, i.e., when there is competition between
an OEM and a third-party remanufacturer, the total consumer surplus decreases as 3
increases. However, surprisingly, under full regulation, the total consumer surplus may
increase as (Jr increases when there is competition between an OEM and an independent

remanufacturer. This happens when stricter legislation forces the OEM to give up the
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preemptive collection strategy. The following example illustrates how total consumer

surplus may change as (Jr increases.

Example 3 Let Q = 1600, ¢ = 0.95, o = 0.20, cpy = 105, ¢ = 10, ¢p = 10, and
cE =15. We consider two levels of cost of remanufacturing: cg = 42 (low) and cp = 84
(high). Figure 2.3 depicts total consumer surplus under monopoly and competition versus

different Br values.
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FIGURE 2.3: Total consumer surplus versus §r when cost of remanufacturing is (a) low
and (b) high

In Figure 2.3 we observe that there exists a g (e.g., 0.4 for cp = 42) at which to-
tal consumer surplus under competition increases significantly. For lower (i values, the
OEM follows the preemptive collection strategy and as (Jr increases, consumer surplus
decreases. However when (i reaches the threshold, preemptive collection is no longer
profitable and the OEM switches to the policy of pricing the cores at the level of reman-
ufacturer’s collection cost. As preemptive collection is abandoned, remanufacturing and
manufacturing levels increase and thus the total consumer surplus increases significantly.

As (g increases beyond the threshold, the OEM continues to price the cores equal to the
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remanufacturer’s collection cost and as g increases further, she prices them below the
remanufacturer’s collection cost. However, in either case, consumer surplus decreases as
[r increases. As proven in Proposition 12, Figure 2.3 also shows that consumer surplus
under monopoly decreases as i increases. Hence, while consumers of a monopolist OEM
are always worse off as take-back legislation gets stricter, consumers in an industry where
there is competition between an OEM and a third-party remanufacturer may benefit from
higher remanufacturing targets.

As a result of a more extensive numerical study (also see Figure 2.3a and b), we
find that the threshold (g, at which the consumer surplus jumps up to a higher level,
is lower for higher values of cg. Recall that high remanufacturing cost is an indication
of low competitive power for the third-party remanufacturer. When the third-party
remanufacturer is not competitive vis-a-vis the OEM, even a low remanufacturing target
makes the OEM abandon the preemptive collection strategy and benefits the consumers
in terms of higher consumer surplus.

Finally, when we compare the total consumer surplus under the monopoly and com-
petition models, we find that consumers of a monopolist OEM generally generate higher

surplus.

Proposition 13 When faced with the same level of legislation (partial or full), the total
consumer surplus under monopoly is higher than that under competition as long as the

optimal price of the cores is less than the remanufacturer’s cost of collection.

Proposition 13 shows that if the OEM prices the cores lower than the remanufacturer’s

collection cost (i.e., policy A is optimal) then total consumer surplus under competition is
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always lower than that under monopoly. In Proposition 11 we show that when policy A is
optimal, the remanufacturing level is lower under competition than under monopoly. In
addition, the new product prices are always higher than the monopoly prices in the first
period (because the OEM manufactures fewer products due to expected competition).
As a result, the total consumer surplus under competition is lower than that under
monopoly. Our numerical study shows that the total consumer surplus is higher under
monopoly under both partial and full regulation also when the optimal price of the cores
is more than the remanufacturer’s collection cost (i.e., policy C is optimal). In this case,
the OEM collects all the cores to preempt the remanufacturer’s access to the cores, and
the first period prices are significantly higher than the monopoly prices because the cost
of collecting all the cores is passed onto the customers. As a result, the total consumer
surplus is lower than that under monopoly. Finally, our numerical study indicates that
total consumer surplus might be higher under competition when the OEM prices the cores
at the remanufacturer’s collection cost (i.e., policy B is optimal). In Figure 2.3a the region
where fr € {0.4...0.44} and in Figure 2.3b the region where gz € {0.23...0.27} are
examples under full regulation and we can find similar examples under partial regulation.
When policy B is optimal, the remanufacturing level under competition may be higher
than that under monopoly (see the example in Section 2.7) because the OEM is forced to
sell the cores at a price lower than what is optimal for her (otherwise, the remanufacturer
would collect cores himself and would not buy from the OEM) and tries to increase her
profits by manufacturing more in the first period and selling a larger quantity of cores

to the remanufacturer. Hence, under policy B, it is not feasible for the OEM to severely
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restrict the remanufacturer’s access to cores. As a result, a higher level of competition
occurs between the OEM and the remanufacturer and the consumer benefits in the form

of higher consumer surplus.

2.8.1 Life-Cycle Effects and the Length of the Planning Horizon

Up to this section, we have assumed that the demand for the product lasts only two
periods, after which the product becomes obsolete, and that the potential market size is
the same in each period. In this section we relax these assumptions, which makes the
model intractable and we base our insights on an extensive numerical study. We consider
a multi-period planning horizon with remanufacturing in the second and subsequent
periods. We assume that each product sold can be remanufactured only once, which is a
common assumption in the literature (Debo et al., 2005; Lebreton, 2007) as most products
are not remanufactured more than once (e.g. mobile phones, computers, diesel motors,
etc.) and that consumers keep the product for only one period, i.e., a product sold in
period t becomes available for remanufacturing in period ¢t + 1 (Relaxing this assumption
does not generate any additional insights.). Among others, Geyer et al. (2007) and Debo
et al. (2006) study remanufacturing in the presence of life cycle effects. Different from
these papers, we aim to understand the interaction between take-back legislations and
product life cycle effects.

To facilitate comparison with our earlier results, we choose the cost parameters to
be consistent with Example 1 and such that we observe all possible feasible solutions

We pick values for (cpr,cg) such that ¢y € {105,210,315,420,525,630} and cp €
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{42,63,84,105,126}. For each (¢, cr) pair, we solve the problem for life-cycle lengths
of three and four periods under both the monopoly and competition scenarios. We
vary the potential market size in each period by multiples of 100 while keeping the
total market size over the product’s life constant at 2400 (this is similar to how Geyer
et al. (2007) model life cycle effects). For a product with a life of three periods, we use
[Q1, Q2, Q3] € {[800, 800, 800], [700, 1000, 700], ..., [100, 2200, 100] } and for four periods we
use [Q1, @2, Qs, Q4] € {[600, 600,600, 600], [500, 700, 700, 500], ..., [100, 1100, 1100, 100} }.
We call products with stable demand throughout their life cycles mature products and

those that exhibit more distinct life cycle effects, innovative products.
2.8.2 Monopolist OEM under Life Cycle Effects

For the multi-period problem, we find that Theorem 1 characterizes the optimal strategy
of the OEM in any period with respect to the previous period’s production. The only
exception is that for innovative products, if c¢); is relatively high and Q);_; > @Q); then the
remanufacturing level in period ¢ can be lower than the collection level even when there
is no manufacturing in period ¢, which is never the case for mature products.

In Section 2.4 we show that when remanufacturing is carried out by the OEM, if 3
is higher than a threshold level 5*, imposing partial regulation by itself induces some
level of remanufacturing and stricter take-back legislation (achieved by increasing [3)
never causes a decrease in the level of remanufacturing (Theorem 2). Our numerical
results indicate that the same insights hold true for the three- and four-period problems.
However, while the same (* induces some remanufacturing for a range of products as

long as their cost structures are similar, the amount of remanufacturing depends on the
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life cycle length and the potential demand pattern as seen in Figure 2.4. On the figure,
the levels of remanufacturing induced by partial regulation alone (at § = 0.7) are the
data points corresponding to g = 0. When the product’s demand is stable or close to
stable (e.g., Q2=Q3=600 or 700) throughout its life, the collection target alone induces
a relatively high level of remanufacturing. However, for products where demand starts
low, peaks steeply and then drops again (e.g. QQ2=0Q3=900), the total remanufacturing
levels are low. This is because a high level of remanufacturing is not profitable either in
the period when the demand first peaks (due to low availability of cores since demand is
low prior to the peak) or towards the end of the product life cycle (plenty of cores are
available but the potential market size is small). As a result, the total remanufacturing
levels are lower when compared to a product with stable demand.

A separate remanufacturing target, Sr, will secure a minimum level of remanufac-
turing and by Proposition 2 we show that such B should be set appropriately when
compared to 3 (the higher 3 is, the higher Sz should be). When we take longer prod-
uct life cycles and changing demand patterns into account, our numerical study shows
that Or should also depend on how fast the diffusion is, i.e., when and by how much
the demand peaks over the product’s life. As seen in Figure 2.4, for a product, whose
demand first increases and then decreases very steeply (e.g. Q2=Q3=900), even a very
low Or may trigger a large increase in the remanufacturing level while for a product with
completely stable demand (i.e. Q2=0Q3=600), Sr of any value does not change the re-
manufacturing level at all. For products whose demands first increase and then decrease

very steeply, remanufacturing is not profitable in either the period where demand peaks
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FIGURE 2.4: Total remanufacturing level over the product’s 4-period life cycle as (g
changes for different levels of demand diffusion identified by the values of Qs = Q3
(cpr = 315, cg = 42 and 5 = 0.7)

or the last period where the potential market size is very small. Even a small 3 forces
the OEM to do some remanufacturing in these periods, which results in a huge increase
in the total remanufacturing level. But this finding also indicates that Sz should be
chosen carefully, especially for products whose demands exhibit clear life cycle effects.
If the potential market size declines significantly in the last period, unrealistically high
remanufacturing targets might be impossible to meet because remanufacturing is unprof-
itable and will upset the manufacturers. Figure 2.4 also illustrates that when we take life
cycle effects into account, it is difficult to find a single S that can increase remanufac-
turing levels beyond what is already achieved by partial regulation for a wide range of
products. Hence, imposing the same target level across one or more product categories
may not increase remanufacturing by an amount high enough to justify the additional
administrative burden associated with implementing more complex legislation.

Finally, we investigate how the incentive to decrease the remanufacturing cost (at the
expense of higher manufacturing cost) changes with life cycle effects with the following

example.
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IT;, under Base Scenario IT;, under DfR Scenario
(@1, Q2, Q3] B=02| B=05] B=07| =02| B=05| =075
[1200,1200,1200] 159,799.8 | 148,772.5 | 138,139.5 | 158,783.7 | 152,272.2 | 145,067.2
[1000,1600,1000] 216,706.5 | 205,683.4 | 195,054.4 | 216,355.4 | 209,434.3 | 201,129.5
[
[

800,2000,800] | 387,663.1 | 376,644.2 | 366,019.4 | 387,234.4 | 377,963.3 | 368,137.0
700,2100,700] | 448,222.6 | 437,204.7 | 426,534.6 | 447,335.4 | 436,810.4 | 426,236.2

TABLE 2.5: The OEM’s profits under base and DfR scenarios for different levels of
potential market sizes and [ values

Example 4 Consider the monopoly model for the case where ¢ = 0.95, a = 0.15, cc =
15, ¢p = 55, and Bgr = 0. We consider two scenarios: under the base scenario ¢y = 710
and cg = 185 and under the DfR scenario ¢y = 720 and cg = 55. Table 2.5 summarizes

the OEM’s profits for different levels of potential market sizes and [ values.

Results from Example 4 presented in Table 2.5 is representative of our insights. As
in the two-period scenario, the incentive to decrease the remanufacturing cost increases
as [ increases. In addition, for high levels of § (e.g., § = 0.75), the incentive is highest
for mature products with stable demand throughout the product’s life cycle because
the OEM can recoup the benefits of lower remanufacturing cost by satisfying a larger
percentage of demand using remanufactured products. For moderate levels of 3 (e.g.,
B = 0.50), the incentive is highest for innovative products with a moderate diffusion rate,
i.e., moderate levels of ()5. For the same 3 (and assuming that (3 is binding, which is the
case in this example), the amount of cores collected up to the last period is higher in the
presence of life cycle effects than under a stable demand pattern. As long as the demand
for the product does not go down steeply towards the end of its life cycle, the OEM can
reap the benefits of lower remanufacturing cost by remanufacturing and selling a large

percentage of the cores collected. If the market size goes down steeply in the last period
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(e.g., 700 in the example), the OEM has no incentive to reduce the remanufacturing cost.

2.8.3 An OEM Facing Competition under Life Cycle Effects

We can show that Propositions 4 and 5 still characterize the optimal policies for an OEM
facing competition under life cycle effects. In this section, using this analytical charac-
terization and a numerical study, we test the robustness of our results from Section 2.5.

When remanufacturing is carried out by a third party, the OEM may preemptively
collect cores to prevent high levels of remanufacturing, but in Section 2.5, we show that
OEM does not do this if c¢g is high. Similarly, for life cycles longer than two periods,
preemptive collection is not optimal in any period ¢ if cp > aQ;—cp—2cE. When Q; = Q
Vt, this implies that preemptive collection is never optimal throughout the product’s life
if the remanufacturing cost cg is high enough. However, when the potential market size
changes over the product’s life, even if cg is high, the OEM may preemptively collect
in a period with a large enough potential market in order to be the exclusive seller and
make a large profit.

As in the two-period model, through our numerical study we find that preemptive
collection is optimal for the OEM for a wider range of cost parameters under partial
regulation— in other words, the OEM may switch to the preemptive collection strategy
after partial regulation is imposed. The only exception is products whose demands exhibit
a very steep increase in the second period, remain high one or more periods, and finally
exhibit a very steep decrease. In periods of high demand, the OEM follows preemptive

collection for a wide range of cost parameters even in the absence of legislation. Hence
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imposing legislation does not change the behavior of the OEM. And in the last period,
the OEM does not follow preemptive collection with or without legislation because the
demand is low and the remanufacturer is not a strong competitive threat.

That preemptive collection is optimal for a wider range of parameters under legisla-
tion suggests that legislation may negatively impact the total remanufacturing levels. To
investigate that, we directly look at how the remanufacturing levels change as legislation
becomes stricter (i.e. as [ increases from § = 0) and observe that the total remanufactur-
ing level may go down if § exceeds a threshold. Legislation’s effect on remanufacturing
levels is the most negative for innovative products where the potential market is mod-
erately large in the second and third periods. In this case, the remanufacturer is a
competitive threat in the third period due to ample availability of cores accompanied by
a high market potential and the threshold § above which the OEM collects preemptively

is low.

2.9 Conclusions

This chapter contributes to the important and growing literature on supply chain oper-
ations under environmental legislation. Manufacturers are likely to face take-back legis-
lation in an increasing number of industries as the amount of waste grows in developed
and developing countries alike. Even though such legislation in general receives enthu-
siasm from environmentalists, there is debate on implementation details and it is not
clear exactly what type of legislation will achieve the ultimate goals of reducing waste,

inducing better design and reuse. By analyzing a stylized model of take-back legislation
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we provide insights on how such legislation affects an OEM’s decisions on manufacturing
and remanufacturing? levels and the corresponding prices.

Considering an OEM with in-house remanufacturing capability, a question of inter-
est is whether forcing the manufacturer to take her products back at end-of-life induces
higher levels of remanufacturing. If the cost of manufacturing is very low, not only is
the answer no, but legislation does not create incentives to reduce remanufacturing costs
either. However we find that targets on collection levels may induce the remanufacturing
of a high percentage of the collected cores if the collection targets are correctly chosen
given the product’s cost characteristics and the customers’ valuation of remanufactured
products. In that case, legislation also gives incentive to the OEM to reduce the re-
manufacturing cost unless the cost of manufacturing is too low. On the other hand,
when remanufacturing is profitable as is (low cost, high customer valuation), legislation
is redundant.

When the OEM is competing with a third-party remanufacturer, legislation may
be more successful than expected. We find examples where remanufacturing levels are
higher under competition than under monopoly. Hence introducing competition rather
than imposing legislation can result in higher remanufacturing levels. In other words, in
order to increase the level of remanufacturing policy makers might subsidize the third-
party remanufacturers rather than imposing take-back legislation on the OEMs. In terms
of legislation’s ability to induce the OEM to reduce remanufacturing cost, similar to the

case of monopoly, we find that such an incentive exists unless the cost of manufacturing

2In our model we focus on a specific form of reuse which is remanufacturing. In addition, our model
does not explain the situations where recycling is a very profitable option.

o7



is too low. While, in general, take-back legislation can be implemented with positive
outcomes in industries where third parties remanufacture, our results also indicate that
in these types of industries, legislators should be especially cautious about setting the
collection and/or remanufacturing targets—ad hoc legislation may lead to undesirable
results such as a drop in remanufacturing levels.

While take-back legislation diverts end-of-life products from landfills and may increase
remanufacturing levels, in general, it hurts consumer welfare. We find that legislation
costs are passed onto the consumers and the consumer surplus goes down as a result of
legislation. Except in rare cases, consumers are more negatively impacted in industries
where there is competition between an OEM and a third-party remanufacturer; their sur-
plus is lower than that of the consumers in an industry where an OEM both manufactures
and remanufactures.

When the product’s life cycle is longer than two periods and the potential market
size changes over the product’s life, remanufacturing is not a very profitable business and
legislation that only stipulates product take-back and disposal (for the most part) fails
to induce higher levels of remanufacturing or reduction in remanufacturing costs. Espe-
cially if there is competition between an OEM and a remanufacturer, legislation might
incentivize the OEM to push the remanufacturer out of the market through preemptive
collection in an effort to sell as many new products as possible while the demand for the

product lasts.
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CHAPTER 3

Complying with Take-Back
Legislation: A Cost Comparison and

Benefit Analysis of Three
Compliance Schemes

3.1 Introduction

Several countries around the world now impose take-back legislations that hold produc-
ers responsible for financing the collection, proper treatment/recycling and recovery of
their products (e.g., tires, batteries, electronic products such as computers) discarded by
customers at the end of their useful lives. Although the implementations of take-back
legislations vary from one country to another, the common fundamental objectives are
reducing the amounts as well as the environmental impact of end-of-life (EOL) prod-
ucts. The best-known such legislation is the Waste Electrical and Electronic Equipment
(WEEE) directive by the European Union. Similarly, Japan and twenty states (plus New
York City) in the U.S. have passed laws creating e-waste take-back programs.

In an industry regulated with product take-back legislations, each producer meets her



obligations through a compliance scheme. Choosing a compliance scheme entails decisions
regarding the choice of collection channel, treatment processes, and partner firms. Both
policy makers and producers see compliance as a valid cost of business, and since the true
cost of EOL product management is internalized by producers under legislation, they seek
ways to reduce the cost of compliance (FES, 2003; WEEEForum, 2008). Therefore, a
producer’s goal is to choose a compliance scheme that ensures environmentally-conscious
management of discarded products in the most cost effective way.

In most implementations of take-back legislation, one or more of the following three
compliance schemes are available/allowed: First, the producer may set up an individual
scheme by collecting and treating only his brand-name products either himself or by
contracting with a third party. Larger companies such as Cisco operate individual com-
pliance schemes and thus only pay for their own collection and treatment costs. Second,
a subset of producers may form a collaboration and set up their collective scheme that
collectively takes care of discarded products on behalf of its producer members. In 2002,
Braun, Electrolux, HP and Sony, set up the European Recycling Platform (ERP) as a
compliance scheme in response to the WEEE Directive. A special case of the collec-
tive scheme is the national collective scheme, where all producers who are covered by
legislation are members. National collective schemes usually operate in small countries
(Bohr, 2007). For instance, Recupel is the national collective body for the collection and
treatment of WEEE in Belgium. Similar national schemes also exist in the Netherlands
and Sweden. Under a collective scheme, the total compliance cost of the collaboration is

recorded by a non-profit central authority without distinguishing brand names and then
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allocated among the members with respect to a previously agreed-on rule. Finally, a sub-
set of producers may set up their collective scheme with individual financial responsibility
where discarded products are collected and treated collectively; however, each producer
member pays for the actual treatment and collection costs of her brand-name products.
This compliance scheme requires an elaborate sorting of EOL products with respect to
brands and models as well as keeping track of the treatment processes each model goes
through. The Dutch take-back program for information and communication technology
(ICT) equipments that was run until 2002 is an example (Tojo, 2003). Similarly, un-
der Japan’s Specified Home Appliances Recycling Law (SHARL), brands treated in each
plant are separately recorded and thus, it possible to calculate the exact treatment cost
for individual products (Tojo, 2003).

Among the three compliance schemes, individual compliance is likely to be the most
expensive choice as some components of compliance cost may be proportionately higher.
Still, some companies (e.g., Cisco) prefer individual compliance because it gives them
greater control over EOL product management and they are in a better position to re-
coup the benefits of their environmentally-friendlier products, for example, in the form
of lower treatment costs. On the other hand, it is well documented that recycling and
treatment activities become economically feasible only when a certain volume of items
is processed collectively (Tojo, 2003). When a firm sets up her own compliance scheme
and collects/treats her own brand-name products alone (either herself or through a third-
party), total volume might be small and thus recycling/treatment may not be economi-

cally viable. For that reason, collective schemes are established to take advantage of the
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economies of scale inherent in the treatment activities and the total compliance costs of
producers, who participate in such schemes, may be lower.

In this chapter, we address the question of (given the choice) which compliance scheme
should a producer follow in order to minimize the total cost of compliance. For example,
in Maine, producers are given two options: (i) If the total return share is more than 5%,
they can start an individual /collective scheme, (ii) otherwise they must join the collective
scheme to manage the collection and treatment of their discarded electronic products. In
response to the alternative compliance schemes allowed by legislations, companies may
choose different ones at different locations. For example, Dell opted to be a member of
collective program in Maine while reserving the right to update her decision. Dell’s senior
compliance manager explains that the reason behind this decision is Maine’s relatively
small population (Toto, 2007). However, elsewhere (e.g., in Maryland) Dell established
her own individual take-back program.

One of our goals is to identify the key market and operating parameters (e.g., relative
market shares of the producers, different components of compliance cost such as cost
of collection, treatment, etc.) that make one scheme preferable to the others from the
producer’s point of view. Take-back legislations aim to divert as many EOL products
as possible from landfills to environmentally sound treatment options. For that reason,
some implementations of take-back legislations, such as the WEEE Directive, impose
target levels on the amount of EOL products that should be collected and treated prop-
erly. While this seems reasonable from an environmental point of view, meeting the

collection targets specified by the legislation might affect the total compliance cost as
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well as a compliance scheme’s relative cost effectiveness. Hence, collection targets may
force a producer to switch to a different compliance scheme and indirectly impact other
environmental outcomes of legislation in addition to collection levels. To address this
question, we also analyze if and how a producer’s compliance scheme preference changes
in the presence of collection targets.

Even though we specifically model and analyze producers’ responses to take-back
legislation, our research has implications for policy makers as well. Given the choice, the
producers will pick the compliance scheme that minimizes their total compliance costs and
may fall short on the environmental benefits that the legislation is trying to achieve. By
identifying the conditions under which producers are likely to choose a specific compliance
scheme, our research provides insights on when governments should impose or provide
incentives for a scheme with higher environmental benefits. Specifically we answer the
following question that concerns policy makers: Depending on the market size and initial
return rate of EOL products which compliance scheme achieves the highest collection
rates?

By shifting the cost of EOL product management from society to producers, an under-
lying motivation for take-back legislations is to create incentives for designing products
that are easier and cheaper to treat/recycle. However, it is argued that since produc-
ers do not directly bear the true costs of their own products, collective schemes do not
give incentives for designing products that are easier and cheaper to treat at the end of
their lives. Hence, the choice of compliance scheme has a direct impact on how well the

objectives of legislation will be met in terms of creating incentives for designing greener
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products. We compare the three compliance schemes we analyze with respect to the
treatment levels achieved under each and specifically address the following question: De-
pending on the market size and initial return rate of EOL products which compliance
scheme induces higher treatment levels through creating incentives for products that are
easier and cheaper to treat?

Among other results, we find that collective scheme with individual financial respon-
sibility in general yields lower cost than the other two alternatives. Since individual
financial responsibility under a collective scheme is not easy to implement in practice,
we also compare collective scheme -where the total cost is allocated with respect to a
previously agreed rule- and individual scheme in terms of cost effectiveness and conclude
that which scheme performs better depends on the initial collection rate maintained by
government and the market shares of other partner firms. If the partner firms have large
market shares then the collective scheme, in general, yields lower cost. Thus, when de-
ciding which compliance scheme yields lower compliance cost a producer should consider
the individual market shares of the partner firms in addition to the total market share
of the collective scheme.

An underlying motivation for take-back legislation is to achieve higher environmental
benefits in terms of achieving higher collection rates and creating more incentives for
designing environmentally-friendlier products. We find that collective scheme with indi-
vidual financial responsibility achieves superior environmental outcomes than the other
two possible compliance schemes. When we compare the other schemes we find that,

in general, the incentive for designing environmentally-friendlier products is higher but
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the collection rate is lower under individual scheme. Finally, if policymakers impose very
high collection targets, collective scheme might become more cost effective and the incen-
tive to design environmentally-friendlier products might decrease. Our findings suggests
that, policymakers should be careful while imposing collection targets or a particular
compliance scheme as these might result in conflicting environmental benefits.

The rest of the chapter is organized as follows: In §3.2 we review the relevant lit-
erature, in §3.3 we introduce our model as well as our assumptions. We characterize
the optimal policy under the individual scheme, the collective scheme and the collective
scheme with individual financial responsibility (IFR) in §3.4, §3.5, and §3.6, respectively.
In §3.7, we compare the three compliance schemes with respect to cost effectiveness and
the environmental benefits achieved. We conclude in §3.8. All proofs are relegated to

Appendix C1.

3.2 Literature Review

The literature on the impact of different environmental legislations/standards on oper-
ational decisions is growing. Some examples are Atasu et al. (2009a) who explore the
efficiency of the WEEE legislation, Plambeck and Taylor (2007) who model RoHS which
regulates the use of hazardous substances in electronics products, Subramanian et al.
(2007) who study compliance strategies under emission trading programs, and Corbett
and Kirsch (2001) who identify the drivers behind the diffusion of ISO 14000.

Of this body of work, our research is related to the research stream on product take-

back legislations, especially those papers that study product design decisions, collection
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channel choice, and compliance decisions. Whether legislations can provide incentives
for environmentally-safer products has been studied in a number of papers. Zuidwijk
and Krikke (2007) study two strategic responses to product returns under take-back
legislations, namely product eco-design versus new recovery process technologies, and
conclude that the former performs better. They also find that under the WEEE Di-
rective, more incentives are needed to reward product eco-design. Subramanian et al.
(2009) study a manufacturer who invests in two design attributes (performance and re-
manufacturability) that affect the product’s cost. They analyze the impact of extended
producer responsibility (EPR) and supply chain coordination on product design decisions
and propose contracts that can be used to achieve coordination. In other work, Jacobs
and Subramanian (2009) study a two-period two-echelon model to identify the effects of
EPR programs on design incentives. They show that when the cost of EPR programs
is shared between the two echelons, the performance of the supply chain improves in
terms of approaching the coordinated profit benchmark. Esenduran et al. (2010) explore
the impact of take-back legislations on remanufacturing decisions and find that a manu-
facturer has incentive to decrease the remanufacturing cost at the expense of increasing
the manufacturing cost both when she remanufactures in-house as well as when a com-
peting third-party remanufacturer does. Finally, Plambeck and Wang (2010) study new
product introduction under take-back legislation and find that legislations enforcing fee-
upon-disposal such as individual EPR creates incentives for design for recyclability, while
legislations enforcing fee-upon-sale fail to do so. Until now, researchers have identified

and studied various settings and situations where design incentives exist under take-back

66



legislations. Our research builds on the assumptions/models developed in these papers
and explores how the compliance scheme choice affects the optimal treatment level of
products.

Our research is also related to the literature on the procurement of EOL products
(e.g., Guide et al. (2003), Savaskan et al. (2004), Savaskan and Van Wassenhove (2006),
Atasu et al. (2009b)). In particular, Savaskan et al. (2004) consider a manufacturer’s
choice between three collection channel options, i.e., collecting directly from customers,
collecting through an existing retailer, or subcontracting to a third party. Savaskan and
Van Wassenhove (2006), on the other hand, extends the previous research by incorpo-
rating competing retailers. We build our collection model on this literature; however, in
contrast to these papers, we are not concerned about who is collecting the EOL products,
because in the presence of take-back legislations it is the producers’ responsibility to pay
for the collection of EOL products regardless of who is collecting.

Compliance scheme choice under take-back legislations is one of the issues that has
not been explored in depth in the literature. A notable exception is Boyaci et al. (2007)
who study the compliance scheme choice in the presence of competing recyclers. In order
to identify the impact of consolidation of the recycling industry as well as the intensity
of competition in the recycling market, they model a two-stage game with two manufac-
turers and two recyclers and compare two different settings: one where the recyclers are
independent (competitive scheme) versus one where a non-profit body allocates the waste
products to the recyclers (monopolistic scheme). They conclude that the former often

performs better as it achieves lower product prices as well as higher recycler and manu-
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facturer profits. Although Boyaci et al. study compliance-related issues assuming that
EOL products are treated at an additional cost to the producers, we take much different
perspectives in generating insights about the compliance scheme choice. In contrast to
Boyaci et al., we do not model the profit maximizing recycling industry but we allow
the producers to choose the treatment level and collection rate of EOL products as well
as with whom to collaborate in order to minimize the compliance cost. Another paper
that studies compliance scheme choice is Atasu and Subramanian (2009). Modeling two
profit maximizing manufacturers differentiated in terms of consumer preferences for their
brands, the authors explore how individual and collective systems affect manufacturers’
recyclability choices. While Atasu and Subramanian (2009) also aim to generate insights
about individual and collective compliance, our assumptions, research questions and the
resulting insights are notably different. In addition to modeling only two manufacturers,
they assume that these manufacturers have no effect on the collection rate but they pay
a treatment cost for every product sold in the market which implies that the collection
rate is 100%. Another distinguishing assumption they use is that there is no economies
of scale in treatment cost. Therefore, their model does not account for the fact that
manufacturers might aim to increase the collection rates, which are generally less than
100%, and thus benefit from the economies of scale in treatment costs (an example is
Nokia). They do not specifically model cost allocation by market share or individual fi-
nancial responsibility but assume that each manufacturer pays a unit weighted treatment
cost (using an exogenous weight). They compare the manufacturer profits under individ-

ual versus collective compliance and find that the low-end manufacturer always prefers
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individual compliance whereas the high-end manufacturer might benefit from collective
compliance if the brand differentiation is high and its influence on treatment cost is low.
In our study, by explicitly modeling n producers with different market shares, we generate
insights on which compliance scheme is more cost effective depending on the collection
rates and how market shares of the firms affect the results. By allowing the collection
rates to be endogenous in the model, we are also able to generate insights regarding when
collective compliance may generate superior incentives for environmentally-safer product

design.

3.3 The Model

In order to compare the three compliance schemes, we model total compliance cost in
detail. The major cost components are collection cost, treatment cost, recycling and
disposal costs of EOL products. Stevels (2004) states that collection and sorting comprise
30% of total cost while treatment (treatment includes recycling and environmentally-
sound disposal) accounts for 50-55%. In addition to the collection and treatment costs, we
also model a “cost of increasing the treatability level” to capture the fact that producers
can lower the treatment costs of their EOL products by making costly changes in design,
materials, manufacturing methods, etc. In what follows we introduce the notation and
the different components of compliance cost in detail.

1. Costs Related to Collection Activities: Here we capture the cost components that
are common to collection activities regardless of legislation structure, firm level policies,

and the size of the collected product, etc..
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1.a. Cost of Maintaining a Collection Rate: Collection rate is the amount of EOL
products collected (as a percentage of the products sold in the market in the previous sales
period) and it depends on how the collection network and facilities are set up (Kokkinaki
et al., 2004). Since the rate of collection depends on how convenient collection is to
consumers, how well the producer facilitates product returns, etc., the producer needs
to incur a cost to achieve and maintain a collection rate. In the literature it is argued
that there is diminishing returns to investment to increase collection rates (Savaskan
and Van Wassenhove, 2006) and the total investment to achieve a collection rate of 7 is
modeled as I = 72 where 7 is a scaling parameter that indicates how difficult/costly it
is to increase the collection rate. The scaling parameter 1 depends, among other things,
on population size, geographic region of interest, and how willing the consumers are to
return the product.

Under product take-back legislations, typically it is the producer’s responsibility to
finance and/or provide accessible and efficient collection facilities as well as to publicize
adequate information to the customers. In order to maintain a collection rate of 7,
producers invest in running collection/sorting centers and raising customers awareness
of the collection programs. For example, Nokia who recycles old cell phones, invests to
increase their collection rate by expanding the accessibility of their take-back channels,
developing awareness-building programs and putting up more take-back bins (Nokia,
2006). Similarly, LG has increased the number of mobile phone drop-off points in order to
increase the accessibility to her take-back channels (www.lg.com/global/sustainability/

environment /take-back-recycling/mobile-phones.jsp).
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However, in many developed countries, some level of product take-back already exists
even before the legislation comes into force, being facilitated by non-profits, municipali-
ties, and local organizations, and therefore the producers do not need to incur additional
costs to achieve and maintain this initial return rate, which we call the base collection
rate, 1o (which can be set to zero). For example, before the Norwegian WEEE legislation
came into force in 1999, the collection rate was around 8.2% in Norway (Ronningen,
2005). Similarly, when the Japanese SHARL! was introduced in 2001, the collection
rate was 2.5 kg/capita (Van Rossem, 2008). After accounting for the cost of the base
collection rate 7y (on which the producer does not incur a cost), the producer incurs a

total cost of

TCC(1)=n(m0+ 7‘)2 — nTg = 27T + 72

to maintain a final collection rate of 79 + 7. The reason we assume incremental cost
structure as opposed to marginal cost structure is the fact that if the base collection rate
is higher, it is more difficult and thus costlier to increase the collection rate further.

1.b. Cost of Collection and Sorting: In addition to the cost of maintaining a collection
rate, the producers also incur a unit cost of collection and sorting for each EOL product
collected. Collection and sorting activities include the transportation from customers
to collection facilities (unless customers drop off the products at a collection facility),
the transportation from collection facilities to treatment/processing centers as well as

the sorting of collected items at the collection facilities. As a result, the cost of collec-

1Japanese SHARL has fines for consumers who do not place the products in the collection bins and
this increases the collection rate
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tion/sorting is a function of the total volume collected. If the total collection rate is 7
and the total number of items sold by producer i is ;) where «; is the market share
of producer i and () is the total market size, the producer pays for the collection and
sorting of «;Q7r units of EOL product at a per-unit collection cost of c¢c. Therefore,
when the total collection rate is 7 the total collection and sorting cost is coo; Qr.

However, even when the producer targets achieving a total collection rate of 7 + 7,
the realized collection rate may be lower due to the uncertainty in customer return rates.
While the base collection rate 7y is the well-established return rate in the market, it is not
certain how the customers will react to the producer’s efforts to increase the collection
rate by 7. When the producer makes an investment to reach 7 percent more customers,
not every target customer responds to these efforts and eventually the producer may
realize an additional collection rate of 7z (and a total collection rate of 70 = 79 + 7).
We assume that x is a random variable distributed between z; and zy with pdf f(x),
and mean p and standard deviation o. The random variable z is interpreted as the
customer’s likelihood of returning the EOL product. This also explains the rationale
behind the multiplicative uncertainty model. For the very same reason it is also plausible
to assume p < 1. Among others, Toktay et al. (2000) and Wojanowski et al. (2007) have
also explicitly modeled the probability that a customer will eventually return his EOL
product.

To sum up, when producer i targets a collection rate of 7y 4+ 7 the cost of collection

and sorting she incurs is TCCy (7, ) = cc;Q(79 + 72) while the total collection-related
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cost 1s

TCCO(r,z) = TCOL(1) + TCCOy(1,x) = 20107 + 072 + (10 + 27) ;i Qcc.

2. Cost of Treatment: The cost of treatment mainly comprises of the cost of disas-
sembly, the cost of environmentally sound disposal of toxic and hazardous substances or
components, and the cost of shredding/processing of remaining metals, plastics, glass,
and circuitry. We assume that the unit cost of treatment is cg and the total cost of treat-
ment is a function of the total amount treated, i.e. a;Q(7mo + 7). Since some treatment
processes such as smelting/shredding are capital intensive, it is argued that the cost of
treatment decreases due to economies of scale (GAO, 2005; Hageluken, 2006). To capture
this in our cost model, similar to Boyaci et al. (2007), we subtract 6(c;Q(m + 72))? from
the total cost of treatment, i.e. cra;Q(7o + T), where 6 is the economies of scale factor.

One way to reduce the cost of treatment activities is designing products that are easier
to dismantle and treat. For that reason, some producers make costly design changes to
facilitate dismantling. Nokia, for example, puts effort in improving the treatability level
of mobile phones in order to facilitate the extraction of valuable materials in an efficient
manner (Nokia, 2006). Similarly, producers might remove the toxic substances from
their product designs and thus decrease the cost associated with disposal. For example,
HP eliminated mercury fluorescent tubes and made the treatment of the display screens
easier and cheaper (HP, 2008). Since the cost of treatment processes depend on the
treatability level of the product (Stevels, 2003) and the associated costs might be brought

down by increasing the product’s treatability level, we model the unit treatment cost as
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cr — P& where ( is the savings achieved per treatability level. Note that, products
treatability level £ is an index where higher treatability level implies an environmentally-
friendly product design and a lower treatment cost. Similar to Subramanian et al. (2009)
our formulation implies that unit cost of treatment decreases linearly with the level of
treatability &.

Putting everything together, given the realized number of units collected is a;Q(7o +

Tz), the total cost of treatment is

TCT(7,&,x) = (cp — BE)iQ(10 + T2) — 00;Q* (0 + 7).

Even though we call cg “a cost”, depending on product characteristics, the revenue
generated from selling recycled materials may outweigh the total cost associated with
treatment. That is why we allow cr to be negative, implying that treatment of the
product may be profitable. For example, the revenue received from the precious metals
concentrated in electronics products such as cell phones, CPUs, and laptops? might indeed
exceed the cost of treatment, while for televisions the revenue does not offset the cost of
treatment (HECC, 2005; Sodhi and Reimer, 2001).

Generally, regardless of the compliance scheme choice, treatment processes are carried
out by third-party companies. When treatment is carried out by third-parties our cost
structure captures the price charged for treatment by the these companies. In this chap-
ter, neither the pricing decision of third-party companies nor the possible competition

between the these companies are modeled. Since we want to focus on how different com-

2For example, 1 metric ton of electronic scrap from obsolete computers contains more gold than 17
metric ton of gold ore (Bleiwas and Kelly, 2001).
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pliance schemes affects the collection and treatability decisions of a firm, we do not model
the treatment industry in detail. While a company who contracts with a third-party on
her own might be quoted a higher price, in order to facilitate the comparison between
the compliance schemes we assume that the treatment cost structure/parameters does
not differ with the compliance scheme choice.

3. Cost of increasing product’s treatability level: Take-back legislations aim to make
easily-treatable products more cost effective by establishing feedback loops from down-
stream (EOL product management level) to the upstream producer. If a producer prefers
to, she can increase the treatability level of her products and incurs an additional cost
to achieve that level. We call this cost component the cost of increasing the treatability
level and it depends on product design, the materials, the processes followed to manu-
facture the product, etc. For example, HP uses common fasteners and snap-in features
and avoids screws, adhesives and welds to make the dismantling of products easier (HP,
2008). When HP spends $1 more on the design cost to reduce the number of different
screws in each computer, she saves Noranda Recycling Inc., who recycles used electronics
for HP, approximately $4 in disassembly costs (GAO, 2005).

We assume that the cost to achieve treatability level ¢ for producer ¢ is convex and
increasing in &. Therefore for a producer who produces o;() units of product, the total
cost of manufacturing products at treatability level ¢ is TCG(€) = k&2a;QQ where k is the
cost scaling factor. Increasing marginal cost for achieving higher levels of environmental-
friendliness is a common assumption both in the operations (e.g., Subramanian et al.

(2009)) and economics (e.g., Gonzalez and Fumero (2002), Nordhaus (1991)) literatures.
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The rationale is that each additional unit of effort put in reducing the product’s en-
vironmental impact is more difficult and thus costlier to execute. In addition, beyond
a threshold, the cost of achieving lower environmental impact might exceed the price
that customers are willing to pay for the product and therefore, decreasing the product’s
environmental impact below some threshold level may be infeasible; our cost structure
captures this effect.

For the remainder of this chapter, we use subscripts S, C, F' to denote firm ¢’s cost,
decisions or problem parameters under the individual scheme, the collective scheme, and
the collective scheme with IFR, respectively. In addition, we use superscripts UB and
LB to denote the upper and lower bounds on the problem parameters. First, we analyze
the problem of minimizing the total compliance cost under the individual compliance

scheme.

3.4 Individual Scheme

When producer i sets up her own individual compliance scheme, the total compliance

cost 1s

TCs(1s,&s,x) = TCCs(rs,x) + TCTs(7s, &5, %) + TCGs(Es)
= 27075 + 75 + coiQ (10 + 275) + (cr — Bs) Q70 + To)
—0a;Q* (o + 1) + ;QkER
= 27oTs + nTa + (co + cr — B5)aiQ(To + Tsx) — 0l Q* (1o + Tox)?

+%Qk§§-
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Under the individual scheme, the producer chooses both the optimal treatability level
&s and the collection rate 7g for her products. As the uncertainty in terms of product
returns is not resolved at the time of decision, the producer minimizes her expected total
cost of compliance:

1-10>7520,£5>0

where

E(TCs) = /xHTCs(Ts,is,I)f(x)dx

TL

= 27o7s + 075 + 2 Q(ce + cr — BEs) (To + 7 /xH?ff(i’f) di’«“)

L

—0a;Q? (702 + 2797s /xfo(x) dx + 72 /xHx2f(x) da:) + ;QkES

TL TL

= 2mTs + 75 + iQ(cc + cr — BEs) (10 + Tsp)

—003Q” (73 + 2107sp + T5(1° + 7)) + i QkES.

3.4.1 Characterization of Optimal Policy

In order to guarantee positive semidefiniteness of the Hessian corresponding to the La-

grangian function of the problem (P1), we assume that condition (A1) holds.

4k(n — 00iQ* (1 + %)) — @, Qu’B* > 0 (A1)
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Condition (A1) characterizes a lower bound on n such that > nk? where nk? =

@i Q(4k00i Q2 +02)+ %4>
4k

) and implies that when it is very cheap to increase the collection
rate further (n < n%?) then the Hessian is negative semidefinite and the optimum solution
is observed at the corner points, i.e., either 7§ = 0 or 7§ = 1 —7y. Therefore, by assuming
(A1), we restrict attention to the region where n > n&” and avoid the trivial solutions.
In Proposition 14 we characterize producer i’s optimal solution under the individual

compliance scheme.

Proposition 14 Ifn > aiQ”(‘lk‘%‘iQ*ﬁz_zk(cR+CC)) = nY8 then 745 = 0 regardless of 0. If
n¥P >n > nkP then there exist two threshold levels k% and kY on 7y (expressions for k}

and k5 are provided in the proof in Appendiz C1) such that

1 if 0 <19 < KL then 75 =0

70 (4k00? Q? pta; QuB* —4kn)—2ka; Qu(cc+cr)
4k(n—007 Q% (u2+02))—a; Qu3?

2. if kL <10 <KL then 0 < 78 = <1-—1y, and

3. if kY <79 then 75 =1—19

The optimal treatability level in terms of 75 is £ = % For a possible characteri-

zation of T and £& with respect to 1y see Figure 3.1.

Proposition 14 shows that the optimal level of treatability is higher when the collection
rate and the savings () achieved through higher treatability levels are higher. For
example, one characteristic that increases 3 is high metal content because using metal
parts instead of their plastic counterparts facilitates recycling and reduces treatment
cost (Tojo, 2003). Although it is difficult to measure a product’s treatability level, one

possible measure is its recycling level, i.e., the percentage of product’s total weight that
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FIGURE 3.1: A possible characterization of optimal (a) collection rate and (b) treata-
bility level with respect to the base collection rate 7y under individual compliance

can be recycled. In the member EU states, it is estimated that the recycling level is
only 4% for coffee machines while it is as high as 43% and 63% for vacuum cleaners and
white goods respectively (Abele et al., 2005). It is also known that both the collection
rate and the metal content are low for coffee machines and high for vacuum cleaners and,
especially, for white goods. Therefore, Proposition 14 may explain why recycling level is
low for coffee machines but much higher for white goods.

As for the optimal collection rate, Proposition 14 implies that when the unit cost of
collection and treatment (cgr+ c¢) is higher, optimal collection rate is lower. In addition,
if it is expensive to maintain a collection rate, i.e., n > n5?, then regardless of the base
collection rate maintained by government and non-profits, the producer never invests in
increasing the collection rate further. On the other hand, when it is not costly to maintain
a collection rate, i.e., ) is low, the producer may choose any feasible collection rate, i.e.,

0 < 74(79) < 1 — 70, depending on the base collection rate. Next, with Corollary 2, we
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summarize how optimal collection rate 7 changes with respect to the base collection rate

T0-

Corollary 2 If n > n4? then 75 = 0 regardless of 7. Otherwise (i) if 70 < kL then
745 =0 and does not depend on 79, (i) if k5 < 19 < kY then 74 is increasing in 7o and

(iii) if 7o > k5 then 7% is decreasing in 7.

Corollary 2 together with Proposition 14 implies that the expected optimal collection
rate (7o + p74) is increasing in the base collection rate, 75. This implies that the optimal
treatability level is increasing in the base collection rate, too. Although policy makers
may choose 7y low and delegate all the cost and responsibility of increasing the collec-
tion rate to producers in order to decrease the costs incurred by the society, they need
to consider the tradeoff between incentivizing higher treatability levels and the cost of
maintaining a collection rate.

With Corollary 3, we summarize how optimal collection rate changes with 7 (the
parameter that measures how costly it is to maintain a collection rate), o (variability in

the collection rate), and «; (firm i’s market share ).

Corollary 3 If n > n4® then 75 = 0 regardless of n, o, or o;. Otherwise,
e as 1 increases, k5 and kL increase and 7% weakly decreases,
e as q; increases, ks and kY decrease and T4 weakly increases,
o as ju increases, £k and kY decrease and T4 weakly increases,

e as o increases, Kk remains the same while k5 decreases and T5 weakly increases.
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Corollary 3 shows that when it is not costly to maintain a collection rate and the
firm’s market share is high, the optimal collection rate is higher. For example, Nokia,
the market leader in mobile phones in the UK and a follower of the individual compliance
scheme, promotes higher collection rates by raising consumer awareness and helping the
customers find the nearest site for product returns (Canning, 2006). Since Nokia phones
are portable, they are easily dropped-off at the nearest store and the cost of maintain-
ing a collection rate is quite low (http://artsresearch.brighton.ac.uk/research/projects/if-
lab/rubbish). Thus, Corollary 3 explains why Nokia aims to achieve higher collection
rates.

Finally, Corollary 3 shows that variability does not affect the threshold on 7y above
which 7¢ is positive. Hence, the minimum base collection rate that would incentivize
investing in higher collection rates does not depend on the variability of customer returns.
However, once the optimal additional collection rate 75 is positive then higher variability
results in a higher collection rate. When 7§ is positive, the firm aims to exploit the
economies of scale. Therefore, when the variability in customer returns is high, she targets
a higher collection rate knowing that, due to high variability, the realized collection rate
may be much lower than the target rate and thus she may fail to benefit from the scale

economies in treatment activities.
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3.5 Collective Scheme with Cost Allocation by Mar-
ket Share

In order to comply with take-back legislations, producers may act collectively and set
up collective compliance schemes. Collective schemes are usually run by a non-profit
producer responsibility organization (PRO) that manages the collection and treatment
activities collectively on behalf of its producer members (Toffel, 2003). For example, The
European Recycling Platform (ERP) set up by Braun, Electrolux, HP and Sony ensures
that its members are in compliance with the WEEE directive.

Under collective schemes, when the collective collection and treatment cost is realized,
it is allocated among the members according to a previously-agreed-on rule. In practice,
the most frequently used rule is allocating the total cost among the members with respect
to their current market shares (Van Rossem, 2008). Therefore, in the rest of this section
we focus our discussion on the market share model and in the remainder of the chapter, by
collective scheme we imply collective scheme with cost allocation by market share unless
otherwise stated.

We model the relationships among the n producers and a non-profit central authority,
a so-called producer responsibility organization (PRO), under the collective scheme as
a two-stage Nash game. In the first stage, each producer j decides on the treatability
level ; of her product as all n producers do the same by simultaneously minimizing their
compliance costs given a collection rate. In the second stage, the PRO decides on the
additional collection rate 7 by minimizing the total cost of collection and treatment,

i.e., E(TCC¢)+ E(TCTe). Finally, the uncertainty on the product returns is resolved
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and the total costs are realized. The total collection and treatment cost is divided among
the members of scheme according to their market shares.

Under collective systems, products under each category (for example, the WEEE
Directive covers ten categories of EEE) are collected separately and the actual cost of
treatment for each category is recorded. Fees from a specific category of products are
used exclusively to cover the costs of that category and product categories do not cross
subsidize other product categories (www.weee-forum.org). Therefore, we consider a col-
lective scheme for products under a single category. We assume that the base collection
rate, 79, and the additional collection rate is specific to a product category and thus every
brand in the same category—every product in the collective scheme—achieves the same
collection rate. We base our assumptions on many reviews for take-back legislations that
report category-wise return rates. For instance, in the UK the collection rate is reported
to be 56% for fridges and 77% for displays (www.360environmental.co.uk/ news/45/). In
addition, we assume that when the investment 27977 + 727 is made, the increase in the
collection rate of each product is the same. In other words, this lump sum investment
raises the realized collection rate to the level of 75+ 27 for each firm in the collaboration.
Also, note that the cost of collection does not vary much among products of the same
category. Hence, differentiation of the collection cost between the brands is not necessary

and cc does not depend on the brand.
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3.5.1 Characterization of Optimal Solution
Collaborative Decision: Optimal Collection Rate

When the collective scheme aims to increase the total collection rate by 7o, the total

collection cost is
TCCcq(rc, ) = 2107 + 7ém + cc AnQ(27c + 70),
whereas the total treatment cost is

TCTo(re, €, 1) = (Z(CR — B&)a;Q (1o + 7‘0{17)) — 0A2Q%* (10 + To7)?,

i=1

where A, is the total market share of n firms, ie., A, = Z;L:1 a;. The non-profit

PRO decides on the optimal collection rate, 75 by minimizing the total expected cost of

collection and treatment for the collaboration:

Min FE, (TCCC(Tc,I’)—G—TCTc(Tc,é"L'))

1-10=27c 20
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L

where E,(TCCq (e, 2)+TCTe(1c, €, x)) = [ (TC’CC(TC, z) + TCTo(7¢, €, x)) f(z)dx

= roTe + NTE + Z a;Q(co + cr — BE)) (7’0 +7¢ /xfo(x) d:)s)

j=1 2

TH TH
—0A%Q? (7‘3 + 2797¢ / vf(x)dr + 73 / 2 f () dx)
Ty, zr
= mo7c + 078 + AnQcc (1o + Top)
Ey (TCC‘V; (TC7"E))

n

+A,Qcr (o +7op) = > (0;6)QB (1o + Tep)

Jj=1

—0A2Q° (15 + 270 + TG (1P + 7)) . (3.1)

'

Eo(TCTe (¢ £,x))

In the formulation, the expected total collection cost is E,(TCCeq(7¢,z)) and the

expected total treatment cost is E,(TCTe (e, &, x)).

Individual Decision: Optimal Treatability Level

Consider n producers acting collectively and sharing the cost with respect to their market
shares. The producers are the Stackelberg leaders and thus each producer simultaneously
decides on her product’s optimal treatability level by minimizing her share of expected

total compliance cost and the cost of increasing the product’s treatability level

Min E(TCe,) = <&

Min T (B: (TCCo(r2) + TCTo(7,6)) ) + ki@

where T'C¢; is the total compliance cost for firm ¢ when n firms collaborate.
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The Optimal Policy

The first stage game where the individual decisions are made and the optimal treatability
levels are determined is submodular and thus a pure strategy Nash equilibrium exists.
To show the uniqueness of the equilibrium, we use the dominant diagonal condition in
Milgrom and Roberts (1990). We find that uniqueness is guaranteed as long as condition

(A2) holds.

4k(n — 0Q*(u* + 0?)A2) — Qu*B*c; > 0 Vi.(A2)

In the rest of the chapter we assume that condition (A2), which also guarantees the

convexity of objective function, holds. Condition (A2) characterizes a lower bound on

n such that n > Q(A‘MQ(”ZJFZ?A%WW%) = n&P where o, = max{ay, .., a, }. Note that if
condition (A2) holds for the firm with the biggest market share then it holds for all the

other member firms. In the following proposition, we characterize the optimal policy for

the PRO and each producer ¢ with respect to the base collection rate 7.

" 4k0Q2p A3 2Son—2k A7
Proposition 15 [f n > #0@ndutous 2 Qulentec)y — pUB where Sy, = Y7, a2,

then 75 = 0 for every 9. Otherwise, there exist two threshold levels kL and k on 7

(expressions for kL and kY are provided in the proof in Appendiz C1) such that

1. if 0 < 79 < KL then 72 =0,

oo T I _ (QuB?S2n,—4k(n—0QpA3 ) An)T0—2kQu(cr+cc) AR
2. if ke < 19 < K then 0 < 75 = ‘kan(n—QQGA%(uz—i-az))O—SgnQ;ﬂg2 c <1-—m,

and
S if kK <71y thentl=1—19 .
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Optimal treatability level of firm i is £ = %ZLNC) For a possible characterization of

T& and £ with respect to 1y see Figure 3.2.

0.8 4
0.6 /

0.4 /

optimal collection level
~
optimal treatability level

0.2 -

0.0

T,— =Ty THT,

FIGURE 3.2: A possible characterization of optimal (a) collection rate and (b) treata-
bility level with respect to the base collection rate for two firms under collective com-
pliance with a; = 0.12, s = 0.08, n = 7000,cg = 6, cc = 0.5, = 3, Q = 1500, 6 =
2-1073, u=10.65, 0 = 0.2, k = 0.025.

Similar to our findings under the individual compliance scheme, one can easily show
that optimal additional collection rate 7 increases as the base collection rate 7 increases.
In addition, optimal treatability level for each member in the collective scheme increases
as the total collection rate increases. In a collective scheme, a big concern for the member
companies is potential free-riders—companies who do not invest enough in treatability
and benefit from the investments of their partner firms (they benefit because the total
cost is shared). Proposition 15 shows that the optimal treatability level is higher for
member firms with higher market shares (note that for any two firms k and i & = %ak)

Hence, producers’ concern regarding potential free-riders is not groundless, especially if

some partner firms have small market shares. In addition, our results indicate that the
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treatability level is increasing in the final collection rate in proportion to the producer’s
market share. As the collection rate increases, the improvement in the treatability level
of a producer with a small market share will be less than that of a producer with a high
market share. Thus, as the base collection rate increases, the difference between the

optimal treatability levels widens (see Figure 3.2(b)).

3.6 Collective Scheme with Individual Financial Re-
sponsibility (IFR)

As we stated in Section 3.5, in most implementations of the collective compliance scheme,
the total cost is allocated among members according to their market shares. However, in
their original statements most take-back legislations aim for IFR (which do not hold when
the legislation is implemented through a collective scheme with cost allocation by market
share). For example, the WEEE Directive clearly states that each producer should be
financially responsible for managing the waste from her own EOL products. The excerpt
from Article 8.2 reads:

For products placed on the market later than 13 August 2005, each producer shall be
responsible for financing the operations referred to in paragraph 1 relating to the waste
from his own products. The producer can choose to fulfill this obligation either individually
or by joining a collective scheme.

Article 8.2 requires IFR for producers’ own EOL products while providing a choice
in how to fulfil their responsibility, i.e., through an individual or a collective scheme.

Therefore even when the producers become a member of a collective scheme, they are
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still responsible for financing the waste of their own brand name products. However,
when member EU states transposed the WEEE Directive into law, most failed to clarify
IFR and cost allocation with respect to market share has been allowed. The reason why
companies prefer cost allocation by market share is that implementing IFR within a col-
lective compliance scheme requires sorting products by brand and tracking them through
the treatment process in order to record the true cost of treatment. This is a complicated
and costly endeavor. Still, IFR can be implemented within a collective scheme and the
Japanese SHARL where producers are financially responsible for collection and treat-
ment of their EOL products is an example. In the future, with new technologies such
as radio frequency identification (RFID), sorting and tracking of EOL products will be
much easier (Bohr, 2007). Still, RFID tags would be extremely expensive and it brings
the question of who would be responsible for incurring the cost of tagging and tracking.
If we ignore the additional costs incurred due to brand-based tracking, the collective
scheme with IFR is an attractive option for producers: the producer members exploit
the economies of scale in compliance cost and also benefit from better incentives for
improved design since each producer pays only for the collection and treatment of her
own products and there is no free-riding. That is why we analyze collective schemes with
IFR for comparison purposes even though they are not prevalent in implementation.
We model the relationships among the n producers and a non-profit PRO similar to
that under the collective scheme in section 3.5. As producer members are collectively
responsible for collection, the non-profit PRO decides on the optimal collection rate 7}

by minimizing the total cost of collection and treatment for the collaboration as is the
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case under the collective scheme (cf. Section 3.5.1). And each producer simultaneously
decides on her product’s optimal treatability level by minimizing her true compliance

cost:

Min E(TCp;) = E, (TCCp(5) + TOTp(15,€)) + k&, Q

£>0

where TCCrp(73) = 4+ (270750 + (75)2n) + cca;Q(zmh + 70) and TCTw(75, &) = (e —

BE:) 0 Q(10 + Tha) — ffn (0A2Q* (1o + Thx)?).

We assume that the cost of maintaining the collection rate 75 (i.e., 27075n + (75)?n) is
allocated among the members according to their markets shares. Under a collective sys-
tem, members share the same physical infrastructure and publicize information about the
collection activities collectively. Therefore, they are collectively responsible for financing
the collection points and the activities required to increase the customer awareness. And
since these costs depend on the total volume treated and not on the individual product
characteristics, cost allocation by market share is reasonable. Similarly, we assume that
the decrease in the total treatment cost due to economies of scale (i.e., 0A2Q? (1o + Trx)?)
is also allocated among the members according to their market shares. Recall that the
economies of scale in treatment cost arises from the capital intensive treatment pro-
cesses such as shredding or smelting through which all products of the same category go
through. Therefore, the member firms benefit from the economies of scale collectively

regardless of brand or product characteristics.
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3.6.1 Characterization of Optimal Policy

The first stage game where the individual decisions are made and the optimal treatability
levels are determined is submodular and thus a pure strategy Nash equilibrium exists.
To show the uniqueness of the equilibrium, we once again use the dominant diagonal
condition in Milgrom and Roberts (1990) and find that uniqueness is guaranteed as long

as condition (A3) holds.

Ak(n = 0Q* (1 + 0*) A7) — QuF°A, > 0 (A3)

In the rest of our analysis we assume that condition (A3), which also guarantees the

convexity of objective function, holds. Condition (A3) characterizes a lower bound on 7

such that n > @AnkIQW 24202)A7l+” ) = nEB. Proposition 16 characterizes the optimal

policy for the PRO and the producer members with respect to the base collection rate

T0-

242 24
Proposition 16 [fn > #0914 +Qub i‘f;; 2kQu(crtcc)An _ nYE, then 3 = 0 for every 7.
If n%B > n > nkB there exist two threshold levels k% and kX on 79 (expressions for kL

and k5 are provided in the proof in Appendiz C1) such that

1. ingfogmf; then i, = 0,

o T II _ (QAwup2—4k(n—0Q*uA2))10—2kQu(cr+cc) An
2. if kp <19 < K then 0 < 71p = 4k(n—€Q2A%(u2+a2)0)—QAnp2§2 in <1 — 1,

S if ki <719 then p =1 — 1.

Optimal treatability level of firm v is £ = %
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3.7 Comparison of Compliance Schemes

3.7.1 Producers’ Preference for a Collective Scheme over the
Individual Scheme

Even though producers are occasionally restricted by governments to comply with leg-
islation through a particular compliance scheme, more often they are free to choose the
most cost effective one among the alternatives. In this section, we characterize a pro-
ducer’s preference regarding the most cost-effective form of compliance. In doing the
comparisons, we assume that when firm ¢ joins a collective scheme (with IFR or with
cost allocation by market share) of market share A,, — «; (with n — 1 members) the PRO
calculates the updated optimal collection rate. Since the PRO aims to provide the most
cost effective compliance for its members, once the new member joins the scheme, she
may modify the collection rate by changing the effort she puts in collection activities. Ev-
idence suggests that PROs do vary their collection rates over time. For example, Repic,
a collective compliance scheme in the UK, recently contacted with additional collection
sites in order to increase the collection rate (Gyekye, 2009). In addition, we assume that
when firm ¢ becomes a member of the collective scheme, each existing member calculates
the updated optimal treatability level. Since the total volume collected goes up and,
furthermore, the collection rate may be updated by the PRO once a new firm becomes
a member, existing members may find it optimal to adjust their products’ treatability
levels in response. The following example demonstrates that how willing companies are
to invest in treatability levels depends on both the collection rate and the total volume

collected: HP’s take-back compliance manager states that there are design changes they
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can make but they do not get enough products back (BBCNews, 2007) to justify them.
First, we characterize how cost effective it is to follow a collective compliance scheme

with IFR in comparison to the other two compliance schemes we consider.

Proposition 17 A firm with market share «; always prefers to join a collective scheme
of size A,, — «; that follows IFR rather than setting up her own individual compliance
scheme. She prefers to join a collective scheme with IFR rather than the one with cost

allocation by market share if and only if 2S5, — A2 — a? < 0.

As intuition suggests, a collective scheme with IFR yields lower compliance cost when
compared to an individual compliance scheme because the members share the cost of
maintaining the collection level and benefit from economies of scale in the treatment
cost. On the other hand, surprisingly implementing IFR within a collective scheme does
not always yield lower cost than allocating the cost by market share. That is the case only
if 25,, — A2 — a? < 0, which is more likely to hold when small producers are members of
the collective scheme. Since members with small market shares may free-ride, treatability
levels are lower under cost allocation by market share, which increases the total cost for
all members. For a firm with moderate of large market share, collective scheme with cost
allocation by market share is preferred only when the scheme consists of firms with large
market shares. By the same token, collective scheme with cost allocation by market share
is preferred only by small firms and only when the scheme consists of firms with large
market shares. Since the partner firms with large market shares will invest in treatability
and thus the total treatment cost will be low, market share allocation rule yields smaller

cost for the smaller firm.
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Next, we compare the collective scheme with cost allocation by market share and the
individual scheme with respect to the minimum cost of compliance achieved under each.
First, we let 7 = 0 and define the difference between the costs of compliance under each

scheme as

_ ARIQAL (A, — o) + (7(250, — A2 — )

Q=FE(TCs)(t=0)—E(TCc)(t=0) Az " - (3.2)
Note that €2 > 0 if and only if
n—1
B2(A2 — a?) — 4kOQA2 (A, — ay
02> 0y = 1 ) N ( ), (3.3)
j=1

The next proposition characterizes the producer’s optimal decision regarding choosing

the compliance scheme that yields lower compliance cost.

Proposition 18 Consider firm i with market share a;;. We compare her compliance cost
under an individual scheme with that under a collective scheme where she collaborates

with n — 1 other producer members of total market size A,, — a; and we find that for firm

1. If Q > 0 then collective scheme yields lower cost of compliance unless 1 < 19 < 7o,

n < n, and < Qy hold simultaneously, where

o Qu(B*(A} — San) — AATKOQ(A, — o))
mo= A AL (A, — ay) ’

AZ (4K (07 Qb — 1) + o Qu3)?
ainQ(4kaf0Q*(u? 4 02) — dnk + ;Qu2f?)
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2. If Q <0 then

(a) If n > m then

i IfQ < Qo(70,1,0, 4, Ap, k, i, 0, Q) then the individual scheme yields lower

cost regardless of 1.

1. Otherwise the collective scheme yields lower cost if T3 < 19 < 4.

(b) Otherwise the collective scheme yields lower cost if and only if 75 < 7 < Tg.

The bounds 7; fori=1,..,6 on 19 and )y are provided in Appendiz C1.

Which compliance scheme yields lower cost depends, among other things, on the sign
of Q2. One may interpret €2 as an indicator of how costly it is to set up an individual scheme
compared to joining a collective scheme when the base collection rate is maintained as the
final collection rate (i.e., the additional collection rate 7% = 0). Using the equivalence of
2 > 0 to expression (3.3), we observe that 2 > 0 is more likely to hold when the existing
members of the collective scheme have large market shares. Thus if the collective scheme
already consists of firms with big market shares, then a firm with market share «; is more
likely to pay a lower compliance cost under the collective compliance scheme. Especially,
when €2 > 0, the individual scheme yields a lower cost if and only if n < n;, 2 < 4, and
To is in the right interval.

Let us take a closer look at the conditions that need to be satisfied for the individual
scheme to yield a lower cost when © > 0. The first condition is that n < 7, which
means that the market environment is such that it is relatively cheap to maintain a high

collection rate. Under this condition, a firm complying under the individual scheme may
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find it optimal to set the collection rate high, to the extent that 75 > 75 (one can show
that 7§ > 75 is a necessary condition for the individual scheme to yield a lower cost).
One reason for choosing the individual scheme is to be able to invest in treatability and
reap 100% of the benefits. However, for this investment to pay off, the firm needs to
achieve a high collection rate and be able to collect a critical volume of products and this
is possible when 1 < ;. Hence, a low 7 favors the individual scheme.

The second condition is that €2 < £2; and a closer inspection of this condition reveals
that this condition is more likely to hold when the market sizes of the existing members
of the collective scheme are not too large. When the existing members are really big, the
collective scheme benefits from economies of scale and regarding the treatability levels,
the incentive to free-ride is low. Hence, when the firms in the collective scheme are really
big, it is unlikely that the individual scheme will yield a lower cost.

Finally, when €2 > 0, which collective scheme yields the lower cost depends on the
base collection rate 7p. When 7 is low, the collective scheme yields lower cost because it
is expensive for individual firms to increase the total collection rate and they join their
volumes to benefit from economies of scale. When 7 is of moderate values, the optimal
collection rate under individual compliance may be higher than that under the collective
scheme (because firms would like to increase their products’ treatability levels and this
investment is economical only if they are above a critical collection rate rate). As a result,
firm ¢ enjoys both economies of scale benefits and lower treatability costs and only then
individual scheme yields lower compliance cost. Finally, when the base collection rate is

high, the collective scheme is the less costly alternative again because treating the large
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volumes returned individually is very expensive.

We also observe that if 3 = 0 (recall that 3 is the coefficient for possible savings
in unit treatment cost) then the collective scheme always yields a lower cost for firm ¢
because there is no incentive to set up an individual compliance scheme. This finding is
aligned with the expectation that small appliances such as electric toothbrushes, hand-
held vacuum cleaners, toasters and irons will be treated together and their treatment will
be jointly financed (CECED, 2002). These kind of appliances have low metal content

which, as discussed in section 3.4, is an indication of a small j3.

Corollary 4 If a;i®32Q(2S2,— A% —a?)+4c;k A20Q? (u*+02) (A, —a; ) +4k A( A, —ai)n <
0 then the firm incurs lower compliance cost under the individual scheme regardless of

T0-

Observe that the condition in Corollary 4 holds only if A2 > S,,, ie., A2 | +
2A,_10; > Sy(n—1). Hence when Sy(;,,_1) is sufficiently small and A,,_; is sufficiently high
(this means that the collective scheme consists of many small firms before firm i joins),
the individual scheme yields a lower compliance cost for firm 7. In other words, for a
given firm, it is not cost effective to join a collective scheme if it consists of many firms
with small market shares.

When 2 < 0, unless 75 = 0 or Corollary 4 holds, the base collection rate 7y determines
the most cost-effective compliance scheme. The individual scheme yields a lower cost
when the base collection rate is low or very high. When 7y is small, 75 = 7§ = 0 (or
both are very small). Hence, the total volume collected is small and the firm prefers

the individual scheme and invests in higher treatability levels in order to reduce the
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total compliance cost (as opposed to joining the collective scheme with small members
and trying to exploit economies of scale). On the other hand, as 7y increases, the cost
of collection increases. This decreases her willingness to go individual and invest more
in higher treatability levels. Rather, she prefers the collective scheme to benefit from
economies of scale. Eventually when 7y is very high, because of high volume of returns
which come at no cost to the firm, the firm again prefers the individual scheme and
benefits from both economies of scale and higher treatability levels.

For a possible characterization of the optimal compliance decision given a base col-
lection rate see Figure 3.3 which plots 0 = E(T'Cs) — E(T'C¢). The figure confirms our
analytical insights that for sufficiently low and high base collection levels, individual com-
pliance scheme yields lower compliance cost while for moderate levels of base collection

rate, the collective scheme yields a lower cost.
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|— Difference between the optimal compliance costs |

FIGURE 3.3: A possible characterization of compliance decision respect to base collection
rate: When 0 = E(T'Cgs)— E(TC¢) > 0(< 0) the optimal decision is joining the collective
scheme (setting up an individual scheme)
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Effect of return uncertainty on the Producer’s Preference for a Collective Scheme:
When the base collection rate 7y is small, which compliance scheme yields lower cost
depends on the sign on €). It is apparent that the sign of €2 depends neither on the mean
collection rate p nor on how much the collection rate deviates . Therefore, if the base
collection rate is small then the uncertainty in collection rate does not affect a producer’s
preference for a collective scheme. On the other hand, this might not be the case when
the base collection rate maintained by government and non-profits is relatively high.
Next we provide an example where the producer’s preference for the collective scheme
changes as p increases.

EXAMPLE 1. Assume that the total market size is @ = 1000 and a firm of size
a1 = 0.15 considers setting up a collective scheme with another firm of size as = 0.20.
The treatment/collection costs are cg = 6 and ¢c = 0.1. The other parameters are as
follows: 3 =5, k= 0.1, § = 5.510%, n = 3150, 0 = 0.2. When p = 0.3, the individual
scheme yields lower cost regardless of the base collection rate 5. When p = 0.5 the
compliance decision with respect to 7y is as depicted in Figure 3.3.

This example illustrates that even the individual scheme might yield lower cost when
the mean collection rate p is small, collective scheme might be the less costly alternative -if
the base collection rate is of moderate values- when the mean collection rate is high. When
1 is high, expected collection rate is higher and thus the firm benefits from economies
of scale under a collective scheme. Thus, the firm’s willingness to set up an individual
scheme and to invest in higher treatability levels decrease. Still, when 7 is very high she

does not need to join the collective scheme to benefit from economies of scale because a
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high volume of returns is already maintained by government/non-profits.

Impact of Collection Targets on Producer’s Preference for a Collective Scheme

Assume that the take-back legislation specifies a lower bound 77, (specified as a percentage
of the total sales of the company) on the EOL products to be collected and disposed of or
treated properly. For example, in their take-back legislation for video display devices, the
state of Minnesota sets 77, to 70% for the first year and increases it to 80% after that. In
New York City, the collection target is set at 25%. Not all forms of take-back legislation
specify the collection rate as a minimum percent of sales in the previous year. WEEE
sets the collection targets as a percentage of the weight of EEE put on the market. For
example, for large household appliances, the collection target is 80% of the total weight
of appliances sold in the previous period. Since we are modeling an economy with a single
category of products, if the products under the same category weigh almost the same
then even these different types of collection targets can be represented as some 7, percent
of previous period’s sales. On the other hand, if the products under the same category
do not weigh same, then we can tweak the model by using adjusted market shares which
are obtained by multiplying the market shares with the corresponding product’s weight.

In this section, we analyze how a firm’s compliance scheme preference is affected
by exogenous collection targets. We restrict attention to cases where 7, is higher than
the optimum collection rates the firms would otherwise choose since there would be
no need for the governments to set such targets if the firms were voluntarily meeting
them. First, as Proposition 17 shows, imposing a collection target does not influence

a firm’s preference for the collective system with IFR over the other schemes. But
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as Proposition 19 demonstrates, it may impact a firm’s preference for the individual
scheme over the collective scheme. Most importantly, comparing Proposition 18 with
Proposition 19 reveals that an exogenous collection target of 7, makes the collective
scheme more attractive to producers. This is intuitive; if legislation forces a producer to
collect more than she otherwise would, she joins the collective scheme to benefit from

possible scale economies.

Proposition 19 If the government imposes a lower bound T;, = 1o+ u7 on the percentage
of goods sold that should be collected and treated properly, which compliance scheme yields

lower cost for firm i depends on Q0 (given by (3.2)) as follows:
e [fQ) >0 then the collective scheme yields lower compliance cost.

o [fQ <0 then the collective scheme yields lower compliance cost if and only if n > n;
and T, is sufficiently large for a given 1y. Otherwise, individual scheme yields lower

cost.

3.7.2 Policymaker’s Perspective: Environmental Benefits

In this section, we take the policymaker’s perspective and assume that firm ¢ with mar-
ket share «; is told to follow either the individual scheme or the collective scheme. In
other words, at this point we are not concerned about the firm’s preference regarding the
compliance scheme that yields lower compliance cost but assume that the compliance
scheme is already imposed. Although producers are free to choose individual compli-

ance scheme under the WEEE Directive, some governments impose strict administrative
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requirements such as providing additional waste plans and financial guarantees for indi-
vidual compliance and thus individual compliance becomes a highly unattractive option.
For that reason, in countries such as Greece or Slovenia, no firm has yet applied for
individual compliance (Perchards, 2007). In this section, we aim to understand if the
policy maker’s decision to impose additional requirements for individual compliance and
thus turn it into an infeasible option is useful in achieving higher environmental benefits.
In order to identify which compliance scheme achieves higher environmental benefits, we
compare the collection rate and the treatability level achieved when the firm complies in-
dividually versus when she joins a collective scheme. We first compare the total collection

rates achieved under each possible compliance scheme.

Proposition 20 Consider firm i with market share o;; and a collective scheme with total

market share A,, — o;. Then
1. 5 > max{7}, 74}
2. Depending on n, 7¢ and 75 compare as follows:

(a) If n > max{n%P nYP} then 75 = 745 =0 for every 7.

(b) If n2 > n > ny? (Y% > n > nG"B) then 75 = 0 (18 = 0) and 75 > 7%

(15 > 78) for every .
() If min{nZP 4P} > then

i. If n >y then 75 > 7& for every .
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1. If no < n <mn where

(4kA20Q (1 — u? — 0?)(Ay — ) (cn + cc)
Qi | —(pB(A2 — Sau)(1 — ))(cr + cc)

+2Q62026‘(Ai — Oéngn)
2((T— 1) (Anati — San)uf? + 4k A6Q(AZ — o) (1 + 02 — )

N2 =

then 75 > 14 (18 < 1&) when 10 > k3 (To < K3).
wi. If n < my then 75 < 7§ for every .

The expression for k3 is provided in the proof in Appendiz C1.

As intuition suggests, the total collection rate is highest under collective compliance
with IFR. On the other hand, among the other two compliance schemes which one gives
higher environmental benefits in terms of higher collection rates depends on how expen-
sive it is to maintain the collection rate, (i.e., on 7). When 7 is high (e.g., large country,
population dispersed, customers are not willing to return the products) collective schemes
result in higher collection rates because it is feasible to increase the collection rate only
when producers share the costs. On the other hand, when 7 is low (e.g., small and less
populated country) higher collection rates are achieved if the government enforces the
individual compliance scheme. This result implies that imposing additional requirements
for individual compliance and thus turning collective compliance into the more attractive
alternative in smaller countries such as Greece or Slovenia may be a flawed strategy and
may result in lower collection rates when compared to what would be achieved under
individual compliance. For moderate values of 7, the base collection rate 7y should be

chosen carefully: For higher values of 7, i.e., 79 > k3, collective scheme yields higher
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collection rates. On the other hand, for lower values of 7, ie., 79 < k3, individual
scheme achieves higher collection rates. The conditions under which individual scheme
yields higher collection rates, i.e., no < n < and 7y < kg3, are satisfied if 3 is high and
there are relatively small firms in a big collective scheme, i.e., total market share of the
collective scheme is big enough but member shares are relatively small. Therefore, when
they act collectively they benefit from economies of scale and do not need to increase
the collection rate for small values of 75. On the other hand, when the firm with market
share «; (a relatively large market share) sets up an individual scheme she benefits from
increasing the collection rate since (3 is high.

Finally, note that if the base collection rate is very low or very high, ie., 7 <
min{x%, x5} or 7o > min{x%, x4}, then both schemes achieve the same level of collection
rate. In the former case, the optimal additional collection rate is zero for both schemes,
while in the latter case it is 1 — 75. Thus, in either case, the policy maker does not
need to worry about imposing a particular compliance scheme in order to achieve higher

collection rates.

Proposition 21 Consider firm i with market share c; and a collective scheme with total
market share A, — ;. Then, & > max{{;,&5}. The optimal treatability level under
collective scheme is higher than that under individual scheme, i.e., & > €5 if and only

2 3 2 2 2 .2 -
ifmy <n<mg= Qu (4’“‘4”9@25(52:‘_);4&4_’5@ 7" (An O‘Z), and 7 < 19 < 13. The bounds T; for

1=17,8 on 19 are provided in Appendiz C1.

With Proposition 21, we establish the intuitive result that the treatability level is

highest under the collective scheme with IFR. In addition, we conclude that if 7 is small,
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i.e., n < ny, the optimal treatability level achieved under the individual scheme is higher
than that under the collective scheme regardless of the base collection rate. When 7 is
small, it is cheap to increase the collection rate further and the additional collection rate is
higher under the individual scheme. Since the treatability level is linear in the collection
rate (see Propositions 14 and 15), the treatability level is higher under the individual
scheme. On the other hand, when 7 is large, i.e., n > 13, the treatability level is higher
under the individual scheme for completely different reasons. Note that for higher values
of n, the difference between collective and individual collection rates decreases since
increasing the collection rate is very costly in either case. Therefore, collective scheme
can never achieve high enough collection rates that is necessary for higher treatability
levels. Finally, only when both n and 7y are in the right interval, optimal treatability
level under the collective scheme is higher than the individual treatability level. The
treatability level under the collective scheme increases as the collection rate and/or the
market share of the firm increases. That is why we observe a higher treatability level
under the collective scheme only if the collective collection rate is significantly higher
than the individual collection rate.

Another condition under which the difference between the two collection rates is
particularly high is when the market shares of each of the firms in the collective scheme
are large. Therefore, the collective scheme may yield higher treatability levels than the
individual scheme when it comprises of firms with large market shares. The treatability
level under the collective scheme is generally lower than that under the individual scheme

since firms do not invest as much when the other firms free-ride on their investment
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(Tojo, 2004). However, our result shows that this fear is somewhat mitigated when the
collective scheme members have large market shares and are less likely to free-ride (since
the optimal action for all members is to invest in high levels of treatability).
Proposition 21 implies that even when the collective collection rate is higher, treata-
bility levels may be higher under the individual scheme. Therefore, policy makers should
be particularly careful when imposing a specific compliance scheme because there may
be conflicting environmental benefits. Next we provide an example to illustrate this.
EXAMPLE 2. Assume that the total market size is Q@ = 1000 and a firm of size
a1 = 0.23 considers setting up a collective scheme with another firm of size ay = 0.3.
The treatment/collection costs are cg = 6 and cc = 0.5. The other parameters are as
follows: 3 = 3.5, k = 0.039, 8 = 0.01, n = 9500, ¢ = 0.5 and p = 0.6. The optimal
collection and treatability levels under collaborative and individual scheme are depicted

in Figure 3.4.
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FIGURE 3.4: Conflicting environmental benefits unless 7 is in the right interval
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For this specific example, even when the collective collection rate is higher, individual
scheme gives a higher treatability level unless 7 is in the right interval and there are
conflicting environmental benefits for a large range of base collection rates.

Recall that in Section 3.7 we show that if a minimum collection level is imposed by
the government, a producer, who would otherwise choose the individual scheme, may
end up joining a collective compliance scheme. In that context, our results suggest that
if such an exogenous collection target causes the firm to switch compliance schemes, it
may result in a degradation in the treatability levels and our next example demonstrates
that this is indeed possible.

EXAMPLE 3. Assume that the total market size is Q = 100 and a firm of market
share ar; = 0.3 considers setting up a collective scheme with another firm of market share
ay = 0.3. The treatment/collection costs are cg = 7 and ¢ = 1. The other parameters
are as follows: =5k = 0.1, § = 0.05, n = 1400, 0 = 0.2 and p = 0.8. In the
absence of collection targets, individual scheme yields lower compliance cost regardless
of 7. However, under legislation with a collection target of 7, = 0.95, collective scheme
yields lower compliance cost when 75 < 0.695 (for the difference between the compliance
costs under individual and collective schemes see Figure 3.5(a)). The optimal treatability
levels are plotted on Figure 3.5(b).

When the legislation imposes collection targets, both collective and individual schemes
achieve the same level of collection rate, i.e., 79 + 7y, which is higher than the collection
rate achieved in the absence of collection targets. While the collection rate increases, in

this specific example, we observe that the treatability level under the optimal compliance
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FIGURE 3.5: For Example 3, (a)the collective scheme yields lower compliance cost under
1, (b)érx k€ {5, C} is the optimal treatability level under the compliance scheme that
yields lower cost under 7;, and &g the optimal treatability level in the absence of 7.

decision may be lower than that would be achieved in the absence of collection targets.
We observe a degradation in treatability levels only when the base collection rate is of
moderate levels. When the base collection rate 7y is low, even though the optimal compli-
ance decision changes from individual scheme to collective scheme, optimal treatability
does not decrease. In the absence of collection targets, the producer does not have much
incentive neither to increase the collection rate nor the treatability level. Recall that
the collective scheme achieves higher treatability levels than the individual scheme only
when the collective collection rate is significantly higher than the individual collection
rate. Here, inducing very high collection targets causes the firm to switch to collective
compliance, increases the collection rate drastically and thus yields higher treatability
levels. For moderate levels of base collection rate, in the absence of collection targets, the

individual scheme is optimal and achieves higher collection rates and treatability levels
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than the collective scheme. The target collection rate causes a switch to the collective
scheme, but the overall collection rate is not high enough to ensure higher treatability
levels under the collective scheme. Finally, when base collection rate is high, optimal com-
pliance decision remains the same, i.e. individual scheme yields lower cost, and therefore

optimal treatability level increases as the legislation imposes high collection rates.

3.8 Conclusions

As an increasing number of countries act to require producers to finance the collection and
treatment of their end-of-life products through legislation, it is important for producers
to fully understand the compliance-related costs and how they depend on the particular
compliance scheme followed. Even though research on take-back legislations is growing,
no previous work looked at the question of which compliance scheme yields the lowest
cost for a producer and our research aims to fill this gap.

Given the choice, some producers (e.g., Cisco) choose individual compliance whereas
others prefer collective compliance (e.g., ERP by Braun, Electrolux, HP, Sony). In order
to characterize the market and operating conditions that make one form of compliance
more cost effective than the others, we first compare the three compliance schemes with
respect to the compliance cost a producer incurs under each. We find that, as intuition
suggests, collective compliance with IFR is in general the most cost effective alternative
since it allows producers to exploit the economies of scale inherent in a collective system
as well as recoup the benefits of their environmentally-friendlier products. However,

the collective scheme with IFR is not easy to implement in practice because it requires
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sorting EOL products by brand and tracking them through the treatment process in
order to record the true cost of treatment. For that reason, individual scheme and
collective scheme with cost allocation by market share are the two prevalent forms of
compliance in practice. We find that which scheme (of these two) gives lower compliance
cost depends on the base collection rate maintained by the government and non-profits as
well as the market shares of partner firms. If the partner firms have large market shares
then collective compliance, in general, yields lower cost for a producer. The producer
not only benefits from economies of scale but also invests in increasing the treatability
level—and thus decreases the treatment cost—with no fear that the others will free-ride
on her investment. On the other hand, if the partner firms have small market shares, a
producer pays lower compliance cost under collective scheme only if the initial collection
rate maintained by the government is of moderate levels.

Our research has policy implications. We analyze how the choice of a particular com-
pliance scheme affects the success of legislation in terms of increasing the collection rate
and creating incentives for designing environmentally-friendlier products. One lever pol-
icymakers have in enacting legislation is to specify the compliance scheme producers are
allowed to follow. To that end, we find that collective scheme with IFR provides superior
environmental outcomes than the others, but as evidence from the implementation of
the WEEE Directive suggests, collective scheme with IFR is difficult to implement and
enforce. When we compare the individual scheme with the collective scheme with cost
allocation by market share, we find that, in general, the treatability level is higher in

the former and the collection rate is higher in the latter. However, if the government is
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willing to maintain a moderate level of collection rate and incur the related cost, both
the collection rate and the treatability level may be higher under the collective scheme.
Hence, policymakers should think twice about shifting the cost of EOL products com-
pletely to producers. Another lever the policymakers have is the possibility of imposing
collection rate targets. We find that high collection rate targets cause producers to switch
to the collective scheme and result in lower treatability levels. Therefore, policymakers
need to be cognizant about the trade-off between the collection rates achieved and the

incentives producers have to increase the treatability levels of their products.
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CHAPTER 4

The Impact of Buyback Price
Commitment and Demand
Uncertainty on Channel Conflicts

4.1 Introduction

This chapter deals with product take-back motivated by the goal of managing distribution
channels better. When manufacturers distribute products through different channel in-
termediaries, channel competition may rise. Effectively managing the relationships with
and mediating the conflicts between intermediaries is of key importance to manufactur-
ers’ profitability. For that reason, a growing number of companies with dual distribution
channels, i.e. rental and sales channels, set up buyback programs, a form of product take-
back. For instance, U.S. automobile manufacturers sell their products through dealers
and rental agencies. Until the late 1980s, these two channels were separate: dealers were
franchised to sell products in the sales market and rental agencies to rent in the rental
market. Low sales in the consumer market prompted manufacturers to experiment with

new channel structures. Initially, they adopted an overlapping channel in which rental



agencies were allowed to sell used rental cars to consumers. This channel arrangement led
to a large number of slightly used rental cars entering the sales market and thus a com-
petition between rental agencies and dealers. Due to dealers’ strong opposition and even
law suits against the manufacturers, this channel strategy failed in action (Auto Rental
News, 1990). In order to mitigate the channel conflicts between the intermediaries, some
manufacturers launched buyback channel structure. Under buyback programs manufac-
turers sell the so-called program cars to rental agencies and then repurchase them at a
guaranteed price after a period of time in order to redistribute them through dealers.

Figure 4.1 illustrates the three channel structures in the U.S. automobile industry.

Separate Overlapping Buyback
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FIGURE 4.1: Three Channel Structures in the U.S. Automobile Industry

The evolvement of channel structures in the U.S. automobile industry shows that
when setting channel policies manufacturers have to take intermediaries’ profitability
into consideration in addition to their own. While buyback channel clearly avoids direct

competition between dealers and rental agencies, how valuable a buyback channel is in
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mediating channel conflicts seems to depend on the quality of used cars! Highly durable
used cars increases the competition between new and used cars and thus the competition
between dealers and rental agencies in an overlapping channel structure. Durability
of used cars is often reflected in their residual value, or resale prices. However, price
depreciation of used cars can fluctuate significantly depending on different factors such
as the economy, gas price, or sales of new cars. For example, average resale prices of used
rental cars ranged from $10500 to $13000 in 2005 (Auto Rental News, 2006). Uncertainty
in the residual value of used cars is a source of demand uncertainty that affects the market
size of both new and used cars. In this chapter, we incorporate uncertainty in residual
value and explore how it affects buyback channel’s ability in mediating channel conflicts
and manufacturers’ channel policies.

While a buyback channel alleviates channel conflicts, it does not necessarily maximize
manufacturers’ profits. Their profitability depends on two characteristics of the buyback
program: (i) timing on the announcement of buyback prices; and (ii) quality standards
for the cars repurchased by manufacturers (also called turn-back standards). There are
two alternatives related to timing of setting the buyback price: buyback prices could be
committed by manufacturers at the time of the initial purchase or determined at the
time of repurchase. For example, Ford currently uses a fixed price depreciation rate in
their daily rental repurchase program, under which the buyback price is calculated using
projected rental time (https://www.fleet.ford.com). Using a fixed price depreciation rate

is equivalent to committing the buyback price at the time of initial purchase for a given

L Although our research applies to any durable good industry where rental and sales market coexist,
in the remainder of this chapter we refer to this durable good as car.
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length of usage. One of our main goals in this chapter is to identify how the timing
of price announcement in a buyback program impacts the profitability of manufacturers
and intermediaries.

In a buyback channel, manufacturers set turn-back standards on repurchased program
cars, i.e., used rental cars. To be eligible for repurchase, program cars need to meet
these turn-back standards which include regular maintenance service records, original
factory-installed equipments, completed warranty and recall repairs, etc. These turn-
back standards help to explain the evidences suggesting that program cars typically
have a lower depreciation rate and thus a higher resale price than used cars owned by
consumers (Purohit, 1997). Thus turn-back standards affect how much program cars
depreciate which in turn affect the intensity of competition between rental agencies and
dealers. In this chapter, we aim to understand how manufacturers can use turn-back
standards as an operational lever to mediate channel conflicts and to improve their own
profits.

Among other results, we find that the timing strategy on buyback prices affects not
only total channel profits but also the allocation of profits among the channel members.
Compared to setting it at the time of repurchase, as in (Purohit, 1997), early commitment
of the buyback price under no uncertainty always reduces total channel profit and the
manufacturer’s profit. Moreover, buyback price commitment leads to the lowest profit
for both the channel and the manufacturer among the three channel structures. This
is in stark contrast to the profit rankings under no price commitment with which a

buyback channel always dominates a separate channel in terms of total channel profits
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and the manufacturer’s profit. Even in the presence of residual value uncertainty, the
manufacturers’ profit is always the lowest in a buyback channel when the buyback price
is committed early.

Our results suggest that the timing policy on the buyback price can be used as a
profit lever for the manufacturer. Instead of committing it at the initial time of pur-
chase, the manufacturer can improve profits by setting the buyback price at the time of
repurchase. That brings up the question of why buyback price commitment is still being
implemented in practice by automobile manufacturers. Our main aim in this chapter is
not characterizing the most profitable channel structure for the manufacturer but ratio-
nalizing manufacturer’s decision in launching buyback channel with price commitment.
To this end, we explore different effects that rationalize the choice of price commitment
under buyback channel structure. First, our results suggest that commitment of buyback
price enhances a buyback channel’s ability in resolving channel conflicts in the presence
of residual value uncertainty. The dealer always achieves the highest profit under a buy-
back channel with price commitment. Buyback price commitment also improves the
rental agency’s profit when the depreciation rate differential between program cars and
used cars is sufficiently small. Moreover, in the presence of uncertainty the manufacturer
achieves higher total sales under buyback price commitment than that under no price
commitment. In contrast, in the absence of uncertainty, buyback price commitment al-
ways leads to the smallest total sales among the channel structures. With residual value
uncertainty, we find sufficiently different effects from those obtained with a deterministic

model thereby emphasizing the importance of taking uncertainty into account.
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While the buyback channel never maximizes the manufacturer’s profitability among
the three channel structures, our analysis shows that the manufacturer can use the turn-
back standard as an operational lever to improve profits. A higher turn-back standard
leads to lower depreciation of program cars relative to that of used cars. We show that
the manufacturer’s profit generally increases in the turn-back standard in the presence
of residual value uncertainty.

The rest of this chapter is organized as follows: In §4.2 we review the relevant litera-
ture, in §4.3 we lay out the model. We analyze the impact of buyback price commitment
and turn-back standards on the performance of the three channel structures in §4.4 under
no uncertainty. In §4.5, we explore the same questions under residual value uncertainty.

We conclude in §4.6. All proofs are relegated to Appendix D1.

4.2 Related Literature

This chapter studies profitability of the buyback channel structure by connecting two
important streams of research in operations management literature: Channel competition
and resolution of channel conflicts in a durable good market. Prior academic research
falling in the intersection of these two research streams has been limited. The literature
on durable goods is vast but has primarily concerned a manufacturer’s decision on leasing
vs. selling, e.g. Stokey (1981), Bulow (1982), Purohit and Staelin (1994), Purohit (1997),
Desai and Purohit (1999), Bhaskaran and Gilbert (2009).

Only a few papers study competition among intermediaries and its effects on manu-

facturers’ channel decisions. Bhaskaran and Gilbert (2009) study how product durability
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affects interactions between the manufacturer and dealers. They show that when the
competition is intense among dealers, the manufacturer prefers so-called lease brokering
arrangement, where the dealers earn a margin for brokering leases between manufacturer
and customers, instead of selling her product to dealers. Purohit and Staelin (1994),
on the other hand, study the three aforementioned channel structures, namely, separate,
overlapping, and buyback, focusing on the manufacturer maximizing profits through the
dealer channel in a setting where the rental market is fixed. They compare manufac-
turer’s total sales under each channel structure and conclude that total sales of new cars
are greatest under overlapping channel structure.

This chapter is closely related to Purohit (1997), who studies the three channel struc-
tures under no demand uncertainty. Purohit examines the form of buyback channel
structure where buyback price is determined in the second period, i.e. buyback with no
price commitment, and finds that a buyback channel serves to mediate channel conflicts
between dealers and rental agencies. In this chapter, by incorporating uncertainty in
the residual value of used cars, buyback price commitment, and turn-back standards,
we introduce important operational elements into channel management. Our main con-
tribution is showing how residual value uncertainty and an operational policy such as
turn-back standard affect attractiveness of a buyback program and channel competition

Although most papers in the literature on durable goods do not consider uncertainty,
a notable exception is Desai et al. (2007), who study the role of demand uncertainty in a
manufacturer’s production and marketing decisions on a durable product. However, their

paper does not consider intermediaries and channel interactions. In contrast, we focus
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on how uncertainty in the residual value of used products affects channel competition

and a manufacturer’s channel policies.

4.3 The Model

We consider a monopolist manufacturer who makes a durable good and distributes it
to consumers through a dealer and a rental agency. The durable good lasts for two
periods. Although our analysis applies to any durable-good industry where rental and
sales market coexist, we will refer to this durable good as car. There are three types of
cars: new, program, and used cars. Program cars refer to those used rental cars while
used cars refer to those used ones owned by consumers. In the first period only new cars
are available in the market, whereas in the second period new, program, and used cars
might coexist.

Consumers are heterogenous and their valuation for a new car in each period is
represented by ¢ = [0, 1] where ¢ is distributed uniformly between 0 and 1. The total
mass of consumers is normalized to 1. We use subscript n, p and u to stand for new,
program and used cars, respectively. As discussed in §4.1, program cars owned by the
rental agency depreciate less than used cars owned by consumers. Thus 0 <6, <60, <1
where 0; is the depreciation rate of type i car, i € {p,u}. Without loss of generality we
assume that 6, = 76, where v € [0, 1]. Consumer valuation for program (used) cars is
v=(1=~0,¢ (v=(1-0,)¢). When a consumer with valuation v purchases a car, his
utility is v — p where p is the price. In any period each consumer purchases a car, if any,

that provides him with the highest nonnegative utility.
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For the remainder of this chapter, we use subscript M, D, R, and SC to denote
manufacturer, dealer, rental agency, and supply chain, respectively. In addition we will
use superscript S, O, BC, and BN to denote separate, overlapping, buyback with price
commitment, and buyback with no price commitment, respectively.

Notations.

¢;j : quantities in the sales market in period 7 for j € n,p, u type of car

pi; : prices in period i for j € n,p,u type of car

¢i; : rental quantities in period 7 for j € n,p type of car

Di; : rental prices in period 7 for j € n,p type of car

qg, : quantity of program cars that the dealer purchases from the manufacturer in a
buyback channel in the second period

qﬁ, . quantity of program cars that the rental agency sells back to the manufacturer
in a buyback channel in the second period

w; : wholesale price for new cars charged to the dealer in period ¢
w; : wholesale price for new cars charged to the rental agency in period i

wy : buyback price for program cars

w, : wholesale price for program cars charged to the dealer (only relevant in period
2)

Hﬁj : the total profit to go for j € {M, D, R, SC} in period i under channel structure

l € {S,0,BC, BN}. We assume Héj = 0, i.e., the terminal value at the end of period 2

1S zero.

The inverse demand functions can be derived from solving a consumer’s purchasing

120



decision in the two periods and are listed as follows (For derivations interested reader

might see Purohit (1997)).

Pin = P2t (1= qun),

Pon = Pop+ V0u(l — qon),

pop = Pout (1 =7)0u(l — Gon — G2p),
pou = (1=0u)(1 = G20 — G2p — G2u);
Pin = 1—qin,

Pon = Don +70u(l — Gon),

]5217 - (]- - ’Veu)(l - q2n - q2p)~

We first solve the problem with no uncertainty. Then in §4.5 we introduce uncertainty
by assuming that 6,, the rate at which consumer valuation of used cars depreciates, is
distributed uniformly between a and b where 0 < a < b < 1. We assume that the un-
certainty is resolved at the beginning of the second period before all price and quantity
decisions. Because depreciation reduces consumer valuation of used cars, random real-
izations of 6, capture demand uncertainty, specifically uncertainty in the allocation of
demand between new and used cars. Since ¢, = 70, uncertainty exits not only in the
depreciation of used cars but also in the depreciation of program cars. We use uncer-
tainty in the depreciation rates to capture the fact that the residual value of used cars is
stochastic and to introduce the mixed demand uncertainty for new, program, and used

cars. Our model, however, does not capture uncertainty in total market demand, and
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thus holds the maximum demand size to be constant at 1. Because the competition be-
tween new, program, and used cars is the main source of channel conflicts, incorporating
the mixed demand uncertainty enables our model to focus on the impact of uncertainty

on channel competition.

4.3.1 Channel Structures

We first describe the common features of the three channel structures. Regardless of the
channel structure, the manufacturer maximizes her profit in each period by choosing the
optimal wholesale prices. We assume that the manufacturer is the Stackelberg leader
and the intermediaries compete on quantities. Therefore based on the wholesale prices
announced by the manufacturer, the intermediaries maximize their individual profits by
choosing the optimal quantities. We solve for the subgame perfect equilibrium using
backward induction.

The two-period competition between intermediaries is formulated as a Cournot model
as is commonly used in the literature, e.g. Purohit (1997). While price competition is
appropriate where capacity and production quantity can be adjusted easily (e.g. informa-
tion goods), quantity competition is appropriate in modeling capital-intensive industries
where production capacity is relatively fixed. For durable goods, manufacturing facil-
ity is expensive and can be adjusted only after considerable lead time. Thus modeling
quantities as the decision variables of intermediaries is a reasonable approach. Next we

describe each channel structure in detail.
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Separate Channel

Under a separate channel, the dealer is franchised to sell cars in the sales market and the
rental agency to rent in the rental market. Therefore, in period 7 the dealer maximizes
his profit 115, = gin (pin — w;) + H(S; 1D by choosing how many new cars to sell in the sales
market (g;,) while the rental agency maximizes his profit 155 = Gip(Pin — ;) + Hf‘i R
by choosing how many rental cars to rent in the rental market (g;,). The manufacturer
maximizes her profit 113, = (¢},w; + @5, w;) + Hfi +1yur by choosing the optimal wholesale
prices (w;, w;) in period i given the intermediaries’ optimal quantity decisions. Here note

all rental cars bought in period 1 remain in the rental market, and thus, are rented again

in period 2, i.e. ¢2p = Gin-

Overlapping Channel

Under an overlapping channel, the rental agency is allowed to sell some of the used rental
cars in the sales market in period 2. Therefore, the profit maximization problem for each
channel member in each period is the same as the one under the separate channel with
the exception of the rental agency’s second period problem. In period 2, the rental agency
maximizes his profit IS, = GopPap + Gon(Pan — Wa) + gapp2, by choosing how many program
cars to sell in the sales market (go,) as well as how many rental cars to rent in the rental
market (ga,). Here note that in period 2 the rental agency rents the remaining used

rental cars after selling some in the sales market, i.e. Gap = Gin — q2p-
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Buyback Channel with Price Commitment

Under a buyback channel with price commitment, the manufacturer repurchases a cer-
tain number of used rental cars from the rental agency at a guaranteed price and sells
them through the dealer in the sales market. Therefore, in the second period the dealer
maximizes his profit, 1175 = ga,, (po, —w2) +q2Dp (p2p —wy) by choosing quantities (ga,, qgj)
whereas the rental agency maximizes his profit 11, = Goppap + Gon (P2n — Wa) + qﬁwb by
choosing quantities (g, qg,). Here note that the rental agency rents out the remaining
program cars after selling qﬁ units back to the manufacturer, i.e. @ = G1p, — qi.

We assume that all program cars repurchased from the rental agency are sold to
the dealer, i.e., the manufacturer does not withhold any program cars. Therefore the
wholesale price for the program cars charged to the dealer, w,, comes from the market
equilibrium where (¢2))* = (¢3})*. The manufacturer maximizes her profit IT5; = ¢3,ws+
G W + (QQDI,)*w; — (qi)*wb by choosing wholesale prices (ws, Ws).

The formulation of the first period problem for the intermediaries is identical to
the one under the separate channel. The manufacturer, however, maximizes her profit
BG = 1BG + @, (w1, wy, wy) @1 + ¢, (W01, wy, wy) wy by choosing the buyback price wy, in

addition to the wholesale prices in the first period (wy,wy).

Buyback Channel with no Price Commitment

Under a buyback channel without price commitment, the manufacturer repurchases a
certain number of used rental cars from the rental agency and sells them through the

dealer in the sales market. Here, the buyback price is not committed at the time of
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initial purchase but rather determined through market equilibrium in the second pe-
riod. Therefore the intermediaries’ problems are identical to those provided in §4.3.1.
However, the buyback price for program cars paid to the rental agency, wy,, comes from
the equilibrium where (¢j))* = (¢3})*. The manufacturer, in the second period, maxi-
mizes her profit 1% = ¢3,ws + @, w2 + (¢5)) "w, — (g5) “w; by choosing wholesale prices
(wa,w9) as well as the wholesale price charged to the dealer w,. In the first period,
the manufacturer does not commit to a buyback price and thus maximizes her profit
2N = q;, (w1, wy) w1 + ¢, (w1, wy ) wy + B by choosing wholesale prices (1w;, w;) alone.

This channel structure is identical to the buyback channel in Purohit (1997).

4.4 Channel Behavior Under No Uncertainty

In this section, we compare the profitability of different channel structures under no resid-
ual value uncertainty. This allows us to isolate the effect of buyback price commitment.

We are able to derive closed-form solutions for all equilibrium prices and quantities
but the solutions are very complicated functions of 6, and . As our focus is on profit
comparisons, the equilibrium solutions are omitted here. When comparing the profits, we
conduct numerical analysis by scanning the feasible regions of ¢, and . Given that both
parameters have bounded support [0, 1], our numerical study is designed to cover the
entire parameter space and thus is comprehensive. All proofs are relegated to Appendix

D1.
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4.4.1 Impact of Buyback Price Commitment on Profitability

We compare the profitability of the channel structures and the results are as follows.

Proposition 22 The profit rankings under no uncertainty are:
i) (Manufacturer) 119, > 115 > 119, > 1157

ii) (Rental Agency) Depending on the value of v, the profit rankings are:

1. 119, > UBY > 117, > TIBE if and only if 0 < v < 41(0,) where ¥1(0,,) is a decreasing

function of 0,. There exists a 0, such that 3,(0,) = 1 if and only if 6, < 0,,.

2. 9, > NBY > 1BY > 119, if and only if 71(0.) < v < %(6,) where %2(0,) is a

convex function of 0,. There exists a éu such that 75(0,) = 1 if and only if 6, < 9:u

5. MY > Y > TIPY > 117y, otherwise.
iii) (Dealer) Depending on the value of v the profit rankings are:

108§ > 1By > 19, > 19, if and only if 0 < v < 7(0,) where 31(6,) is an
increasing function of 6,. There exits a 6, such that M (0,) = 0 if and only if

0, <0,.

2. IBS > 117, > TIBY > 119, if and only if 1(0,) < v < 72(0,) where 32(0,) is an

increasing function of 0,. There exits a qu < 0, such that 55(0,) = 0 if and only if

0

3. 19, > 1UBS > 1IBY > 19, if and only if 32(0,) < v < F3(6,) where 33(0,) is an

increasing function of 0,,.
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4. 17, > TBY > 118 > 119, otherwise.

iv) (Supply Chain) 119 > 11PN > 119, > TIPS,
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FIGURE 4.2: Three regions from left to right are (i) IIBY > 117, > 159 (ii) 11BN >
M7 > Iyp, (i) I > 7 > Iy,

FIGURE 4.3: Four regions from left to right are (i) II7, > TP > 1185 (i) 117, >
75 > 03y, ()5 > Iy, > I3, (iv) IS > 175 > 119,

First, we identify the most and the least profitable channel structures. Proposition
22 shows that the overlapping channel is the most profitable one for the supply chain,
the manufacturer, and the rental agency but is the least profitable one for the dealer.
The other profit rankings depend on the values of v and 6,,. Figure 4.2 and 4.3 show the

regions for the various cases described in Proposition 22.
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The buyback channel, regardless of when the buyback price is set, can improve the
dealer’s profit at the expense of the rental agency’s profit. This result is consistent
with the findings of Purohit (1997) in terms of a buyback channel’s ability to mediate
the conflicts introduced by an overlapping channel. (Note that the buyback channel in
Purohit (1997) is equivalent to our buyback channel with no price commitment, i.e., BN
The result is intuitive as a buyback channel avoids direct competition between the dealer
and the rental agency that exists in an overlapping channel and benefits the dealer.

Second, Proposition 22 demonstrates that the attractiveness of a buyback channel
for each party critically depends on whether the buyback price is committed at the time
of initial purchase of new rental cars, i.e., in period 1. For sufficiently small v, i.e.,
min {71 (0.),¥2(0.)} , price commitment makes the buyback channel the most profitable
one for the dealer but the least profitable one for the rental agency. In other words, when
program cars depreciate much less than used cars, buyback price commitment benefits the
dealer but hurts the rental agency. The intuition is as follows. The inclusion of slightly
depreciated program cars in period 2 intensifies the competition between new cars and
program cars, i.e., the competition between the two intermediaries. Early announcement
of the buyback price by the manufacturer allows the dealer to better gauge the rental
agency’s decision on the number of program cars returning to the manufacturer and to
be able to better adjust his quantity decision on new cars in both periods. Therefore,
when channel competition is most intense between the intermediaries, early commitment

of buyback price allows the manufacturer to shift channel profits to the dealer.
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Third, Proposition 22 shows that for the manufacturer the buyback channel with
price commitment is the least profitable one and thus is dominated by the separate
channel. If, however, the buyback price is set in period 2, the buyback channel then
always dominates the separate channel in terms of the manufacturer’s profit, as shown
by Purohit (1997). Our results suggest that by committing the buyback price early, the
manufacturer gives the intermediaries a strategic advantage to adjust their first-period
order quantities, which ends up hurting the manufacturer’s profit.

It is important to understand why a buyback channel with price commitment gives the
lowest profit for the manufacturer. At first glance, one would think that the manufacturer
can always set a buyback price such that no program cars is returned by the rental
agency in period 2, thus mimic the separate channel equilibrium. While this is true if
the buyback price is set in period 2 according to the market clearing price such that
the intermediaries choose (g))* = (q3})* = 0, which is indeed the case for BN, it is not
true when the manufacturer commits the buyback price in period 1. Let us denote the
committed buyback price that would make the intermediaries choose (¢))* = (¢35)* = 0

as wi . Assume the manufacturer chooses w;*° instead of the optimal wj in period 1.

The separate channel equilibrium cannot be mimicked because

1. If the manufacturer chooses to optimize the wholesale prices in period 1, then the
optimal wholesale prices are smaller than those under the separate channel while

the first period new car sales are higher and rental car sales are lower.

2. If the manufacturer does not optimize the first period wholesale prices but chooses

S zero

the optimal separate channel wholesale prices, i.e. (wf,wy, wi®°), then again
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the dealer orders more and the rental agency orders less compared to the op-
timal quantities under the separate channel, i.e. ¢F (w7, wy, wi*°) > ¢;, and

~B (,+S S zero =S
Qi (W7, Wy, wET?) <,

We conclude that once the manufacturer commits a buyback price, regardless of
how the manufacturer chooses the wholesale prices in the first period, the rental agency
orders less than the optimal order quantity than he would under the separate channel.
We can easily show that the wholesale price for rental cars in the second period ws
increases as ¢, and/or @y, increase under the buyback channel with price commitment,
while it decreases as ¢, increases under the separate channel. Hence, if the rental
agency increases his first period order quantity under the buyback channel with price
commitment, the manufacturer punishes him in the second period by increasing the
wholesale price. Knowing that he would face a higher w,, the rental agency orders less
in the first period, namely keeps ¢1,, low compared to that under the separate channel.
In summary, price commitment changes the channel interactions.

Proposition 22 identifies the difference between the two versions of the buyback chan-
nel (i.e., BC and BN): price commitment leads to the worst profit while no price com-
mitment leads to the second best for the manufacturer. The difference is a result of how
the wholesale prices in period 1 and the buyback price are related. When the buyback
price is determined in period 2, i.e., in the case of BN, it does not affect the wholesale
prices and quantities in period 1 but rather it is a function of first-period decisions. As
the wholesale prices in period 1 increase, the number of used cars in period 2 decreases

and thus program cars face less competition from used cars and become more valuable.
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This explains why in the buyback channel with no price commitment, as the wholesale
prices increase in period 1 the buyback price in period 2 increases as well. In the buyback
channel with price commitment, however, the relationship between the buyback price and

the first period wholesale prices is different as shown by the next proposition.
Proposition 23 1157 is submodular in (wy, w;) and supermodular in (wy, w;).

Proposition 23 implies that a higher w; implies a higher wj but a lower wj. This
suggests that as the manufacturer charges more for new cars, i.e., as the wholesale price
of new cars increases, her incentive to make profit by buying and reselling program cars in
period 2 decreases and so does the buyback price. To further understand why this occurs
under price commitment, we compare the wholesale prices and the profit breakdowns of
the manufacturer under the two versions of the buyback channel in Table 4.1 and Table
4.2, respectively. Note that the only place the manufacturer makes more profit under BC'
is from the rental car sales in period 2. Table 4.1 also suggests that price commitment
may hurt the rental agency’s profit by increasing the wholesale price of rental cars in the
second period w9, as we discussed earlier. In contrast, price commitment may improve
the dealer’s profit by lowering wy,, i.e., the price charged to the dealer for the program

cars.

Wy | Wy | Wy | W2 | Wy | Wy
BN | +/-| + +
BC + + ]+

TABLE 4.1: Comparison of wholesale prices under the buyback channel with no price
commitment (BN) and the buyback channel with price commitment (BC).

We have seen how price commitment impacts profitability. It is not ex ante clear how

it would affect the manufacturer’s total sales. Let () = E?Zl(qZ'n + Gin) denote the total
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Manufacturer’s Profit

New Cars in | Rental Cars | New Cars in | Rental Cars | Buyback
Period 1 in Period 1 Period 2 in Period 2 Program
BN| + +/- + +
BC +

TABLE 4.2: Comparison of profits under the buyback channel with no price commitment
(BN) and the buyback channel with price commitment (BC).

new car sales in both periods.

Proposition 24 The total sales ranking is Q° > QPN > Q° > QB°.

Proposition 24 suggests that the total sales ranking is consistent with the ranking of
the manufacturer’s profits. In other words, under no uncertainty, larger sales leads to
higher profits for the manufacturer.

In summary, buyback price commitment may shift channel profits from the man-
ufacturer and the rental agency to the dealer. The shift of profit is most significant
when program cars depreciate much less than used cars, i.e., when channel competition
is potentially most severe. Therefore, the manufacturer can use the timing strategy on
buyback price as a lever to redistribute channel profits and to alleviate channel conflicts

caused by competition between program cars and new cars in the sales market.

4.4.2 Channel Conflict Resolution

We have shown how buyback price commitment may shift profits from the rental agency
to the dealer when channel competition is intense. How would this affect a buyback
channel’s ability to resolve channel conflicts? To answer this question, it is useful to

define a measure for channel conflicts and a measure for conflict resolution. Because

132



there is no competition between the intermediaries under the separate channel, we use
it as the benchmark channel structure under which there is no channel conflicts. Let
0; = 1Y, — II7; for j € {D,R}. Note that dp < 0 while §z > 0 for every 6, and ~
as suggested by Proposition 22, which indicates channel conflicts always exist under the
overlapping channel.

To measure a buyback channel’s ability to resolve channel conflicts, we define Aé- =
1T}, — IY; for j € {D, R} and | € {BC, BN}. If both A}, > 0 and A}, > 0 then we say
that channel conflict is resolved by channel structure [. Although we have chosen the
separate channel as the benchmark for no channel conflict for the rest of our analysis,
one might set the standard for conflict resolution differently by requiring A, > z and
Al, >y where x and y are positive or negative constants. The choices of z and y reflect
how the manufacturer would like to allocate channel profits between the intermediaries.
The choices of x and y will lead to larger or smaller feasible regions for resolving channel
conflicts in the parameter space of 6, and ~.

Using the definition of channel conflict and conflict resolution, we first analyze how
well the channel conflict is resolved by a buyback channel without price commitment.
From Proposition 22 we know that for the rental agency this channel structure is always
more profitable than the separate channel, i.e. ABY > 0 for all 6, and . Therefore
the channel conflict between the two intermediaries is resolved as long as the buyback

channel is more profitable than the separate channel for the dealer, i.e. ABN > 0.

Proposition 25 Channel conflict is resolved in a buyback channel with no price commit-

ment, i.e. both ABN >0 and ABYN >0, if and only if 0 < v < 55 (0,) where v55 (6,,)
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is an increasing function of 6,. Moreover, 5% (0,) = 0 if and only if 6, < 0.783.

1.0
0.8 .
0.6

0.44

0.2

FIGURE 4.4: Shaded region shows the area where channel conflict is resolved under no
price commitment, i.e. both AgN >0 and Af;N > 0.

Although this result has been demonstrated in Purohit (1997) (see Figure 4 in his
paper), we also formalize it here for the purpose of comparing the two versions of the
buyback channel. From Proposition 25 and Figure 4.4, we conclude that channel conflict
is resolved under no price commitment if the depreciation rate for used cars is sufficiently
high, i.e. 6, > 0.783. Moreover, if program cars depreciate similarly as used cars, i.e. ~
is high, then channel conflict is resolved only if used car depreciation is remarkably high.
For example if v = 0.85 then channel resolution is achieved only for 6, > 0.95. Therefore
the buyback channel with no price commitment provides a means for channel resolution
only for cars with very high depreciation rates. For cars with lower depreciation rates,
the separate channel is more profitable for the dealer and thus the buyback channel with
price commitment cannot solve channel conflict according to our definition.

Now the question is how committing buyback price early would impact a buyback
channel’s ability to solve channel conflicts. To answer this question we first characterize

the region where the buyback channel with price commitment resolves the channel conflict
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between the intermediaries, as shown in Proposition 26.

Proposition 26 In a buyback channel with price commitment, if 6, < 0.7785 then the
channel conflict is not resolved regardless of v. Otherwise, the conflict is resolved, i.e.
both ABC > 0 and ABC > 0, if and only if v55(0.) < v < v85(0.) where vBS(0.,) is
decreasing in 0, and 55 (0,) is increasing in 0,. In addition v25 (0, = 1) = 0.5997 and

thus channel conflict is never resolved if v < 0.5997.

0.8 0.8 0.8

0.6 0.6 0.6

0.2+ 0.2+ 0.2+

0.0 0.0 }\ 0. }\

T T T T T T T T T T T U7 T T T T T
0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 04 0.6 0.8 1.0

FIGURE 4.5: Shaded region shows where (a) ABY >0 (b) AB® >0 (c) both ABC >0
and ABY > 0.

From Proposition 26 and Figure 4.5 we conclude that the buyback channel with price
commitment actually provides a middle ground for both intermediaries as long as 6,
is sufficiently large and ~ is in an appropriate interval. More specifically, we show that
channel conflict is never resolved if 6, < 0.7785 or v < 0.5997. Note that Agc = (0 on the
lower bound 725 (0,), whereas ABC = 0 on the upper bound 725 (6,). Comparing Figure
4.5 (b) with Figure 4.4, we see that the dealer gains in profit in the buyback channel for a
much larger region under price commitment than under no price commitment. However,

Figure 4.5 (a) shows that the rental agency may become worse off in the buyback channel
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with price commitment when both 6, and v are sufficiently large (i.e., the white region
in the lower left corner of the figure). Recall that, on the contrary the rental agency
always has higher profit under a buyback channel with no price commitment than under
the separate channel.

The differences in the shaded regions of Figure 4.4 and 4.5 point out the impact of
price commitment on a buyback channel’s ability to resolve channel conflicts. Commit-
ting buyback price early shifts channel profits from the rental agency to the dealer and
improves the manufacturer’s ability to resolve channel conflicts when program cars depre-
ciate much less than used cars. Our results show that if 7 is high then price commitment
solves the channel conflict for a wider range of #,. On the other hand, v is low then no

price commitment solves the channel conflict for a wider range of 6,,.

4.4.3 Turn-Back Standard as a Profit Lever

The last two propositions show that a buyback channel’s ability in resolving channel con-
flicts highly depends on the depreciation characteristics of the products, i.e. 6, and v. As
lower v implies smaller depreciation of program cars in comparison to the depreciation of
used cars, the manufacturer can influence v by changing turn-back standards on repur-
chased cars. To be eligible for repurchase, program cars need to meet certain turn-back
standards such as regular maintenance service records, completed warranty and recall
repairs, etc. Note that, higher turn-back standards might mean more criteria or higher
levels of a set of criteria. Therefore if the manufacturer requires high turn-back standards

then v is low, i.e. program cars have a lower depreciation rate compared to used cars. Our
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following analysis demonstrates how the manufacturer’s profitability depends on ~ and
suggests that the manufacturer can use turn-back standard as a lever to improve profits.
Although a manufacturer cannot fully control + through turn-back standards alone, in
the following discussion we use 7 interchangeably with turn-back standards. Still, our
results continue to hold if v is a decreasing linear function of turn-back standards.
Although the buyback channel structure is never the most profitable one for the
manufacturer, by setting turn-back standards optimally the manufacturer might increase
her profit under a buyback channel. First, we consider the buyback channel with no
price commitment and characterize v* that would give highest manufacturer profit while
solving the channel conflicts. We answer this question by solving problem (P1). We
first characterize the behavior of the manufacturer’s profit with respect to depreciation

differential + in Proposition 27.

(P1) Mazoy<r 1Oy (7, 6u)
st.  ARN(y,0,) >0

ABN(v,6,) >0

Proposition 27 In a buyback channel with no price commitment, the manufacturer’s
profit function TIPY is convex in ~v. In addition, if 6, < 0.690 then 1IPY is strictly

decreasing in 7.

Since Proposition 27 shows the convexity of the manufacturer’s objective function

in v, we can easily characterize the solution of the unconstrained profit maximization
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problem, Mazo<,<i 113 (7, 6,) and then find the maximum profit is obtained at v*(6,,) =
0 V6,. Therefore, if the manufacturer is not bound by the constraint of solving channel
conflicts then she should set turn-back standards as high as possible. However, if she is,

Proposition 28 provides the characterization of the optimal solution for (P1).

Proposition 28 If 0, < 0.783 then problem (P1) has no feasible solution. Otherwise,
the optimal v that mazimizes the manufacturer’s profit under no price commitment while

solving channel conflicts is v*(0,) = 0, for V0,.

With Proposition 28 we show that optimal ~*(6,) = 0. Therefore, whether the
manufacturer is constrained by solving channel conflicts or not, she should set turn-back
standards as high as possible. However, she should also keep in mind that if 8, is low,
ie. 0, <0.79, then setting turn-back standards alone would not be sufficient for solving
channel conflicts.

Similarly, the manufacturer can use turn-back standards as a profit lever in a buy-
back channel with price commitment. Again, we first characterize the behavior of the

manufacturer’s profit function with respect to 6, and ~.

Proposition 29 The manufacturer’s profit under price commitment 1S is a convex

function of v. Besides, if 0, < 0.608 then 115G is a decreasing function of 7.

Proposition 29 implies that the manufacturer should keep v as small as possible if
0, < 0.608. On the other hand if 8, is greater than 0.608 the manufacturer should choose
either the smallest or the highest possible v whichever provides the highest profit. After

characterizing the behavior of manufacturer’s profit, now it is straightforward to solve the
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unconstrained profit maximization problem, Mazo<, <1155 (v,6,), for the manufacturer.
Again we can show that the maximum profit is obtained at v*(6,) = 0 V0,. Asin the case
of no price commitment, if the manufacturer were not to consider the channel conflicts
under price commitment then she would set the turn-back standards as high as possible.
However she is. Thus, we next solve problem (P2) and provide the characterization of

the optimal solution in Proposition 30.

(P2) Mazocy< 1173 (7, 6,)
st.  AB%(y,0,) >0

APC(y,0,) >0

0.825+

FIGURE 4.6: Optimal v* that solves the channel conflicts is depicted in black dots

Proposition 30 If 6, < 0.778 the problem (P2) has no feasible solution. Otherwise
the optimal v for problem (P2) is as follows: (i) If 0.778 < 6, < 0.825 then choose

v (0.) = vBS(0.), (ii) otherwise, choose v*(0,) = 755 (0,) (see Figure 4.6).

First Proposition 30 shows that the channel conflict can never be resolved if 6, <

139



0.778. Second, if 0.778 < #, < 0.825 the optimal policy for the manufacturer is setting
the turn-back standards as high as possible, i.e. keeping v as small as possible. Figure 4.6
shows that for this case v*(6,) is identified by the condition where AB¢ = 0 (recall the
two shaded regions from Figure 4.5.) Hence, for moderate values of 6,,, the manufacturer
chooses v* so that the rental agency makes the same profit as he would make under the
separate channel while the dealer makes more profit than he would under the separate
channel.

Finally, if 6, > 0.825 the optimal policy is to set turn-back standards as low as
possible, i.e. 7*(#,) as high as possible. Figure 4.6 shows that for this case v*(f,) is
identified by the condition where AB® = 0. Thus, when 6, is high, it is optimal to set
turn-back standards low so that the dealer makes as much profit as he would make under
the separate channel while the rental agency makes more profit than he would under the
separate channel.

In conclusion, when using a buyback channel to mediate channel conflicts, the manu-
facturer prefers high turn-back standards (i.e., low ) when the depreciation of used cars
is not too high. This is because high turn-back standards reduce the depreciation rate of
program cars and thus alleviates the competition between used and program cars. This
avoids a sharp decrease in the prices of cars in the used market and in turn helps keep

new car prices high in both periods.
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4.5 Channel Behavior under Uncertainty

In this section we compare the performance of the channel structures under residual
value uncertainty. The way we model residual value uncertainty is by assuming that 6,
is distributed uniformly over the region [a,b] where 0 < a < b < 1. The uncertainty is
resolved at the beginning of the second period. Accordingly the second period problem
formulations remain the same as the case of no uncertainty. In the first period, on the
other hand, we maximize the expected profit to go Ey, [Hﬁj} for player j € {M,D, R}
under channel structure [ € {S,0, BN, BC'}. We first analyze a special case where the

support of 6, is [0, 1] and later relax the assumption.

4.5.1 Impact of Buyback Price Commitment on Profitability

Proposition 31 compares the profitability of the channel structures under uncertainty:.

Proposition 31 If 6, ~ U|0, 1] then the profit rankings are:
i) (Manufacturer) 119,, > 117 > 117, , > 1159

ii) (Rental Agency) Depending on the value of v, the profit rankings are as follows:
1. M9, > TBY > 117, > TIBY 4 0 < v < 0.549.
2. U9, > TIBY > T18Y > 119, if 0.549 < v < 0.572.
3. N9, > B¢ > 11BN > 119, if 0.572 < < 0.765.
4. UBC > 119, > NBY > 117, otherwise.
iii) (Dealer) 155 > 117, > T1BY > T19;.
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iv) (Supply Chain) Depending on the value of 7y, the profit rankings are as follows:

1. T, > T > 17, > TIE if 0 <y < 0.962.

2. 19, > TIBY > T1BY > 117, if 0.962 < vy < 0.964.

3. N9, > UBY > 11BN > 119, otherwise.

Dealer's Profit
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FIGURE 4.7: Profit rankings of (a) the manufacturer, (b) the dealer, (c) the rental

agency, and (d) the supply chain when 6, ~ U[0, 1]

First we identify if and how uncertainty affects the relative profitability of channel
structures. Figure 4.7 illustrates the results stated in Proposition 31. As in the case of

no uncertainty, the overlapping channel is the most profitable one for the supply chain

and the manufacturer.

channel decreases under uncertainty. When program cars depreciate similarly as used
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cars, i.e. when 7 is high, the buyback channel with price commitment becomes the
most profitable one for the rental agency. Price commitment under uncertainty improves
profits not only for the rental agency but also for the dealer and the supply chain. Even
though the separate channel might be the most profitable one for the dealer for sufficiently
high ~+ under no uncertainty, the buyback channel with price commitment is always the
most profitable one for the dealer under uncertainty regardless of v. The manufacturer,
however, still makes the least profit under the buyback channel with price commitment.

Note that under price commitment as « increases channel profits get transferred from
the manufacturer to the rental agency. For higher v values, i.e., when program cars
depreciate similarly as used cars, by committing to a buyback price early the manufac-
turer bears the residual value risk and thus improves the rental agency’s profit. Next we

compare total sales across the channel structures.

Proposition 32 Under residual value uncertainty, the rankings of total sales are as

follows:

1. Q° > QBN > Q% > QPC if and only if 0 < v < 0.915.

2. Q9 > QBN > QPY > Q° if and only if 0.915 < v < 0.918

3. Q9 > QBY > QBN > Q°, otherwise.

Proposition 32 suggests that uncertainty increases the attractiveness of price commit-
ment in terms of total sales. When ~ is sufficiently high, the buyback channel with price
commitment can achieve the second highest total sales. This is in stark contrast to the

ranking under no uncertainty where the buyback channel with price commitment always
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FIGURE 4.8: Total sales achieved under various distribution channel structures

gives the lowest total sales. Total sales is crucial as auto manufacturers are struggling
with the problem of excess capacity and are still constrained to keep their factories open.
Hence the widespread strategy in the auto industry has been keeping their plants running
even if the profits are not high (Henry (2008)). Our result suggests that manufacturers’
preference for the buyback channel with price commitment might also be motivated by

keeping sales high in the face of uncertainty.

4.5.2 Channel Conflict Resolution

Even though the overlapping channel is not always the most profitable one for the rental
agency, it still introduces channel conflicts under uncertainty by Proposition 31. Under
no uncertainty we know that a buyback channel, regardless of the timing of buyback price
announcement, can be used to mediate channel conflicts. Therefore the next question is,

how does uncertainty affect a buyback channel’s ability in resolving channel conflicts?

Proposition 33 Suppose 0, ~ U[0,1]. The buyback channel with no price commitment

cannot solve the channel conflict. The buyback channel with price commitment solves the
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channel conflict if and only if 0.5485 < ~v < 1.

Proposition 33 shows that if the buyback price is not committed early then uncertainty
reduces a buyback channel’s ability in solving channel conflicts. However, if the buyback
price is committed early then the channel conflict may be resolved when program cars’
depreciation rate is not much less than used cars’, i.e. v > 0.5485. This result is also
illustrated in Figure 4.9. Note that in the case of no uncertainty channel conflicts can be
resolved using a buyback channel with price commitment only if v > 0.5997 and 6, is in
the appropriate interval. In comparison, uncertainty enlarges the feasible region of v for
conflict resolution. In other words, uncertainty enhances a buyback channel’s ability in

conflict resolution when the buyback price is committed.
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FIGURE 4.9: (a)Channel conflicts in the overlapping channel (b) No resolution is
achieved by the buyback channel without price commitment (c¢) Conflict resolution under
the buyback channel with price commitment when v > 0.5485

4.5.3 Turn-Back Standard as a Profit Lever

As we discussed earlier, turn-back standards can be used as a lever to improve profits. We

now explore this effect under uncertainty. On the one hand, the manufacturer’s profit is
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monotone decreasing in 7 as shown in Figure 4.7(a). On the other hand, channel conflicts
cannot be resolved unless ~y is sufficiently high as shown in Figure 4.9 (c¢). Therefore
the manufacturer has to set « appropriately considering the trade-off between resolving
channel conflicts and maximizing her profit. Taken together, it is straightforward to see
that for 6, ~ U|0, 1] the optimal v* = 0.5485.

Next we relax our assumption on the distribution of 6, by considering a series of
uniform distributions with different mean and range values. We consider nine mean
values € {0.1,0.2,..,0.9} and various ranges that are obtained by 0.2 increments. Hence
our experimental setting roughly spans all possible uniform distributions for 6, bounded
between 0 and 1. The results are presented in Table 4.3. Note that if no v value can
resolve channel conflicts for that a particular mean and range combination it is shown
with “—". For the feasible ones, we provide the lower and upper bound, i.e. [v.5,vv5],

for the v value range within which channel conflicts can be resolved.

Mean Range
0.2 0.4 0.6 0.8 1.0
0.9 [0.624,1]
0.8 | [0.684,0.804] [0.615,1]
0.7 - [0.671,0.844] [0.595,1]
0.6 - - [0.647,1] [0.571,1]
0.5 - - [0.731,0.862] | [0.619,1] | [0.548,1]
0.4 - - - [0.677 1]
0.3 - - -
0.2 - -
0.1 -

TABLE 4.3: Mean and range values for 0, and the feasible region [y, yus) with which
conflict is resolved in a buyback channel with price commitment

From Table 4.3 we first observe that if the mean is below a threshold (less than 0.3

in our experiments) then channel conflict is never resolved regardless of the value of ~.
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Otherwise, channel conflict is resolved if and only if the range is sufficiently high and ~
is in the right interval, i.e. v < v < Yup-

Note that for the same mean, as the range increases ;, decreases while ~,; increases
or remains the same. In other words, as the residual value of used cars becomes more
volatile, channel conflict is resolved for a larger range of v values. For the same range,
on the other hand, as the mean increases 7;, decreases while ,; increases or remains the
same, and thus as the average depreciation rate of used cars increases, channel conflict
is resolved for a larger range of v values. Finally, the largest feasible region for conflict

resolution is achieved when 6, ~ U[0, 1] with mean 0.5.

Mean Range
0.1 0.2 0.3 0.4 0.5
0.9 1
0.8 | 0.684 | 0.615
0.7 - 0.671 | 0.595
0.6 - - 0.647 | 0.571
0.5 - - 0.731 | 0.619 | 0.548
0.4 - - - 0.677
0.3 - - -
0.2 - -
0.1 -

TABLE 4.4: The optimal v values maximizing the manufacturer’s profit while solving
the channel conflicts under the buyback channel with price commitment, i.e. v},

We further compute the optimal v* that maximizes the manufacturer’s profit over the
feasible region of conflict resolution and present the results in Table 4.4. We observe that
Yis, i-e. the v value that maximizes the manufacturer’s profit in the buyback channel with
price commitment while resolving channel conflicts, is equal to vy, in many cases. However
when the mean of 6, is 0.9 we observe that ~,;, maximizes the profit. Thus if the average

depreciation rate of used cars is very high then the manufacturer should impose lower
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maintenance standards and otherwise she should impose higher maintenance standards.

Recall that this result is consistent with those obtained for the no uncertainty case.

Mean Range

0.2 0.4 0.6 08]1.0
0.9 | [0,0.635]
0.8 | [0,0.126] | [0,0.260]
0.7 - - -
0.6 - - - -
0.5 - - - - -
0.4 - - - -
0.3 - - -
0.2 - -
0.1 -

TABLE 4.5: Mean and range values for 6, and the feasible region [y, 4] with which
conflict is resolved in a buyback channel with no price commitment

Next we analyze how the buyback channel with no price commitment performs in
terms of solving channel conflicts under uncertainty. The results are displayed in Table
4.5. Comparing Table 4.3 and Table 4.5 we observe that under uncertainty price com-
mitment allows a buyback channel to achieve conflict resolution for a larger set of mean
and range values.

To summarize, residual value uncertainty enhances a buyback channel’s ability to
resolve channel conflicts when the buyback price is committed early. Moreover, price
commitment helps the manufacturer to achieve higher total sales in a buyback channel
when the depreciation rate of program cars and used cars are sufficiently close. Finally,
under uncertainty, the manufacturer, in most cases, should set turn-back standards as

high as possible to improve profits in a buyback channel.
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4.6 Conclusions

Channel conflicts between dealers and rental agencies make it a challenging task for
durable-good manufacturers to set channel policies. While competition among inter-
mediaries leads to higher profits for manufacturers, they have to keep the competition
under control so as not to face opposition from the intermediaries. Prior academic re-
search shows that to mitigate channel conflicts manufacturers can implement a take-back
strategy, so-called buyback program, under which they repurchase used products from
rental agencies and resell them to dealers.

We show that with no uncertainty, early commitment of the buyback price reduces
the total channel profit and the manufacturer’s profit. In addition, price commitment
benefits the dealer but hurts the rental agency when program cars depreciate much less
than used cars. However, our results suggest that under residual value uncertainty,
manufacturers can pull two levers to adjust the performance of a buyback channel: the
timing policy on when to set the buyback price and the turn-back standards on the
repurchased used products. Under uncertainty price commitment enhances a buyback
channel’s ability to alleviate channel conflicts and may lead to higher total sales for
the manufacturer. Finally, setting a higher turn-back standard in general increases the

manufacturer’s profit in the presence of uncertainty.
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CHAPTER 5

Conclusions and Future Research

In recent times, an increasing number of companies are making product take-back an
important part of their business strategy. Product take-back is mostly motivated for two
different reasons: While some firms are forced by environmental legislations that hold
them responsible for financing collection and treatment of discarded products by the
customers, others are driven by economic and /or marketing concerns. In this dissertation,
we study the profitability and efficiency of various product take-back programs.

The first two essays of this dissertation examine take-back legislation’s impacts on
companies’ collection and treatment decisions as well as the efficacy of various imple-
mentations of take-back legislations. The second chapter of this dissertation titled “The
Impact of Take-Back Legislation on Remanufacturing” investigates how existing forms
of take-back legislations with different collection/recovery targets affect remanufacturing
decisions and if there is any additional benefit in imposing remanufacturing targets in
terms of meeting the objectives of legislations. First, we consider a monopolist OEM with
in-house remanufacturing capabilities (or a monopolist OEM who outsources remanufac-

turing but sells the remanufactured products under her own brand name). We then



consider an OEM who does not sell remanufactured products but faces competition from
a third-party remanufacturer. Using a stylized model of take-back legislation in a two-
period setting, we study how existing forms of legislations as well as extended forms with
additional remanufacturing targets affect optimal production, take-back and remanufac-
turing decisions. Among other results, our key findings are as follows: First, we explore
the effect of take-back legislations on remanufacturing levels and we find that legislation
never causes a decrease in remanufacturing levels of a monopolist OEM. In the presence
of competition, we show that legislation may indeed cause a decrease in remanufacturing
levels and hence imposing take-back legislations in an industry where remanufacturing
is carried out by independent third-party remanufacturers might hurt remanufacturing
industry. Moreover, we compare the effect of legislation on an OEM with in-house re-
manufacturing versus one competing with a third-party remanufacturer. Surprisingly,
we find that the remanufacturing level achieved by a third-party remanufacturer, who is
in competition with an OEM, may be higher than that achieved by a monopolist OEM
facing legislation. This suggests that, in order to achieve higher remanufacturing levels
government might indeed want to consider subsidizing third party remanufacturers rather
than imposing take-back legislations. An underlying motivation for take-back legislation
is to create incentives for environmentally-friendly business decisions such as designing
products that are easier and cheaper to remanufacture. Our results suggest that, legis-
lation creates incentive for designing products that are cheaper to remanufacture at the
expense of increasing manufacturing cost not only for a monopolist OEM but also for an

OEM facing competition from a third-party remanufacturer.
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A firm launching a product take-back program have a number of different options to
utilize the cores: She might remanufacture and sell the product, remanufacture and use
the product for warranty purposes, reuse the cores -as it is- for warranty replacements
or in production processes, recycle and use recycled materials in production process or
recycle and sell recycled materials in the recycling market, etc. Although we study the
impact of legislations on company’s remanufacturing decisions in the second chapter, we
acknowledge that not all returned products can be remanufactured. It depends on the
type of the products, its age, condition and core technology. In some cases, remanu-
facturing is not viable and recycling or reuse -as it is- might be the only option. This
limitation of our research leads to opportunities for future research. The next step would
be to investigate how take-back legislations affect companies’ environmentally-friendly
business decisions when remanufacturing is not an option. In such a setting, collected
cores might be used for warranty replacements, recycling, etc. Analyzing these situa-
tions would also assess the robustness of our results. Another limitation of our research
is that we assume that all items sold in a particular period are available for collection
and remanufacturing in the following period. Although this assumption facilitates the
analysis, another research opportunity is to consider the situation where used products
become available for collection and remanufacturing after some period of time.

In an industry regulated with product take-back legislations, each producer meets
her obligations through a compliance scheme. While we consider take-back legislation
that stipulates individual responsibility in the second chapter, some implementations of

legislation allow manufacturers to fulfill their obligation either individually or by joining
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a collective scheme. In the third chapter of the dissertation titled “Complying with
Take-Back Legislation: A Cost Comparison and Benefit Analysis of Three Compliance
Schemes”, we study a firm’s compliance scheme choice. Complying with legislation is a
valid cost to business and each firm chooses the most cost effective compliance scheme.
In most implementations of take-back legislation, individual and/or collective schemes
(with cost allocation by market share and with IFR) are available/allowed. We consider n
manufacturers and a non-profit PRO who manages the collection and treatment activities
on behalf of its members, and compare the three possible compliance schemes in terms
of cost effectiveness and the environmental benefits they achieve. Among other results,
our key findings are as follows: As intuition suggests, collective scheme with IFR is in
general the most cost effective alternative. However, the question is how feasible it is to
implement a collective scheme with IFR that requires sorting EOL products by brand
and tracking them through the treatment process? Although in the future with RFID
technology, sorting and tracking of EOL products would be much easier (but still costly)
and thus IFR within a collective scheme might be easier to implement; individual scheme
and collective scheme with cost allocation by market share are the two prevalent forms of
compliance that we encounter in practice. We find that which scheme (of these two) gives
lower compliance cost depends on the initial collection rate maintained by government
and non-profits as well as the market shares of partner firms. If the partner firms have
high market shares then collective compliance, in general, yields lower cost for a producer.
On the other hand, if the partner firms have small market shares then a producer pays

lower compliance cost under collective scheme only if the initial collection rate maintained
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by the government is of moderate levels. Hence, which compliance scheme is more cost
effective depends not only on the total market share of the collective scheme but also on
the market shares of individual members. From policy maker’s perspective we analyze
how the choice of a particular compliance scheme affects the environmental benefits, i.e.,
collection rate and treatability level, achieved. Our results suggest that, before imposing a
particular compliance scheme, the policy maker should be aware of the trade-offs involved
and should recognize that even when the collection level is higher under the collective
scheme, the individual scheme, in general, gives higher treatability levels. Therefore, our
results suggest that high collection rates and treatability levels may be hard to achieve
simultaneously unless governments are willing to partially incur the collection costs. We
also show that high collection targets imposed by governments push more producers to
choose the collective compliance scheme and result in a degradation of treatability levels.

When comparing the three compliance schemes we assume that the cost parameters
are the same under each compliance scheme. However, treatment activities are usually
carried out by third-party treatment companies and third-party companies might quote
a lower price for the collective schemes due to various reasons including the bargaining
power of collective schemes. Our research does not capture this potential difference in
cost parameters. Therefore, a possible extension would be to consider the cost parameter
differentials between individual and collective schemes. Another interesting extension
would be to consider alternative cost sharing mechanisms such as Shapley value and
explore how different cost sharing mechanisms affect the goals of the legislations as well

as the compliance cost for the producers.
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Some companies launch product take-back programs even in the absence of legisla-
tions. In the fourth chapter of the dissertation titled “The Impact of Buyback Price
Commitment and Demand Uncertainty on Channel Conflicts”, we study product take-
back motivated by the goal of managing distribution channels better and mitigating the
channel conflicts between the intermediaries. We consider a durable goods manufacturer
with dual distribution channels, i.e., rental and sales channel, and compare the buyback
channel structure with two other channel structures, i.e., separate channel and overlap-
ping channel. Although it is argued in the literature that buyback channel does not
maximize the manufacturer’s profits (Purohit, 1997), buyback programs are still com-
monly implemented in practice. In this chapter, using a two-period model of the relation-
ship between the manufacturer and the intermediaries, we rationalize a manufacturer’s
decision in launching buyback channel even if it does not provide the most profitable al-
ternative among the three channel structures. We consider two characteristics that affect
the profitability of the buyback program: (i) timing on the announcement of buyback
prices; and (ii) turn-back (quality) standards for the repurchased cars. We find that the
manufacturer can improve profits by setting the buyback price at the time of repurchase
instead of committing it at the time of initial purchase. Then, why is buyback price
commitment still being implemented in practice by durable goods manufacturers? The
answer becomes clear under demand uncertainty considerations. We show that in the
presence of demand uncertainty, commitment of buyback price enhances a buyback chan-
nel’s ability in resolving channel conflicts —which are introduced by overlapping channel

structure. In addition, in the presence of uncertainty the manufacturer achieves higher
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total sales under buyback price commitment than that under no price commitment. In
contrast, in the absence of uncertainty, buyback price commitment always leads to the
smallest total sales among the channel structures. Finally, we identify operational levers
that might improve the manufacturer’s profitability under buyback channel and show
that the manufacturer’s profit generally increases in the turn-back standard.

Although we consider the three different channel structures, the current prevailing
channel structure is close to the hybrid of a buyback channel and an overlapping channel.
An interesting extension to the fourth chapter would be to consider a hybrid channel
structure where the manufacturer announces an upper bound on the amount of items
that she would buyback from the rental agency and then the rental agency decides on
how many items to sell back to manufacturer and how many items to sell in the sales
market.

While this dissertation contributes to the better management of take-back programs,
there are still several different avenues for future research. For example, while some com-
panies take back only their own brand-name products, some others (e.g. HP) take back
products regardless of the products’ brand name. When a company accepts all product
returns without distinguishing brand name, the total volume of products collected would
be higher and thus the company might benefit from economies of scale in treatment cost
or if the treatment is a profitable business she might make more profit by collecting com-
petitors’ products. However, she also faces an uncertainty in the condition (treatability
level) of other brand-name products. Thus, an interesting research question would be to

explore how a manufacturer should design the take-back program when she takes back
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products regardless of brand-name. Another question that arises in this setting is how
the competition in collection activities affect the take-back decisions when the treatment

of discarded products is a profitable business.

157



Al Appendix for Chapter 2: Proofs

In this section we provide proofs of theorems and propositions in Chapter 2. Note that
throughout the analysis we assume that Q—cy —¢8(cc+cp) > 0 and a@QQ —cr—ce > 0 to
avoid the trivial situations where neither manufacturing nor remanufacturing is profitable
in the second period. We define ¢}/ = Q — ¢f3(cc + ¢p) and ¢i* = a@) — cc.

Proof of Theorem 1. Characterization of the optimal regions in the absence of
requlations: The problem in the absence of regulations is obtained by setting both Sz = 0
and 3 = 0 in (P1). The Lagrangian function is Hﬁ;gr =Ty +7(am — @) + 72(qec —

G2r) + V3G2m + V5q2r- Then the first order conditions are

IIIL9"

) = ¢(Q_CM—2OK]2R—2q2M)—|—73:O’ (A—l)
q2n

aHLagr

aqMM = Q_CM_'_f}/l_quM:O’ (A_Q)
1

aHLagr

aqj;/lc = Y%—m—¢(cc+cp)=0, (A-3)

aHLagr

aqMR = ¢ (CY (Q — QoM — Q2R) —Cr+Cp — a(q2R — Q2M)) — Y54+ = 0. (A—4)
2

We can shot that the Hessian is negative semidefinite and the first order conditions
guarantee optimality.
From the first order condition (A-3), 2 = 71 + ¢ (cc + ¢p) > 0 and hence gac = gar.

As long as qop > 0, ie. 73 = 0, the first order condition (A-1) can be written as

Qo = Q_;M — agor. On the other hand, since ¢y — agag > 0 should hold, from the

first order conditions (A-1) and (A-2), we conclude that ¢y — agop = w > 0.

Hence when ¢op; = 0, i.e. v3 > 0, ¢1a7 = ¢oc. Using these properties we find that
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four different regions are feasible. After the redundant optimality conditions (OCs) are
eliminated (For the identification of redundant OCs see Appendix B1.2.) we rewrite the
remaining conditions characterizing each feasible region as bounds on c;; where bound
Biyrn stands for the i bound for the monopoly model under no regulation. Table Al

and Table 2.1 summaries our results.

(a) Bounds characterizing the optimal regions

Bound Expression
Blyn cctcr
El «
B2y N —(1704)20;%;0“,;
QU-—a)(1t+ag)tag(crtcc)
B3M7N l1—ata¢ 5

(b) Optimal regions and the corresponding optimal quantities

Reg. Condition aiv &R Qo
1 e < Bly,n Qi% 0 Qi%
2 Blyny <cev < B2y N @ iy Q_QCM —agsp
3 B2y N <cv < B3un Q“b(gaﬁﬁ@i“gﬁ‘“@ e QoM — agyp
4 B3wn <t Q(1+¢a)2*(£l5J(rCaR¢J)rcc)7CM @ty 0

TABLE A1: The characterization of the optimal regions for the monopolist OEM in the
absence of regulation

In Region 1, the OC 5 = ¢ (—acy + cg + ¢c) > 0 implies ¢y < Bl n.
In Region 2, the OC ¢p > 0 implies cyy > Bly n while ¢g1pr — ¢er > 0 implies
cu < B2y .

In Region 3, the OC ¢y = a¢(cR+cC)_(12??;2&31_2()1)_a+a¢(1_a))Q > 0 implies ¢y <

B3y while 41 = gb_(CRJFCC)(J;fdjoi)lofﬁ)_a(l_a)Q > 0 implies cp > B2y n.

In Region 4, the OC ~3 = gb(1_0‘(1_@)%_‘z’a((ii;;’;)_((1+¢O‘)(1_O‘))Q > 0 can be expressed
as Cpyy Z BSM,N-

Observe that the bounds that characterize the regions are ordered as Bly y <
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B2y n < B3pyn. The ordering implies that if cj, is increasing while the other pa-
rameters are held constant, the optimal regions change in the following order: 1-2-3-4.
Finally, note that in the absence of regulations when o) —cc—cr < 0 and Q—c; < 0,
neither manufacturing nor remanufacturing is profitable in the second period; however
we eliminate this region from analysis due to our earlier-stated assumptions on the values
of the cost parameters.
Characterization of the optimal regions under partial regulation: The problem under
partial regulation is obtained by setting fg = 0 in (P1). The Lagrangian function is

7" = Iy + (@i — g2c) +72(d2c — d2r) +73(a2nr) + 74 (g20 — Baanr) +542r- Then

the first order conditions are

aHLagr
5 M = $(Q—cu — dB(cc+ cp) — 20q2r — 2qons) + 73 =0, (A-5)
qom
8HLagr
8qMM = Q—cu+m—78—2am =0, (A-6)
1
aHLagr
8qu0 = t+tr—n—9¢(cct+cep)=0, (A-7)
AL
Dean = ¢(a(Q — Gam — G2r) — R — AGap — Qo +¢cp) — Y2 + 75 = 0. (A-8)

The Hessian is still negative semidefinite, therefore the first order conditions guarantee
optimality.
Note that as long as g2p; > 0 which implies that 3 = 0, the first order condition (A-5)
_ Q—cv—9B(cctep)

can be written as goy = 5 — agar. Now consider the first order condition

given in (A-7). If ¢5» > ¢5p, then the corresponding Lagrange multiplier 7, should be

zero. Then the first order condition (A-7) becomes 74 =71 + ¢ (cc + ¢p). Hence v; > 0
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holds and ¢5~ = qj,, at the optimality. On the other hand, if it is optimal for the OEM to
collect more than the regulation requires, i.e. 8qj,; < ¢3¢, then 7 = 0 and the first order
condition becomes v, = v; + ¢ (cc + ¢p) > 0 which implies ¢5 = ¢55. Hence the amount
of cores collected by the OEM is either equal to the optimum level of remanufacturing or
the level of collection dictated by legislation, whichever is larger. On the other hand, since
@1 — agar > 0 should hold, from the first order conditions (A-5), (A-6), and (A-7) we

_73/¢+2q2”’;(1_5)71+ﬁ72 > 0. Hence when ¢gp; = 0, i.e. v3 > 0,

conclude that g1y —aqar =
vo = 71 = 0 cannot hold which means that g5, > goc > ¢or cannot be optimal if there
is no second period manufacturing. Using these properties we find that eight different
regions are feasible. After the redundant OCs are eliminated (For the identification of
redundant OCs see Appendix B1.2.) we rewrite the remaining conditions characterizing
each feasible region as bounds on ¢;; where bound Biy p (Biy r) stands for the ith
bound for the monopoly model under partial regulation (under partial regulation when
full regulation is redundant). Table A2 and Table 2.2 (with Sz = 0) summarize our
results.

In Region 1, the OC 75 = ¢ (—acy — af¢ (cc + ¢p) + (cr — ¢p)) > 0 can be written
as cyy < Blyp.

In Region 2, the OC g2 > 0 can be written as ¢y > Bl p while and 8q¢1y —qor > 0
implies ¢y < B3/ p.

In Region 3, the OC ~4 = ¢{crtec)—ob MCCT&L%&??EZS‘))MM+aﬁ 1=2)Q > 0 implies ¢y <

B2ag(crtco)—(1+82a¢—Ba)ers —(82ap+1)B¢(co+ep)+(1-Batad(1-a))Q
2(1+¢p%a(1-a))

>0 can

B5M,F and Qonr =

be written as ¢y < B4y r while 2 > 0 implies ¢y > B3y .
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(a) Bounds characterizing the optimal scenarios

Bound Expression
Blyp 70‘[547(CC+2D)+CR7CD
B3y aﬁ(l—a)Q—aﬁqﬁil(Jlrfél(fi))()cc+CD)+cR—cD
By p Q<1+¢62a(1—a>—aﬁ)—glja%ﬁ("’logfg)(ccﬂa)+aﬁ2¢<cc+cR>
B5u,r a(lfa)ﬁQ(;(olciz((iizgf)+cR+cc
B6y,r a(l_a)Q+CRQZiCa_2aB¢(CC+CD)
BTy, r Q(l —a) = Bé(cc +cp) +cc +cr
B8y Q(l—a)(1+a¢>)+a<z>(1c5;ri§i)—ﬁ¢(cc+ca)(1+¢>a)
B10y,r %W
Blly p coten
(b) Optimal regions and the corresponding optimal quantities
Reg Condition T
1 e < Blyp Q-cm—¢flecten)
2 Blyp <cm < B3ur %ﬁ(%‘ﬂf?)
3 B3y r < ey < min(Bdyyp, BSar) Q—cM+ﬁ¢<<g(clﬂi;g%;(cf_,>5§a¢<cc+cD))
4 B5yr < ey <min(B6y, g, BT r) Q-cn
5 B6y,p < e < B8,k Q7(17a¢)CM;(>fij;§((iciZ§)D)7¢(CR+CC)
6 Biarp < ear < BlOarp S B—
7 max(B10y,r, BTy, r) < ey < Bllyp Q=cu
8 max (B8, Blly p) < cm (1+¢0‘)Q*1‘3_1\2;¢(CR+CC)
(c) Optimal regions and the corresponding optimal quantities
Reg Condition e i
1 e < Blyp Bai s 0
2 Blyp < em < B3ur B3 v QCM%RJ;;LHF_O‘?)MCCHD)
3 B3uy,r < ey <min(B4dar,r, Bou r) Bai Baty
4 | B < ey <min(Bby,p, Blap) | “—cagpopalicoton) Go
5 Bby,r < cv < B8ur @ s O
0 Bimr < em < BlOwr Baim Bain
7 max(B10y,p, BTy r) < ey < Bllyp O‘Q_;(I;_CC G
8 max (B8 r, Blly ) < cp ¢y Car

TABLE A2: Characterization of the optimal regions for the monopolist OEM

partial regulation

1

62

under



In Region 4, the OC g2z — Bq1n > 0 implies ¢y > B5yp while giar — gar > 0 can

be written as ¢y < B6yr and gop = Q(l_a)_W_gfl(ii;’CD)J’(cR“C) > 0 can be written as

cu < BTy p.

In Region 5, the OC gopy = a¢(CR+CC)_(1+a¢_a)cwj2_(§iszgﬁ_¢;f)c)c+CD)+(1_a+a¢(1_a))Q >0

—(crtcc)+(2—a)acy+aBo(cctep)—a(l—a)Q
(T da(i—a) 20

can be written as cyy < B8y, r while v, = ¢
implies ¢y > B6js .

In Region 6, the OC ~, = ¢(CC+CR)_£§§§;Q(1_@Q > 0 can be written as ¢y < Bl0y

—¢B2a(crteo)+Bo(1+68%a) (co+ep)+(1—Ba(1-B4))acy —(1—af+¢B%a(1-a) )Q
1+¢3%2a

> (0 can be

while v3 = ¢
written as ¢y > B4y .

In Region 7, the OC qiar —g2r > 0 can be written as ¢y < Blly p while gar—Bqinv >
0 can be written as ¢yy > B10y r and 3 = (a —1)Q+cpr+ B¢ (ep + co) —(cr +¢cc) >0

can be written as cyr > BTy p.

In Region 8, the OC ~3 = ¢ﬁ¢(1+¢a)(Cc+CD)+(1—Oé(1—<lz)1)i1(\ga—)¢a(00+01%)—((1+¢a)(1—a))Q > 0

can be written as ¢y > B8y, p while v; = (b% > 0 can be written as cp; >
Bl1y p.

After eliminating the redundant OCs and rearranging the remaining ones, we obtain
the following possible orderings:
I. Blyp < B3yrp < BSyp < Bby,rp < B8y rp which implies that if ¢y, is increasing
while the other parameters are held constant, the optimal regions change in the following
order: 1-2-3-4-5-8.

II. Blyp < B3yr < By p < BTy p < Blly p which implies that if ¢js is increasing

while the other parameters are held constant, the optimal regions change in the following
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order: 1-2-3-4-7-8.

III. Blyp < B3y p < B4y p < B10yr < Blly,r which implies that if ¢,/ is increasing

while the other parameters are held constant, the optimal regions change in the following

order: 1-2-3-6-7-8.

Finally, note that in the presence of regulations when a@) 4+ c¢p — cg < 0 and @ —

ey — ¢B(ce + ¢p) < 0, neither manufacturing nor remanufacturing is profitable in the

second period;

however we eliminate this region from analysis due to our earlier-stated

assumptions on the values of the cost parameters.

Characterization of the optimal regions under full requlation: The monopolist OEM’s

problem under

The first order

OTIL9"
Iq2m
O o9
01
OTIL 9"
Iq2c
O o9
Oq2r

full regulation is given in (P1). Then the Lagrangian function becomes:

M = Ty + (g — g20) + (G20 — G2r) + 73(g2m1)

+v4 (q2c — Baim) + 5 (G2r — Braim) (A-9)

conditions are

= ¢(Q—cy — B¢ (cc+cp) —20qar — 2¢om) +73 =10, (A-10)
= Q—cu+v—0Bv%—BrY — 20 =0, (A-11)
= ’74+’72—’71—¢(CC+CD):0, (A—12)

= ¢(a(Q — amr — ©r) — R — Q@2 — G2 + ¢p) — Y2 + v5 = 0.(A-13)

Again the first order conditions ensure optimality. With similar arguments to those

given under partial regulation, we can see that the amount of cores collected by the
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OEM is either equal to the optimum level of remanufacturing or the level of collection
dictated by legislation, whichever is larger. On the other hand ¢y > ¢oc > ¢or cannot
be optimal if there is no second period manufacturing. Note that as long as 75 = 0,
the first order conditions are the same as the ones under partial regulation. In other
words, if ¢, > Brqi), under partial regulation imposing full regulation is redundant.
Hence under full regulation Regions 3-8 are the same as the corresponding ones under
partial regulation whereas Regions 1 and 2 may change. Table A3 and 2.2 summarize
our results. After the redundant OCs are eliminated (For the identification of redundant
OCs see Appendix B1.2.) we rewrite the remaining conditions for Regions 1 and 2 as
bounds on ¢y; and the bounds on ¢;; which characterize each feasible region are provided

in Table A3.

(a) Bounds characterizing the optimal regions

Bound Expression

(ca—co)+Pra(-0)Q—(1+Pa(1-a))abdl(eceten)
Blar | i —

(b) Optimal regions and the corresponding optimal quantities

Reg. Condition A

1 ey < BlM,F Q+¢5R0¢(CM+¢5(Cc+20(€33;[§£zga¢ii()c)c+CD))*¢5R(CR*CD)

2 Blyp < ey < B3 %M

(c) Optimal regions and the corresponding optimal quantities

Reg. Condition G50 BGr

1 e < Blyr Bai BRI v

2 Blyr <cm < B3mr | Bain a(cMJrMécciffg)))_cR“D

TABLE A3: The characterization of different optimal regions for the monopolist OEM
under full regulation

In Region 1, the OC 5 = ¢_(IBR(1—C“)+1)IB¢Q(CC+CD)(‘z(fgﬁ—;D()l_(l;')ﬁR(1—0‘))0‘0A{+IBR0‘(1_0¢)Q >0
ROC —x

implies ¢y < Bl p. In Region 2, the OCs Bqiar —q2r > 0 can be written as ¢y < B3 r
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and ¢gar — Brqim > 0 can be written as ¢y > Bl .

Observe that under full regulation, the possible orderings of the regions are the same
as those under partial regulation. =
Proof of Theorem 2. For each region that can be optimal under no regulation, we
study in detail what happens as partial regulation is imposed. It is easy to see how ¢}/,
¢ and p3p change by checking the the expressions provided in the proof of Theorem 1:
Region 4 Under No Regulation. Since max {B8y r, Blly r} < B3y .y holds, if Region
4 is optimal under no regulation, i.e. B3y n < cum, Region 8 becomes optimal after
imposing partial regulation and ¢},,, ¢35 and p5p stay the same.
Region 3 Under No Regulation. Since max{B6;p, B11y r} < B2y n holds, Region 3
under no regulation corresponds to Region 5 or 8 under partial regulation. In either case,
v Gop and psp increase.
Region 2 Under No Regulation. Observe that Bl,; p < Bl y which implies that Region
1 can be optimal under partial regulation only if Region 1 is optimal under no regulation.
Hence if Region 2 is optimal under no regulation, i.e. Blyny = Bllyn < ey < B2y n,
either one of Regions 2, 3, 4, 5 or 8 can be optimal as partial regulation is imposed.

If Region 2 or 3 becomes optimal, ¢7,, and p3, decrease but ¢;5 increases. If Region
4 becomes optimal, ¢7,, and p3, stay the same but ¢;, goes up. Finally, if Region 5 or
8 becomes optimal ¢7,,, ¢5p and p3p increase.
Region 1 Under No Regulation. Note that if Region 1 is optimal under no regulation, i.e.
ey < Bly v, then region 5 and 8 where ¢py > max{B6y; p, Bl1py p} > Blly p = Blyn

can never be optimal as partial regulation is imposed. Therefore if Region 1 (where
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¢5r = 0) is optimal under no regulation, either one of Regions 1, 2, 3, 4, 6 or 7 can be
optimal under partial regulation.

If Region 1 becomes optimal as partial regulation is imposed, ¢},, decreases while
¢>r = 0 stays the same. Note that unless Region 1 is optimal under partial regulation,
¢>p increases. In the absence of regulations ¢j,, in Region 1 is the same as ¢, in Region 2
(see proof of Theorem 1). Hence the results given above for Region 2 under no regulation
regarding how ¢j,, changes when Region 2, 3 or 4 becomes optimal as partial regulation
is imposed, also hold here. On the other hand, if Region 6 is optimal ¢},, decreases, but
if Region 7 becomes optimal ¢}, stays the same.

Let us summarize the analysis: If B3y, n < car, then i, ¢35 and p3p stay the same

as partial regulation is imposed. Otherwise, as partial regulation is imposed

1. ¢fy; and pip go down if ¢y < max{Bb5y p, Bl0y r} = ki, i.e. region 1-3 or 6
becomes optimal under partial regulation, remain the same if k1 < c)y < Ky =
max{B6y r, Blly r}, i.e. region 4 or 7 becomes optimal under partial regulation,

and go up if Ky < ¢y, i.e. region 5 or 8 becomes optimal under partial regulation.

2. ¢3p remains the same if ¢y < Blygp, i.e. region 1 becomes optimal under partial
regulation and goes up if c¢yy > Bl p, i.e. region 2-8 becomes optimal under

partial regulation.

]
Proof of Theorem 3. Under full regulation Regions 3-8 are the same as the ones

under partial regulation. For Regions 1 and 2, we study what happens as full regulation is

imposed. Observe that Bly, p—Bly,p = 51?%?2&%—();3%) > 0 because aQQ—cr—cc > 0
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holds in the parameter region of interest. Hence Region 1 and part of Region 2 under
partial regulation corresponds to Region 1 under full regulation. It is easy to see how
¢y Gr and psp change by checking the expressions provided in the proof of Theorem
1.

Region 1 Under Partial Regulation. Region 1 remains optimal under full regulation; ¢;,
goes up while ¢f,, goes down.

Region 2 Under Partial Regulation. When ¢y < Bl p, Region 1 becomes optimal as
full regulation is imposed. Then ¢j,, and p3, decrease while ¢;, increases. Finally when
cy > Blyp, Region 2 remains optimal as full regulation is imposed and the decision
variables of interest do not change. m

Proof of Proposition 1. Under partial regulation Region 1 is optimal when c;; <
Bl p (see proof of Theorem 1) which can be written as 5 < % = (*. On the
other hand, if cpy > Blap, i.e. S > [3* Region 1 cannot be optimal. Note, that Region
1 is the only region with no remanufacturing under partial regulation. Hence as long as
6> %, there is some level of remanufacturing under partial regulation.

The only two regions where all products from the first period are remanufactured

are Regions 5 and 8. These regions are optimal when ¢y > max{Blly p, B6y r}.

We can write ¢)y > B6yp as [ > a(l_a)QZ;’(?CZCfC;(f_O‘)aCM = 0y and ¢y > Bllyp as

acy — co — cg > 0. Hence when both acy; — cc — cgp > 0 and § > ; all first period
cores are remanufactured under partial regulation. m

Proof of Proposition 2. With Proposition 1, we show that when ¢y, < Blyp

—acy+CR—CD __

ad(coten) 5%, Region 1 is optimal and there is no

which can be written as g <
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remanufacturing under partial regulation; hence (g is always binding if § < g*. When
cy > Blyp, ie. 8 > 3%, one of Regions 2-8 is optimal. When Region 2 is optimal

under partial regulation, the additional regulation on remanufacturing level is redundant

acytafo(cotep)—(cr—cp)
2a(1—a)

only if ¢35 > Brqi), which can be rewritten as ¢, — Brqiy =

ﬁRQ_CM_(Zf (cctep) > () which we further simplify to Bg < zc(ffja‘;%(_Ccchjfg)ﬁzc(gfj;;f)’)) —

#(B—B*)(cctep)
(1-a)(Q—crr—¢pB(cc+cp))

. Finally, when one of Regions 3-8 is optimal and thus ¢ > Bqiy,

under partial regulation, the additional regulation on remanufacturing level is redundant.

]

Proof of Proposition 3. First, we find the threshold # under partial regulation:

Assume that at point A = (cf\‘/[,cﬁ) remanufacturing is not profitable, i.e. Region 1

is optimal under partial regulation, hence the optimal production quantities are ¢}, =
_ Q—cp—dB(cctep

@y = 5 ) The profit at point A is

ma - (@— cyr — 9B (co +cp))*(1 + ¢)
| :

Now compare the profit at point B = (c§;, ¢B) where ¢ff < ¢, ¢¥; > ¢, and remanu-
facturing is profitable, i.e. Region 2 is optimal, with profit at A = (cj\‘/[, cﬁ). The optimal

production quantities at point B are

Q — ciy — ¢B (cc + cp)

Q?M = 5 )
5 QO —a)—cf—B¢(cc+cp)+ (ch —cp)
daar 21— a) )
5 ack; + B¢ (cc + ep) — (¢ — cp)
o 2 (1 a) '
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The profit at point B is

¢ (ack; + B (cc +cp) — (cf — CD))2 n (Q — iy — 9B (cc+cp))*(1+ ¢)

Iy, =
M da(1 — a) 4

Now let us compare the profit values obtained at point A where remanufacturing is

not profitable and at point B where remanufacturing becomes profitable:

¢ (ack + afe (cc + cp) — (B — cD))2
da (1 — «)
(B —ca) (2Q — & — iy — 280(cp + cc)) (1 + ¢)
4

Iy -1y =A =

Simplifying the difference we get a second order polynomial of ¢, A = ¢f, — B +

2
L (CAB}—BlM,P)
(2X—cﬁ—c]’ef)

where k = Mﬁﬁ and X = 2Q)—2B¢cp—20¢pce. Solving the polynomial

we find two roots, 12 = X £ /(cf, — X)2 + k(c§, — Bly p)?. Note that the larger

root, 7y is greater than cf. The sign of smaller root, 7, depends on A(cy, = 0) =

(X —=cB)?+k(cl —Bla,p)*—
2X—01€1

X% There are two possibilities: (i) If A(cd, = 0) < 0 then r; > 0
and A is positive in the interval (ry,c%,). (i) If A(cj; = 0) > 0 then 7, < 0 and
A is positive in the interval (0,c¥). Hence the profit at point B is higher when 6 =
max {0, } < ¢y < cf,. Finally the lower bound, r; decreases as the legislation becomes

stricter:

ory kao(co + cp) (acky + af¢ (co + cp) — (¢ — cp))

Er Vk(ack +aBo (co +cp) — (B —cp))? + a2(cf — X)2 =0
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Proof of Proposition 4. The Lagrangian function for the remanufacturer’s problem

(P2) can be written as Log = Ilop +n1G25 + no (qlM — Qo — qfc) + n3G2s. Then the OCs

are:

oL
8_?:@(@_%—2(q§c+qgs)) —CR—CE I =
d2c
oL
5 28— 0 (Q — qonr — 2 (q2% + qo5)) — cr — pas + s
q2s

m (a3
2 (Q1M — q2c — qfc)

UES (Q2S)

(A-14)
(A-15)
(A-16)
(A-17)

(A-18)

In addition, 0 < g5t < qim — oy @2s > 0, m1 > 0, 2 > 0, 3 > 0 should hold.

Solving OCs (A-14)-(A-18) we find the five possible solutions given in Table A5. The

corresponding Lagrangian multipliers are given in Table A4.
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CLT

Region

Uit

2 n3
R1 —aQ + agan + cg + & 0 —a@ + agapy + cr + pa2s
R2 0 0 p2s — ¢
R3 0 a@ — agan — cr — & —2a (i — q2c) | —aQ + agans + cr + pas + 20 (1 — g2c)
R4 cg — Pas 0 0
R5 0 Pas — cg 0

TABLE A4: The Lagrangian multipliers corresponding to each feasible strategy of the remanufacturer

Region qfc qzs
R1 0 0
Ry | 2Q=om—ca=cl 0
R3 @M — Q20 0
R4 0 W&
R5 M — q2¢ anm‘&M7CR752572a(qleq2C)

TABLE Ab: The feasible strategies for the remanufacturer




Note that for a region to be optimal, the corresponding Lagrangian multipliers must
be nonnegative. Therefore, nonnegativity of Lagrangian multipliers from the remanufac-
turer’s problem become constraints in the OEM’s problem. Next we show that Region
R2 and Region R3 can never be optimal and Region R5 can only be optimal if g0 = ¢2¢.
In each case the proof is by contradiction.

Elimination of Region R2: Assume that Region R2 is optimal, the following OCs should

P D |
be satisfied by the OEM’s solution: ¢}, — ¢3c > ¢ = 0QTOBN—CR=C > () and 15 =

— 2
Pas — Cg > 0.

If the OEM sets pas = cf — & holding ¢}, and ¢3,, the same, it becomes optimal for

) new

the remanufacturer to purchase the cores from the OEM, i.e. (g% =0, (¢55)"" > 0.

The new optimal amount of remanufacturing is
( * >new aQ_QQSM_CR_CC+6 Rx

Rx
dos = o = (Qoc T+ %0 > Qo

)’I’LB’LU )TLG’LU

whereas the optimal amount of collected items is (gaq

= nax ((q;s ) q;c)-

Note that the new solution is already feasible. The OEM'’s first period profit does
not change and the change in the second period’s profit is
* 6 R Rx 5 Rx 5 *
Allbopyn = _Q2M§ + (CC - 5) Qe t 2% ) Ccmax | qac + 20 Eble]

Rx 6 * Rx 6 *
—Cp | Max | gor + %, oo | — 4o — % + (CC + CD) daoc -
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)TLG’LU

When (q;c)mw = nax ((qgs)new ) qgc) = (qgs , we have

AHQOEM = —q2M§ —+ (Cg — 5 — Cc) (qfc + %) -+ (CC + CD) Goc -
We observe that the change in profit is positive as d goes to zero: (lgir% Allsopy =
(c& —cc) ad% + (cc + cp) G5 > 0.
When (g5¢)"" = max ((¢55)"" , 45¢) = ¢3¢, we have:

. 0 i, 0
AHQOEM = _O‘q2M£ + (Cg -0+ CD) (qfc + %) .

Similarly, the change in profit is positive as d goes to zero:
(151_1)% Allyopy = (Cg + CD) qu > 0.

Hence the OEM can make more profit by collecting the items herself (and setting the
price so that the remanufacturer purchases the cores from the OEM) rather than letting
the remanufacturer collect cores himself.

Elimination of Region R3: Assume that Region R3 is optimal, so that the remanufacturer
collects all the remaining cores but does not buy from the OEM, i.e. ¢2% = ¢}, — ¢ > 0
and ¢;¢ = 0. The OEM’s solution should satisfy the following conditions:; = a@) —
agsy —20qi+2aq50—cr—cl > 0and 05 = —aQ+ags,, +2aq} —2aq5c+cr+pis > 0.

Note that 1} + 735 = pis — c& > 0. Keeping ¢}y, ¢33, and ¢3o the same, the OEM can

—aqt. . —cp—cB—
set pog = c& + § such that o9 aq2M20lCR o dirm — G- Then 13 becomes zero, but
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the optimal solution remains the same. If the OEM collects all the available cores, i.e.

)" = gty , and sells just ¢i,; — ¢3o to the remanufacturer at a price pog = c& + 0,

(63
she makes more profit. Moreover, the remanufacturer still makes positive profit. Hence
the regions where the OEM collects some of the cores and lets the remanufacturer collect
and remanufacture the rest cannot be optimal.

Elimination of Region R5:Region 5 can be optimal only if the OEM collects all the

available cores, i.e. ¢}); = ¢5o. Assume that Region R5 is optimal, and ¢j,, > ¢5-. Note

that the total remanufactured amount does not depend on ¢}, — ¢ic, i.e. @8 + ¢ig =

aQ—agsy —Cr—P3g

T . Hence the OEM makes more profit by collecting all the available items,
iLe. (qac®)"" = qi); and increasing gas by g7y — @he so that (¢5q)™" = aQ_aqg’;’a_cR_pgs

while decreasing ¢l to zero. m

Proof of Proposition 5. In the proof of Proposition 4, we show that if the OEM
collects cores to restrict the availability of cores to the remanufacturer, it is profitable
for her to collect all the cores. Now we show that the OEM never sets pag = ¢& under
this situation. First, assume that the OEM prices the remanufactured product at the
collection cost of the remanufacturer. Then the OEM’s second period profit can be

written as

Moopn = qan ((Q — qons — o (635 + Gg)) — ear — @B (co + ¢p))
—@roce + Gsp2s — (e — Gog) €p
= qm ((Q — am — agsg) — e — 9B (ce + ¢p))

—qimCo + q;scg — (v — @g) €D
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aQ—oagqan—cr—ck
2c

where ¢3¢ = >0 and ¢2% = qiar — qao = 0.

Now assume that the OEM keeps ¢1); and ¢op; constant but decreases the price of
the remanufactured products by an infinitesimal amount ¢, namely p3e® = c& — §. Then

purchasing the cores from the OEM becomes more profitable for the remanufacturer

compared to collecting the cores himself from the market. Hence by setting p5e® = c&—4

new

the OEM does not need to collect all the items from the market, i.e. ¢g5&" < giar. Note

R
—agan—cp—cB+§
that the amount remanufactured becomes ¢5¢* = o SEMECRTECTE = gs + £ and also

758" < 5" < @iy holds. The second period profit of the OEM is

)
%) — ey — OB (co + CD)) — qa¢"co

* 5 new * 5
+ <Q2s + %) (Cg - 5) - <Q2C — Qas — %) CD -

boEM = QM (Q — oy — <Q§s +

Hence as § goes to zero the increase in the profit function can be written as Allsppy =
born — Lorm = (v — ¢6°) (ep +co) > 0.

Therefore the OEM does not set the price of the cores equal to the collection cost
of the remanufacturer under Policy C. Since preemptive collection only happens under
Policy C, the result follows. m
Proof of Proposition 6. Under preemptive collection ¢;3; = gac > qos and qoc > Bqim
by definition and hence the corresponding Lagrangian multipliers are zero i.e., 75 = 0,
74 = 0 (see the OEM’s Lagrangian function given in equation (B-3) in Appendix B1.2).
With Proposition 5 we show that pag > c¢& should hold and hence the corresponding
Lagrangian multiplier is also zero (y; = 0). Setting 72 = 0, 74 = 0, 77 = 0 and

¢2c = qiyr and solving the first order conditions given in equations (B-4)-(B-5) for pag
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we obtain pyg = (¢aQ—¢c§¢—¢cD —35) . Note that under Policy C, pag > cE, and hence
_ _ e R
pas — cl = ($a@=ger g;D 5720%¢) - () implies that (aQ — cp — v5/d — 2¢B) > cp.

Therefore, preemptive collection cannot be optimal when cg > a@ —cp — 2cE. =
Proof of Proposition 7. First we show that preemptive collection strategy is feasible
over a larger region of cost parameters under partial regulation compared to no regulation.
For the bounds under no regulation and partial regulation please refer to Tables B1 and
B2-B3 respectively in Appendix B1.2.

Note that the regions C; and C5 define the preemptive collection region. In the
absence of regulations Cy is optimal if B2¢y < cy < B7¢y and Cy is optimal if
Bieny < eny < B8¢n and B2y < B7¢n < B8¢n. Under partial regulation C is
optimal if B3¢ p < ¢y < B2¢ p and Cy is optimal if B2¢ p < ¢y < B33¢ p and B3¢ p <
B2cp < B33¢p. Observe that the lower bound is lower under partial regulation, i.e.
B2cy — B3cp = B¢(cc + ¢p) > 0; while the upper bound is also lower, i.e. B8¢y —
B33cr = % > (. The magnitude of decrease on the upper bound is smaller and
hence the overall feasible region becomes larger.

Since the feasible region of preemptive collection strategy overlaps with the regions
of Policy B, we need to compare the optimal profits in order to understand whether
partial regulation favors preemptive collection. In the proof of Proposition 8, we show
that the formulations of no regulation and partial regulation scenarios differ only by the
cost of manufacturing in the second period and the lower bound on the collection level.

Since the OEM already collects all available cores under preemptive collection (Policy

C), the lower bound on the collection level is not binding and thus this constraint does
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not affect the profit. On the other hand, under Policy B the profit may go down due
to the constraint. Under no regulation, the cost of manufacturing in the second period,
Capo 18 equal to ¢y, while under partial regulation it becomes ¢y + 5¢ (cc + ¢p). It is
sufficient to show that the difference between the profits under Preemptive Collection
Strategy and Policy B, i.e. 11§, — [15,,, increases as cyr increases. According to how
the regions €} and Cy and Policy B can overlap, we analyze four cases:

Case i. Region C} and Region B; overlap and Region ('} is optimal under no regulation.
The difference between the profits is

o1 g (2Q—cm) = dlcc +ep))cc +ep) | dlaQ —2cf — 2co + acyy)?
oy —Mopy = — 19 + 12

The difference increases as ¢y, increases because

OMGhy ~ h) _ 00Q =268 — 200+ acuy) _ S8 —cl) _
dcnrg 20 a '

Case 1. Region C and Region By overlap and Region (' is optimal under no regulation.

The difference between the profits increases as ¢y, increases because

OUGpy — U85n) _ P(cr + co — acra) _ Y&+ (co + cp)o
Ocro 2(2 - «) 2(2 — )

> 0.

Case 1. Region Cy and Region B; overlap and Region C5 is optimal under no regulation.
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The difference between the profits increases as ¢y, increases because

OG5y —8ky) _ 6((2— a)aQ —2(2 — a)cd — (4 — a)eg + 2acary + acp)
sy 20(2 — @)
_ o7+ 20adss
5 .

Case iv. Region Cy and Region By overlap and Region (' is optimal under no regulation.

The difference between the profits increases as ¢js, increases because

O(IgEy — UGhw) _ ¢(cp +co)
ochry 2(2 — «)

> 0.

|

Proof of Theorem 8. First we give the proof for partial regulation:

From No Regulation to Partial Regulation: In Part a, we give the proof for Policies A-B,
then in Part b we give the proof for Policy C.

Part a. When either Policy A or B is optimal under no regulation, the OEM’s problem

18

(P5) Max Hopn = ¢(qam (Q — Q2 — & (Q§c + Q2s) - CM)
+p2sqzs — coqac — ¢p (G2c — G25)) + quar (Q — qiar — )
s.t. QM 2 Gac 2 Qos
Q2s + C]é%c >0
a@) — aqay — Cr — Pas R

G >0, pag < ¢l qos = o ; G =10
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whereas under partial regulation, the problem is

(P6) Maz Nopy = ¢(gonr (Q — qonr — @ (4 + qos) — (ear + @B (cc + ¢p)))
+p2sqzs — coGac — ¢p (G2c — G25)) + quar (Q — qiar — )
st. qo+ e = B (A-19)
QM 2 Goc 2 Qos

Qos + Q§c >0

al) — agan — Cr — D2s
2a

Gorr = 0, pag < Cg, Q25 = ) qgc =0

Note that (P5) and (P6) differ by the cost of manufacturing in the second period and
the constraint (A-19). We show that as cjs, increases ¢og increases under no regulation
and that imposing constraint (A-19) never causes a decrease in ¢og. For the OCs and
the values of the corresponding Lagrangian multipliers under no regulation and partial
regulation please refer to Appendix B1.2. In the remainder of the proof, we use the

following notation: cy/2 = ¢y and epl! = cpr + B (co + cp).

ng“ 1

Under no regulation when Region A; is optimal ¢3¢ = 0, Do = —¢pa < 0 and
0(cf-pas)  _, H . . ¢ ¢ .
—~an ~ — 2 < 0. Hence as cpo increases while the amount of remanufacturing

stays the same, the region in which Region A; stays optimal shrinks. Since the total
remanufacturing level is already zero when Region A; is optimal under no regulation,
imposing partial regulation cannot decrease the remanufacturing level further.

Under no regulation when Region A, is optimal, as c¢,so increases, the amount of
da58 1

e = ey > 0, whereas one of the upper bounds

remanufacturing increases, i.e
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.. . . . . 6(qf‘1€1—q5‘52) o 1
characterizing the optimal region of Region A, decreases, i.e. oy = T3y <

3(0§ —p2s) — 0

berts If Region A, remains

0, while the second one does not change, i.e.
optimal as ¢y, increases then either 3¢iys < qac or Bqiayr > qoc holds at cpro = cpfdl.
Under the former case, constraint (A-19) is already redundant. We check what happens
when the constraint is binding. Under partial regulation, the optimal remanufacturing

: tial —y3a— 5—
level can be written as ghe ™" = (@2e2=m0- (;Z;’i; dectya)

in terms of the Lagrangian

(acpro—cr—cc)

Sa2—0) Hence the difference in the

multipliers while under no regulation g5 =

partial partial
+7 —

(75 partial )
2a¢(2—a)

partial 73

remanufacturing levels is ¢hg ' — 52 =

which is positive as long

as Y2 — (0. When 72" > 0 which also implies that qgﬁtial = 0, the difference is

partial A2 (’Ygartial-i-'yfwtml—

partial)
425 s = 2ap(2—a)

artial artial
vy P +’YZ -2

> (2

partial
73 ) —

2a4(2—a) 2a(2-a)

(2Q—aQ—2cprp+cr+ec)

A2
q%% > (0. Hence, imposing partial regulation cannot decrease the remanufacturing level.

On the other hand when Region A, is optimal at cy/4 but Region As is optimal at

II
CMmao

d(2acys + acytl + a?Q — 2aQ — o’y — cr — co)

>0
14 2¢pa — pa?

7143(CM§ ) =

which implies cp27 > QO‘Q_O‘QQ_QO“”Z tafeytentee — Y ghould hold under Region Aj at

eyt The change in the remanufacturing level is positive when g5 (cark!) — o2 (card) =

crtec—aB3—atoa(2—a))ep +a(2—a)(Q+pacyril)

3(1+200—¢a2)a(2—a) > 0 which can be written as

el > —cr—coct+ a3 —a+ a2 —a))ey — a2 —a)Q _x

9022 — a)

Since ¢i% (car) — 52 (cnr) = QQQ_QQQ_?;O;C(gff()?SQCM *ertee () should hold under Region

2 2 2
Ay at cpd, we conclude that Y — X = (1+2¢a—¢a )(2°‘Q;§‘(§_;?;zc”f tofemterteo) - () Since
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Y > X, epd’ > YV implies ¢y’ > X. Hence the remanufacturing level goes up as

increasing c; causes a move from Region A3 from Region A,. Since all available cores are
collected and remanufactured under Region A3 and A4, the lower bound on the collection
level is redundant for this particular situation and also in the rest of the analysis for Policy
A in Part a.

When Region Az remains optimal, the amount of remanufacturing increases, i.e.

A3
ggii = 50 +2$§‘_ ey B 0, whereas the upper bound characterizing the region in which
Region As is optimal decreases, i.e sy — ___ 1420 < 0. When Region Aj is opti-
g 3 p » Y Beme 2(1+2¢o¢—¢o¢2) . g 3 p

mal at )4 but Region Ay is optimal at cj/27, the change in the remanufacturing level is

L. A4 II A3 N o (1—pa+2pa—a)Q+pacr+pacc+(—2pata—1)cy -
positive because g5 (camsy’) — ¢35 (cars) (« 2(122@_@2)(1”@) ) _

adgdiy (cars)

(1+509) > 0. Hence the amount of remanufacturing goes up as the increase in the

cost of manufacturing results in a move to Region A, from Region A3. When Region
A4 remains optimal, the amount of remanufacturing does not depend on the cost of
manufacturing in the second period.

Next we analyze in detail how the remanufacturing level changes under Policy B. For
the OCs and the values of the corresponding Lagrangian multipliers under no regulation
and partial regulation please refer to Appendix B1.2.

When Region B; is optimal under no regulation, since gbd = 0, the amount of re-

manufacturing cannot decrease. On the other hand, as c¢)s, increases, the upper bound

.. . . . . . . . oyB1
characterizing the region in which Region B; is optimal decreases, i.e. 8;’15”2 = —2a < 0.

When Region B; is optimal under cy;2 but Region By is optimal under ¢4/, the reman-

ufacturing level goes up.
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When Region B, is optimal under no regulation, as cps, increases, the amount of

N . 9gB?
remanufacturing increases, i.e aqzs = L _ > 0, whereas the upper bound charac-
Cara 2(2—-a) ’
s : : : : Nam—qes) _ 1
terizing the optimal region of Region B, decreases, i.e. Denrs = 5 < 0.

When Region B, stays optimal as cjso increases, either Bqin < qac or Bgiv > Gac
holds at cyro = cprd!. Under the former case, constraint (A-19) is redundant. We next

analyze what happens when the constraint is binding, i.e. v = 0 and v > 0: Un-

. . , . ' .
der partial regulation, the optimal remanufacturing level can be written as ¢he ' =

(2aQ+acr+2acpro—a?Q—acc —4cR—4cg +2ac§)q§+o¢’y4 —2y3a+ysa

in terms of the Lagrangian multipli-

4ap(2—a)
. . 2aQ+acr+2acyro—a2Q—acc—4cg—A4cE 420k
ers while under no regulation @52 = Ze@tacrtlocy;—o”@acodepdegtlact) fonce the
28 4a(2—a) )
. . . partial B2 (ys+v4—273) . .
difference between the remanufacturing levels is ¢, — ¢o¢ = ErricE . which is pos-

itive as long as 73 = 0. When 75 > 0 which also implies that ¢2%"* = 0, the difference

. opartial B2 _ (2Q—aQ—2cyytcrtcc) _ 43y : : : :
1S gyg — Q58 = o) = 2 > 0. Hence, imposing partial regulation

cannot decrease the remanufacturing level.

Part b. When Policy C is optimal under no regulation the OEM’s problem is

(P7) Max Hopn = ¢ (Q2M (Q — Q2 — & (Q§c + Q2S) - CM))
+¢ (P2sqas — ccqac — ¢p (G — @25)) + @1m (Q — i — )

s.t. Giv = Q2 = 25

al) — agan — Cr — D2s
2a

G2s = —(¢1m — q2c) > 0

Go = Qs — G20y Qe = 0, Pas > 6
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whereas under partial regulation the problem is

(P8) Maz lopy = ¢ (g2n (Q — qomr — a (@5 + 2s) — (car + 08 (cc + ¢p))))
+¢ (P2sqzs — ccqac — cp (qac — Gas)) + Qv (Q — i — )
s.t. G + % > B
@M 2 Gac 2 Q2s

Q25 + Q§c >0

al) — agan — Cr — D2s
2a

q2s5 = - (Q1M - Q2c)

q?c =@M — Qo5 Gov 2 0, pag > cg

For the OCs and the values of the corresponding Lagrangian multipliers under no
regulation and partial regulation please refer to Appendix B1.2.

In Proposition 4 we show that under Policy C, the OEM collects all the available
cores at the beginning of the second period. Therefore as long as Policy C stays optimal,
imposing partial legislation on the first period’s production is redundant. On the other
hand, collecting 3 percent of the second period production in order to comply with the
legislation increases the manufacturing cost in the second period.

When Region (] is optimal under no regulation, the amount of remanufacturing does

not change while the upper bound characterizing the optimal region decreases as ¢y

84150 1
9caro

increases, i.e. = %’m < 0. When Region C| is optimal under c,/4 but Region C, is
optimal under ¢4, the remanufacturing level goes up.

When Region C5 is optimal under no regulation, the amount of remanufacturing
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da5¢ _ 1
dcprg — 2(2—a)

increases as ¢y increases, i.e. > 0 while the upper bound characterizing

' : ., Olari—a53) 1
the feasible region decreases, i.e. =4 = — < 0.
Chro 2(2—a)

On the other hand when Region C, is optimal at cy/2 but Region C3 is optimal at

I .C3 I ¢(—(2—a)aQ+acy il +(2—a)acy+2¢acc —pacc—crtcep+2pacp —paep) .
cuy's Vet (emy) = : 1T 20a—0a2 > 0 which

implies

el > (2 — a)aQ — a2 — a)ey —052 —a)pa(ce +cp) +cr—cp v

should hold under Region Cj at ¢4, Besides,

(5% — a5 ey = (Cm oIz ale pon) S B ot ten =)

should hold under Region Cy at cy,2.

The change in the remanufacturing level is positive when

(2 — a)pa(acy'™ — (cc + cp))

—B3—a+¢a2—a))acy —cp+cr+ (2 —a)a@Q

C3¢. II\ _ C2(. Iy _
G5 (cary’) — dag (Car) (14 2¢a — ¢pa?)2a(2 — «) >0

(2—a)pal(cc+ep)+(3—a+oa(2—a))acyr+ep—cr—(2—a)aQ — X. Since qlcja(cM)_

which implies ¢! > o—a)ga?

q$2(cpr) > 0, we can conclude that

(14 ¢a(2 — a))((2 = a)(a@ — ¢alcc +cp)) = (3 — a)acy + cr — cp)

yoX= »a?(2 — )

> 0.

Therefore cp/if > Y implies c¢jif > X. Hence remanufacturing level goes up as the
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increase in the cost of manufacturing results in moving to Region C5 from Region Cs.

When Region (3 remains optimal, the amount of remanufacturing increases, i.e.

9q53 .. .. .

agfwsz = 50 +2$§‘_ a7y > 0, whereas the upper bound characterizing the region in which

Region Cj5 is optimal decreases, i.e Ougiy _ ___l+%a < 0. When Region (3 is opti-
o) 3 p Y Benres 0 2(142¢a—¢a?) : 8 3 15 Optl

mal at ¢)/3 but Region C} is optimal at ¢y/4f, the change in the remanufacturing level is

C4 II o3 N ¢0¢((1+2¢a—¢a2—a)Q—(1+2¢a)cMé—i—acM—i-zﬁacR—i-(bacc) - 4§32 (eard)
Qo5 (Crmy') — ¢35 (ea) = 2(1+2¢a) (1+2pa—¢a?) = ¢a fl”izascfi 2 0.

Hence the amount of remanufacturing goes up as the increase in the cost of manufacturing
results in moving to Region C} from Region Cj.

Finally, when Region C, stays optimal, the amount of remanufacturing does not

depend on the cost of manufacturing in the second period. Therefore the increase in the
cost of manufacturing and the additional bound on the amount of collected items do not
cause a decrease in the amount of remanufacturing as long as imposing partial regulation
does not cause switching between policies.
From Partial Regulation to Full Regulation We complete the proof by analyzing how gog
changes as full regulation is imposed: In Appendix B1.2, we show that the OCs for regions
where ¢3¢ > (q;,, are the same under partial and full regulation. When in a region where
¢3¢ = 0 is optimal under partial regulation, amount of remanufacturing definitely goes
up as full regulation is imposed. Hence analyzing the regions where 0 < ¢3¢ < 8qi,, is
optimal, i.e. regions Ay, By and C5 under partial regulation is sufficient. For the OCs
and the values of the corresponding Lagrangian multipliers for each policy under full
regulation, refer Appendix B1.2.

i. Under partial regulation when A, is optimal, if qg’gm“’ > Bra’%" " then imposing full
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partial partial

regulation does not change g25. If g5¢ which we can rewrite as cyy < B2¢ F,

< Brair

subregion A; becomes optimal under full regulation. The difference qf ul qggm“l is

positive because gJo — 44" > 0 & )y < B2¢,p which holds in the region of interest.

ii. Under partial regulation when Bs is optimal, if ¢bg artial . Bnq T artial

then imposing
full regulation does not change ¢os. If ¢he artial - 3. aa artial which we can rewrite as
cy < B2leop region By becomes optimal under full regulation. Then the difference
qggll qgg”ml is positive because qf ul qgg”ml > 0 < ¢y < B21¢p which already holds
in the region of interest.

ii. Under partial regulation when Cj is optimal, if ¢bg artial . Brq iy artial

then imposing
full regulation does not change ¢»5. On the other hand, if qp“m“l < Brq p“m“l which we
can rewrite as ¢y < B30¢ p region C7 becomes optimal under full regulation. Then the
difference qf ull qg’g"““l is positive because qf ul qg’g"““l > 0 < ¢y < B30¢p which
holds in the region of interest.

Hence, under full regulation the amount of remanufactured products remains the
same or goes up as long as it is still optimal to play the Policy that was optimal under
partial regulation. m
Proof of Corollary 1. When cp > a@ + cc — 2¢E either Policy A or region Cj or
region Cy is optimal. By Proposition 8 as long as Policy A stays optimal as partial (full)
regulation is imposed, the level of remanufacturing remains the same or goes up. Since
¢SS = ¢3% and ¢§8 = @38 (for optimal quantities under partial regulation see Appendix

B1.2), the result follows from the analysis provided for regions A; and Ag in the proof of

Proposition 8. m
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Proof of Proposition 9. The only regions under which remanufacturing is not feasible
under partial regulation are Ay, By and C}.

. Consider regions A; and Cy. In Appendix B1.2 we show that if ¢y < B2¢ p,
either region A; or (] is optimal. Hence some remanufacturing is imposed as long as
cm > B2¢ p which can be written as 3 > % = [3*.

2. Consider region B;. In Appendix B1.2 we show that region B; is optimal when

B2cp < ey < B2l p. Thus if policy B stays optimal as legislation is introduced,

some remanufacturing is imposed as long as ¢y > B2l¢ p which can be written as

ﬁ > (—20+0%)Q+(4—a)cg—2acpy —acp+(4—20)cE =

2a¢p(cc+ep)

Proof of Proposition 10. Note that when aQ — cp — 2c8 < cg, A; is the only region
under which there is no remanufacturing. First, we find the threshold 6 under partial
A A

regulation: Assume that at point A = (c va cR) remanufacturing is not profitable, i.e. Re-

gion Al is optimal under partial regulation, hence the optimal production quantities are

—cA _cA 2
¢d, = qd, = L ¢26(CC+CD). The profit at point A is I14,,, = &= W(CEJFCD)) 1+d),

Now consider point B = (c§,cB) where ¢f < ci, c§; > cj; and remanufacturing is

profitable, i.e. Region 2 is optimal. The optimal production quantities at point B are

B _ Q —cyy — 9P (cc + cp)
G = 5 ;
5 Q2—a) =2t + B¢ (cc+cp)) + (ci —cp)
o = 2(2— a) ’
s ach+abe(ce+cep)— (cf —cp)
o = 2a (2 — ) ’
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and the profit at point B is

E . ¢ (ack; + B (cc +cp) — (cf — CD))2 n (Q—c¥; — B (cc+cp))*’(1+¢)
OEM = 4o (2 — @) 4 .

Now let us compare the profit values obtained at point A where remanufacturing is

not profitable and at point B where remanufacturing becomes profitable:

¢ (a(ch + Bo (co+cp)) — (B — CD))2
4o (2 — @)
(Cﬁ - CM) (2Q — ¢y — iy — 2B¢cp — 25¢Cc) (1+9)
4

HgEM - HéEM =A =

Simplifying the difference we get a second order polynomial of ¢, A = ¢f, — B +
CB - : Cp—Cp—Q, C (& . .
ke Ezgé—jﬂ;iffz) where k. = g5ty B2op = iep Boecten) (from in Table B2 in

Appendix B1.2) and X = 2Q —28¢cp —20¢ce. Solving the polynomial we find two roots:

5y = X £/(cF, — X)? + ke(cB, — B2¢,p)?. Note that the larger root, r§ is greater than

cB. The sign of smaller root, r¢ depends on A(c), = 0) =

(X—cB)2+ke(cl —B2¢,p)?—X2
2X—01€1 :

There are two possibilities: (i) If A(cy; = 0) < 0 then 7§ > 0 and A is positive in
the interval (r¢,c¥). (ii) If A(cf;, = 0) > 0 then r¢ < 0 and A is positive in the
interval (0,c%,). Hence the profit at point B is higher than the profit at point A when
0¢ = max {0,7§} < cfy < c&,.

In addition r{ decreases as the legislation becomes stricter, i.e.

orf __ kead(co +cp) (ack + aBé (co+ cp) — (¢ — cp))

= 0.
op Vke(ach + aB¢ (cc +cp) — (B —cp))? + a?(cf, — X)? =
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Now, consider the proof of Proposition 3 and observe that Bl p = B2¢p and
k > k.. Hence ry evaluated at k& = k. is equal to r{ and r; increases as k decreases
and thus we conclude that the threshold under competition is higher compared to the

threshold under monopoly. m

Proof of Proposition 11. Under Policy A, g5 = aQ_aq”ga_cR_ms, g, = 0, and the

total remanufacturing level gar = qos + ¢d% = O‘Q_O‘q”;a_cR_ms . Solving for pyg to get

a(Q — qan — 2q2r) — cg and plugging this expression into the OEM’s problem we obtain:

(P9) Mazx  Iloorm = @r (Oé (Q — QM — 2(]2R) - CR)
q2M 5 92R5 92C
+qon ((Q — Ganr — @qar) — Cur)
—qcce — (q2c — @2r) cp — (co + ¢p) Bodgam

s.t. Baiv < 20 < ivs Br@iv < 2r < Gocs Ganr > 0

We show that problem (P9) where g is a variable (instead of pag) is equivalent to
OEM’s original problem under Policy A. Compare (P9) to the problem of the monopolist

OEM:

Mazx  Iloyy = @r (CY (Q — QoM — Q2R) - CR) + QoM ((Q — QoM — OéC_I2R) - CM)
q2M 5 92R, 92C

—@acce — (2o — @2r) cp — (co + ¢p) Bdgan

s.t. Baiv < o < ivs Briv < G2r < Gacs Gan > 0

Observe that the problem of the monopolist OEM and the problem of the OEM

facing competition differ only in the objective function and Iyopy = Ilopr — gapar. As
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the coefficient of g2, is smaller in the competition model, at the optimality g5, grpetition.

G holds and thus the optimal amount of remanufacturing for an OEM facing

competition under Policy A can never be higher than that under monopoly. m

Proof of Theorem 12. In Theorem 1 we provide eight regions that characterize

the feasible strategies for a monopolist OEM under partial regulation. Using Implicit

Function Theorem, we show that in each of these eight regions, total consumer surplus

decreases as the collection target ( increases. Let J(qia, Gors, 2R, G205 V15 V25 V3> V4, V5)
ankasr

denote the Jacobian of the first order conditions given in (A-5)-(A-8), i.e. f; = =0,

Oq1m

Lagr Lagr Lagr
fo = % =0, f3= % =0, and f4 = % = 0, along with the complementary
slackness conditions, i.e. fs =1(qir — q2c) =0, fo = 12(020 — @2r) = 0, fr = 13(q2mr) =
0, fs = Y1 (q2c — Bqin) = 0, and fo = v5q2r = 0. Then using implicit function theorem

we obtain the derivatives as

Oaiyy  Oazy  04p 0G5 O Oy Oy O O
op op op ap B ap ap ap op

= —J(ChM,Q2M7Q2RaQ207717727737”Y47”Y5)_1 M

WhereM:[%%%%%%%%%}is
o983 O3 93 0B o3 0B 03 03 0B

[—74 —¢*(cc+cp) 00 0 0 0 —yuqim 0}'

2 2 2
Note that the change in surplus S = q% + (anRJquM ; 2aq2Rq2M) ¢ with respect to (3 is

05 _
o3

. N 0GR, . . . 04
¢ <(Q2M + agyp) ;BM + o aéR (G5 + %R)) + Gm 816M'
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By plugging in the values of decision variables, we obtain the change in surplus in each

feasible region as in Table AG6.

Region | Change in Surplus % Region | Change in Surplus %
1 a5 $*(ccten)—vidaiy 5 —a5) 9% (cctep)
2 2
92 _‘Z;M‘i’2(CC;CD)—VI‘ZTM 6 _’YZQ‘JIM
3 *45M¢2(0042FCD)*’YZQTM 7 0
4 *QZMCt’Z(CCJrCD) ] 0

TABLE A6: The change in consumer surplus in each feasible region

Finally we calculate the surplus S in each region ¢ at cyy = Biy p and show that
the surplus is continuous at the boundaries. Since by IFT, we know that as [ increases
surplus decreases in each region, we conclude that as (3 increases surplus goes down under
partial regulation.

Under full regulation, the optimal strategies are the same as those under partial regu-
lation except the strategy characterized by Region 1 and the upper bound characterizing

that region. Applying IFT we obtain the change in surplus (as [ increases) in Region 1

e 2 co+e Ak ¥ . .
997 = )iy < ), Moreover, the surplus is continuous at

under full regulation as
the boundary, ¢y = Bl r.

Similarly, we analyze how the change in remanufacturing target Br affects total con-
sumer surplus. Under full regulation, in Region 1 applying IFT we obtain the change in
surplus (as Og increases) as % < 0. In the other regions, the change in surplus is
zero as the surplus does not depend on Gi. m

Proof of Proposition 13. We compare the total consumer surplus under monopoly

(SM) and under competition when Policy A is optimal (S4). The difference Ag =

SM _ oA — (413>~ (afhy)? + <a(q%)Q"‘q%ﬂq%{"‘Qaq%) _ a(qéqs)z"‘q?wf(q?wf"‘zaqéqs)> b
2 2 2 :
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In order to show that Ag is always nonnegative, we first prove that ¢M, > ¢4, In
Section B1.2 and B1.2 we derive the bounds on ¢, characterizing the feasible regions for
the OEM’s policies. Using the bounds, we identify the ordering of eight possible regions
under Policy A as follows: I. B2¢ p (B2¢r under full regulation) < B5¢p < B7¢p <
B10¢ r < Bllep which implies that if cjs is increasing, the optimal regions change in
the following order: A; — Ay — A3 — Ay — A5 —Ag, I1. B2¢ p < B¢ p < Bbep < B9crp <
B18¢ p which implies that if ¢js is increasing, the optimal regions change in the following
order: Ay — Ay — A5 — Ay — A7 — Ag, 111 B2¢p < B5¢p < Bbop < Blbep < Bl8cp
which implies that if ¢, is increasing, the optimal regions change in the following order:
Ay — Ay — A3 — Ag — Ay — Ag. In the proof of Theorem 1 we show that there are
eight different feasible regions under monopoly and we also provide the bounds that
characterize each region. It is easy to show that for each one of the eight regions, the lower
bound of Region ¢ under monopoly is smaller than the lower bound that characterizes
Region A; under competition. This implies that if Region ¢ is optimal under monopoly
then only Region A; where 7 < ¢ may be optimal for i <5, and Region A; where 5 < j <1
or 1 <j < j—3 may be optimal for + > 6, under competition. In Section B1.2 and B1.2
we provide how ¢,/ is expressed in terms of the nonzero Lagrangian multipliers in region
each A;. It is easy to verify that the same expression (in terms of the corresponding
Lagrangian multipliers) hold in Region i for all ¢ under monopoly. Since we know how
the feasible regions under monopoly scenario would overlap with those under competition
scenario (Policy A), for any Region ¢ under monopoly that may overlap with Region A,

under competition, we compare the expressions and deduce that ¢}, in Region i is always
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(weakly) greater than ¢f}, in Region A;. Therefore ¢}1, > ¢}, and thus the consumer
surplus in the first period is higher under monopoly.
Next we compare the consumer surplus under second period: From the first order con-

— — M _ M
dition given in (A-10), we know that under monopoly ¢31, = Qe —p d)(CCJ;;D \rtng —20ddzn

Similarly, solving the first order conditions given in (B-1) and (B-2) in Appendix B1.2
for ¢34, after plugging in 74! = 0 (Lagrangian multiplier of the constraint pys > ¢& which

holds as strict inequality under Policy A) and gjy = 29=2@M—Ccn=P2 (see Table 2.3), we

(6(Q—crr—Bo(coten))+74 ) —200ass
26

obtain g3}, = . Therefore the difference between the total

consumer surplus in the second period is

Agy = ¢< (2r)" + ©rleam %r) (%5)° + &5 (G C.Izs)) (A-20)

2 2
_ o (8@~ ex — ole +ep) +24) )’
- ¢ (au — a)alh)? + ( N )
_% Oé(l B a)(quS>2 -+ (((b(Q — M~ 622600 + CD)) +73 )) . (A—21)

Next we analyze four cases depending on the second period manufacturing levels, keeping
in mind that (¢3%)% > (g4%)? (see Proof of Proposition 8): Case i. If ¢}4, > 0 and ¢34, > 0
then 747 = 0 and 7§ = 0. Therefore from Equation (A-21) we deduce that second period
surplus is higher under monopoly, i.e. Agy > 0. Case ii. If ¢g3%, = 0 and ¢35, = 0 then
Equation (A-20) implies that Ago > 0. Case di. If ¢}, = 0 and ¢3', > 0 then 3 > 0
and 7§ = 0. Therefore from Equation (A-21) we deduce that Agy > 0. Case iv. The
above analysis regarding how optimal regions under monopoly overlap with those under

competition indicate that g3}, can never be zero unless ¢3¢, = 0. Thus the case where
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¢}, > 0 and ¢3, = 0 is not possible.
Therefore both the first period and the second period surplus is higher under monopoly

when compared to those under Policy A of competition. m
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Bl Appendix for Chapter 2: Optimality Conditions

In this section we provide the details of how the optimal solutions to the monopoly and
competition scenarios are derived for the problems presented in Chapter 2.

In the proof of Theorem 1 we characterize the optimal regions and the corresponding
optimality conditions (OCs) for a monopolist OEM under different levels of take-back
legislation; however, we do not explain how the redundant OCs are eliminated. In Section
B1.1 we give details of how we identify those redundant OCs. For each one of these
conditions, we show that either it can be expressed in terms of the other necessary OCs
(that are provided in the proof of Theorem 1) or it never assumes a negative value in the
region where ¢y < ¢ and cp < ¢, and thus it can be eliminated.

In Section B1.2 we characterize the optimal regions and the corresponding OCs for an
OEM facing competition under no, partial and full regulation, respectively. As provided
in Table 2.3, there are three possible optimal policies for the OEM. For each of the three
policies we solve the OEM’s problem by setting up the Lagrangian function and then
solving for the first order conditions and the complementary slackness conditions. After
deriving the OCs, we eliminate the redundant OCs using the approach as in monopoly
problem, as explained above. Then we rewrite the remaining OCs characterizing each
feasible region as bounds on ¢);. Since the feasible region for Policy C' might overlap
with the feasible regions of the other two policies, we also compare the profit of OEM

under Policy C with the profit under Policy A or B in order to figure out which Policy is

optimal in the regions where more than one policy is feasible.
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B1.1 Elimination of the Redundant OCs for the Monopolist
OEM'’s Problem

Redundant OCs under No Regulation:

Region 1 (¢g2r = @20 = 0, gaps > 0): In this region, 72 = ¢ (cc + ¢p) > 0 is redundant.

Region 2 (0 < q2¢ = q2r < qinr, G2ns > 0): In this region, gans = Q(l‘a);(clfvil‘)@“%) —

(ins — @or) + (1 — @) gor > 0 and vy, = ¢ (cc + ¢p) > 0 are redundant.

Q—9(crtco)—(1—da)em
2(1+a(l-a)

Region 3 (g2r = ¢2¢ = qim,Gom > 0): In this region, ¢y =

Q—C]2u+’¥1 > 0 and vy = ¢(CD_CR)+(2_a)acgigiﬁzzg)(cc+w)_a(l_a)Q =+ Cb(CC + CD) > 0

are redundant.

Region 4 (¢2r = ¢ = Gac, 2 = 0): In this region, g1y = (1+¢Q)Q2_(ff¢;¢)’(01?+00) -

Goeudn > 0,7y = ¢MM_(CR_(T—E+)31>Z§E¢(CC+CR) =n+¢(cc+cp) =20, and 5y = S =

(=) (Q@—cm)+73

5 > () are redundant.
(e}

Redundant OCs under Partial Regulation:

Region 1 (0 = g2r < Bqim = G2c, qam > 0): In this region, gopr = Q_CM_d’f(CCJ’CD) >0

and 4 = ¢ (cc + ¢p) > 0 are redundant.

Region 2 (0 < ¢2r < Bq1m = @20, q2ar > 0): In this region, gapr = g1y — ager > 0 and
Y4 = ¢ (cc + cp) > 0 are redundant.

Region 3 (@er = B = Goc, gan > 0): In this region, ¢y = % > 0 is
redundant.

Region 4 (61 < @ac = @@r < qim, qavr > 0): In this region, v = ¢ (cc +¢p) is

redundant.
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Region 5 ((2r = 1 = Goc, Gonsr > 0): In this region, ¢y = W > 0 and
Y2 = ¢(CD_CR)+(2_a)acM(J{iigﬁ(ir_1;S)(CC+CD)_Q(1_Q)Q =1+ ¢ (cc +cp) > 0 are redundant.
Region 6 (¢2r = Bqim = @20, @am = 0): In this region, g1 = V3+¢(Q_C]2V;;(ZB(CC+CD)) =0

and Yo = Y3+o(1—aB)(Q—cpm—¢B(cc+ep

S ) > () are redundant.

Region 7 (i < ¢2c = ®2r < Gim, Gom = 0): In this region, v9 = ¢ (cc + ¢p) is
redundant.
Region 8 (¢2r = 1 = G2c, Gonr = 0): In this region, ¢ = W > 0 and

Y2 =71+ ¢ (cc + ¢p) > 0 are redundant.

Redundant OCs under Full Regulation:

Region 1 (Brqiv = @2r < Bgim = q2c, Gon > 0): In this region, g1y > 0 is redundant

O O _ .max _ maz\ _ _ $Br(cctep)
because i < 0 and L < 0 and gy = % cr = CF™) 2(14+¢B%a(1-a))

(1-Bra—¢B%a(a—1))Q+(—1+Bra(1-¢Br)) (cr +éB(cc+cp))+¢Bra(cr—cp)
2(1+¢8%a(1—a)) o

0. In addition, gops =
(1 —afr) i + Brys/2 > 0 and 4 = ¢ (cc + ¢p) are also redundant.
Region 2 (Brqiv < 2r < Bqiv = G2 qaar > 0): The redundant OCs are the same as

the ones in Region 2 under Partial regulation.

B1.2 Solution of the OEM’s Problem facing Competition
No regulation: Problem Formulation

In Proposition 4, we show that the OEM chooses the quantities and prices so that either
Region R4 or R5 (see Table A5) is optimal for the remanufacturer. If the remanufac-

turer’s optimal solution is in Region R4, the OEM’s problem is given by (P5) (see the
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proof of Proposition 8). The Lagrangian function is Hé%g;/[ = lopm + (i — ¢20) +

Yo(qac — qas) + Vaqans + Vsqas + Y7(cE — pas). Plugging in ¢f% and gog in the Lagrangian

function and taking the first order derivatives, we obtain the following OCs:

Moty _ 0(2-0)Q—2cm+cr—cp—22-0)gu) +25+% =% _,
Oqanr 2 ’
aHLagr
—OEM  — Q—cy+m -2 =0,
oqim
8HLagr
—OEM =y~ —¢(cc+cp) =0,
Ogac
Mogh _ ¢(aQ —cr—cp = 2pas) — 2077 +792 — 75 _ 0
Opas 2c0 '

We can show that the Hessian is negative semidefinite and the first order conditions
ensure optimality.

) Lagr

HOiM =0, 72 =7 + ¢(cc +cp) > 0 and hence

From the first order condition e

G20 = q2s. On the other hand, since ¢ — agas > 0, from the first order conditions, we
conclude that 2¢ (q1ar — agas) = —73 — a7 + 2¢qan +71¢ > 0. Hence when gopy = 0, i.e.
v3 > 0, q1ar = ¢qoc should hold. Using these properties we solve the OEM’s problem under
no regulation for each region. Note that when cZ > pis we obtain Policy A solutions
whereas when the constraint is tight, i.e. ¢ = pig we obtain Policy B solutions.
Solving the OEM’s problem under Region R5 of remanufacturer’s solution we obtain
Policy C solutions. Given the remanufacturer plays R5 the OEM’s problem can be

written (P7) (see the proof of Proposition 8). Then the Lagrangian function is IT52) =

Horm + Mi(qim — G2c) + v2(q20 — q2s) + Y3q2m + V5925 + Y7(p2s — Cc) Plugging in QQC

and ¢og in the Lagrangian function and taking the first order derivatives, we obtain the
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following OCs:

aﬂé%gzrvf _ ¢((2—Q)Q—20M+CR—CD—2(2—04)612M)+273+72—75:0
Oqanr 2 ’
ang“g’“
B EM = Q —cy+v — 2qias — dpas — dep +92 — 75 =0,
qQim
8HLagr
% = VB5—7+é(Pas—cc)=0,
q2c
aﬂé%g}\;r _ ¢ (aQ — cp — cp — 2pag) + 20077 + 72 — V5 — 200(qimr — G2c) _0
Opas 200 ’

Lagr

From the first order condition % = 0 we deduce that 73 = 5 + ¢ (pas —cc) > 0
and hence ¢goc = q1p7- On the other hand, since gip — ages > 0 should hold, from the
first order conditions, we can conclude that 2¢ (qin — aqas) — 2dGans + ¢*(co + cp) =
—v3+ayr+y2¢ > 0. With proposition 5 we show that pog > c¢, i.e. 77 = 0 under Policy
C. Hence when ¢opy = 0, i.e. 73 > 0, gos = ¢o¢ should hold. Using these properties we
solve the OEM’s problem under no regulation for region C.

The OCs that should be satisfied under each region are given in sections B1.2-B1.2
below. After the redundant OCs are eliminated we rewrite the remaining conditions as
bounds on ¢, and the bounds on c¢); characterizing the optimal policies for the OEM

are provided in Table B1.

OCs for No Regulation: Policy A where pjg < c&:

Region A; (s = @20 = 0,qopr > 0): In this region, ¢1p = oy = % > 0 and

Yo = ¢ (cg + cD) > 0 are redundant. Remaining OCs are 5 = ¢ (—acy +cg +co) > 0

—a(Q+cM)+2(cR+cg)

5 > () which can

which can be written as ¢y < Bloy and ¢ — pyg =
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Bound Expression

Blen %

B2¢ N M

B3c n W

B4cn (17a+¢a((i:22§;a¢;a(cc+cm
Bb¢,n (1_(2_a)¢a_a)aQ+(2+¢a(2_(g‘l);1;:2(1+¢a(2—a))c§—(2—a)¢acc
Bbco,n ’¢“2Q*a¢cc+(1za¢)61a+(1+2¢a)c§
B7c,n cazen

B8c. N (2—a)aQ+ca—¢a((23:og)coi7—(1+¢a(2—a))cD
B9c,n 70‘(270‘)(2“"(4*04)26:4*2(2704)6@+aCC
Bl0c,n C@- Q- alentBGa)frace

TABLE B1: Bounds characterizing the optimal policies for the OEM facing competition
under no regulation

(cR—aQ+2cg+cc)
«

we conclude that

be written as ¢y < B2¢ . Since B2cny — Bley =
if cp > aQ — 2cE + cc then ¢ — pys > 0 is redundant. On the other hand, when
cr < a@ — 2cE + cc holds, 45 > 0 is redundant.

Region A; (0 < q2s = q2c < i, @onr > 0): In this region gy = % >0, 7 =

¢ (c&+cp) >0, and gy = (Z_Q)Q;(?_ASCC“R = (i — @2s) + (1 — @) gas > 0 are

redundant. Remaining OCs are g5 = % > 0 which can be written as ¢y >

Blen, iv — 2s = “(2_0‘)69_;‘5’2__02‘)5”1“0“3 > 0 which can be written as ¢y < B3¢n
— _ R

and cf — pyg = ol CC;CR+2CC > (0 which can be written as cg > aQ + cc — 2c&.

Region A3 (¢as = Gac = qiar, a2 > 0): In this region, ¢y = Q_Cgﬁrfézgf;;%_c”) =

(—2a+a2)¢Q—¢cR+(3a—a2)(Z)cM—i-(2¢a—¢aQ)¢cc+(1+2¢06—¢062)¢CD .
(1+2¢a—¢a?) =M+

2q2m+ _
ﬁZOandW—

¢ (c& + cp) > 0 are redundant. Remaining OCs are

(I—a+da(2—a)Q— (1 —a+2¢a)cy + da(cc + cgr)

_ >0
2m 2 (1 + 2¢a — pa?) =
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(—2a+a2 ) <Z>Q-|-¢>(f’>or—or2 )CM —¢pcc—Pcr
(1+2¢pa—dda?)

which can be written as ¢y < Bdon, 71 = > (0 which

can be written as ¢y > B3¢ n, and

1-2-a)pa—a)aQ+ 2+ ¢a(2—a))cr +2 (1 + ¢pa (2 — a))

— (3 —a)acy — (2 — ) pace

R — >0
‘™ Pas 2 (14 2¢a — pa?) -

which can be written as ¢y < B¢ w.

Region Ay (25 = i = G2c, o = 0): In this region ¢y = (1+¢a)§22(—22)12;300—¢)012 =
Q—c12u+’71 > 0 and T —¢>(aQ—2acM—giggzgcp—i-czz—Zaqﬁcc) = v + ¢(CC + CD) > 0 and
v = _¢(aQ—(12i§ga—i;cc+CR) — (1—a)¢(§;cl\/1)+'¥3 > 0 are redundant. Hence 73 > 0 and Cg B

pas > 0 are enough to ensure the optimality of this region. Remaining OCs are v3 =

—(1—a+¢a(2—a))pQ+(1—a+2¢a)¢cr —¢*a(cc+cr)
(14+2¢a)

> 0 which can be expressed as ¢y > B4¢ y and

- 2 - - R . .
cl — pyg = —odmom aqﬁcg;%:? )ert142690)¢C > () which can be written as ¢y < Bbe,y.

OCs for No Regulation: Policy B where pjq = c&:

Before proceeding with the details of possible regions, we prove that in this region ¢;- <

_ _ _ R
q;yy- Assume that goo = quar, then gos = e = G = o0 SR should hold. Then

the OEM’s profit is

o (=14 200 — 4¢) g3,
—2a (gba(a —2)Q + a(2¢ — 1)cy — agee + (1 — ad)er + cg) Gon

+ (aQ — cr — cf) (aQ — 2adcc + 20¢cf — 2acy + cg + cf)

42
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If the OEM increases pog such that the new price is pie” = pos + 6 = c& + 6 while

keeping ¢ops the same, the optimal production amounts become ¢5§" = ¢5&" = ¢i'5f =

aQ—ang—cR—cg—(S Bynew .
5 Then the profit I153,, is

6 (=0 — 2a(¢d + ganr) + 2a(paQ + car) — 2(1 4 209)cl — 2cp — 2a¢(cp — cc))

402

8%+

Hence the difference 1153, — 1153, is positive as long as 0 < § < §yp where

9a*Q — agon + acy — (14 20¢)cf — (1 + ag)cp + dace)

oun 1+ 26a

Setting v5 = 0, pas = c& and solving the OCs for 77, we get

Pa2Q — clf —2apcl — adcr — cp — aganr + acy + (bozcc
2002

Y=

Hence dyp > 0 and also 1153, —1153%,,, > 0 for any § < dyp. Finally note that the proof
does not depend on the value of ¢o; and also goes through when ¢o3, = 0.

Region B; (25 = ¢¢ = 0,qonr > 0): In this region ¢ = @ > 0, 12 =

e _oR R_
¢ (c&+cp) >0, and goy = oQcn—cc _ Pyratm)télecmec) ~ () ape redundant. Re-

« Pa

d)(aQ—l—acM—2cR—2cg)
o2

maining OCs are v; = > 0 which can be written as ¢y > B2¢ n and

—Q —Q —Z0C —Q)C —Q CR oC
ys = ¢(-a(2-2)Q-2 M+(4a Jen+2(2-a)cg tacc) > 0 which can be written as ¢y < B9¢ y. In

aly—CRr— CR C
this region B9o n — B2¢cn = (e@cn 22 étec) > 0 and thus cp < a@) — 202 + ¢¢ should.

Region By (0 < q25 = @2c < qim, gersr > 0): In this region g1y = @ >0, 7 =

¢ (c&+cp) >0, and gops = Q(Z_a);éc_ﬁ;rcﬁcc = (g1 — @2s) + (1 — @) qus + 55 = 0 are
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a(2—a)Q+2acy—(4—a)cr—2(2—a)
4a(2—a)

R—OCC .
redundant. Remaining OCs are ¢ = c7%C > () which can

a(2—a)Q—20(3—a)cpr+(4—a)cp+2(2—a)c+ace > 0 which

be written as cyy > B9o.n, ¢im — G2s = do(2—a)

¢(aQ—cR—2cg+cc)
2c

can be written as ¢y < Bl0¢ y and 77 = > 0 which can be written as

cr < aQ + cc — 2c8.

OCs for No Regulation: Policy C where pj¢ > c&:

Recall that go¢ = g1 under Policy C by Proposition 4.

Region C; (q25 = 0,q2c = qim,q2nr > 0): In this region ¢y = —Q_CM_‘g(CCJFCD) > 0

is satisfied as long as 73 > 0 and qop = Q_;M > 0 is also redundant. In addition
"M = M(Q_CM);M(CCJFCD) = ¢ (p2s — cc) +v5 > 0 is redundant pog — co > pog — ¢& > 0.
Remaining OCs are v5 = —¢ (acp — cg + ¢p) > 0 which can be written as ¢y < B7¢n

a(Q+en)—2(cr+ell)
2

and pyg —cl = > 0 which can be written as cyy > B2¢ . In this region

(aQ—cR—2cg—cD)
a

Bieny — B2¢n = > 0 and thus cg < a@) — 20@ — ¢p should hold.

Region C; (0 < q25 < q2¢ = qim»qon > 0): In this region, ¢y = —Q‘CM“ZS(CC“D) >

¢QQ_¢(CR2+CD_2CC) = ¢(pas —cc) > ¢ (pzs —cé) > 0 are redundant. In

0 and 7, =

(2—a)Q—2cpr—cptcr
2(2—a)

addition ¢op; = > 0 is also redundant because ¢y — qayr — Qgas =

—(co+¢ep) ¢/2 <0, 50 gias —qans — gas < 0 and qiar —gos < g1 — @Gas < gaar and thus

(¢inmr — q2s) > 0 implies gopy > 0. Remaining OCs are gog = %%D(;)% > 0 which can

be written as ey > B7C,N7 QM — Qos = (2—a)aQ—(3—a)o¢cM+c§a—(<2ﬁicfx2)—a)cc—(1+¢o¢(2—a))cD >0

. . —cp—cp—2cE .
which can be written as ¢y < B8cy, and pog — cf = w > ( which can

be written as cgp < a@) — 20@ — cp. Note that B8¢y — B7¢,n > 0 can be written as
cr < —pcca — depa+ a@ + cp, which is already satisfied when cg < aQ — 2¢& — cp.

Region C3 (q2s = qac = qum; ear > 0): In this region, g1y = Q*gﬂféj?ﬁ;ﬁ%‘c’*) =
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291+ (Q—cm)(2—pa
2(2+da(2—a))

) >0 and =@ (pes —cc) > ¢ (pgs — cg) > 0 are redundant.

(1—a+2¢a)(Q—cpr) —pa(aQ—cc—cr)

(1 260—¢a?) > 0 which can be written

Remaining OCs are ¢opy =

—a(2-a)$Q—gcr+(3—a)daca +éa(2—a)peo+(1+éa(2—a))ée :
4 (1+2fa(2_a)) -~ 2 > 0 which can

as cy < Bdcn, 12 =

be written as ¢y > B8¢ .y, and pog — cg > (0 which can be written as c¢)y > Bb¢ .

(1+2¢a—¢a2) (—aQ+cR+2cg+cD)

Since B5¢c,n — B8cn = a(3—a)

, ¢ > Bbe n is active when cp >

a@Q — 2ck —cp.

Region C; (g25s = i = G20, q2m = 0): In this region, ¢y = (1+¢a)g(_2%;300_¢% =
_ 2,2 _ D — 1

Q2(1Cf¢-|;)y1 > 0 and 3 = P Q+dacy g(f;;a))% d(patl)cr _ o (p2s _ CC) > ¢ (pzs _ Cg) >

0 are redundant. In addition, v, = —9(aQ—2acy _8152‘5))@“’2_2@00) > (0 is redundant

because 3 — ¢paye = —pa(cc+cp) — (1 —a) (Q — cpr) < 0 which implies that 73 <

daryy < 2. Hence v3 > 0 and pyg — c& > 0 are enough to ensure the optimality of this

—(1—a+¢a(2—a)¢Q+(1—a+2¢a)dcrr —¢*a(cc+cr) > (0 which can

region. Remaining OCs are 3 = (11550)

2 _ — R .
be expressed as ¢y > B4C7N and pag — Cg _ %o Q+ac1v1+oc¢c?1+(21;a0;¢)cza (14+2¢a)cd > 0 which

can be written as ¢y > B6o v
Comparison of Profits of Regions B; and B, with C; and C,:

Note that Policy B is feasible in the region where B2¢cn < ¢y < Bl0gn and cgp <

a@ — 2c¢k + c¢c. When we compare the bounds of regions of Policies B and C, at cg =

aQ —2cE+co we find that B10¢ y— B8c y = (CD+CCQ)(%1:F;;)_2¢O‘) > 0and B9¢cny—BTon =
(¢cp +cc)/2 > 0. Hence Region By overlaps with at least Region C; and Cy whereas
Region Bs overlaps with at least Region C5 and C3. Observe that as long as C5 or Cy

is feasible, the profit from that region is higher than the profit under any other possible

feasible region at the same point. Hence we proceed with comparison of profits under
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Regions B; and By with profits under Regions C; and Cs.

Under both By and By, 71 = 0, 73 = 0, pag = c&, and gz = gas hold. Plugging these

Q—aQ+cr— CM+CC+'Y7OC/¢
2—«

into the first order conditions and solving for gy we get o =

Also note that q1 M = Q{BJ\%[ =9 2CM

Under both Cy, C5 v3 =0, 75 =0, pag = cg +6 > cg, and ¢ac = g1 hold. Plugging

—aQ+cr—cp+cB+s
@-oQ s————. Also

these into first order conditions and solving for go5; we get qopr =

_ Q-cu-— ¢>(Cc+CD

note that ¢4} = ¢ = . Plugging these values into the profit function, we

find the condition under which B regions would give higher profit.

5 o 96 (—aQ +2¢f 4 cp + cr +9)
1_[OEM - 1_IOEM - o (2 — Oé)
+77B a (paQ —yPa = 2¢cf + deo — deg)
$2(2— )
¢ (cc +cp) (—a(2 —a)(cp + cc)d)
42 — @)

¢ (cc+ cp) (—2a(3 — a)ey + 4deg + 2a(1 — @)Q + 4cf)

+
4o(2 — @)
008 +65°) | AFad + ond)
a(2—a) ¥2 (2 — )

¢ (cc+cp) (—gbacc — ¢cpa — 2acy + 208 + 2cB + QCR)

+ 1o > ()

_|_

(Q—aQ-I-CR—CM +Cg)
2—a

where ¢33, =

Note that when c¢ + cp is high, Policy B is more likely to be optimal.

Partial regulation: Problem Formulation

Given the remanufacturer plays R4 (see Table A5), the OEM’s problem is given by

(P6) (see the proof of Proposition 8). Then the Lagrangian function is 11535, = Tap +
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Yi(quar — G20) +72(qac — qas) +3(qans) +7a(G56 + Gac — Barnr ) +75 (@50 qas) + 7 (cl—pas).-
Plugging in ¢4t and ¢ug in the Lagrangian function and taking the first order derivatives,

we obtain the following OCs:

¢ ((2—a)@Q —2cy —289(cc + cp))

Lagr - - 2 2 - 2 _
ok, ¢lr—ep— 2@ @)+ 247~ 0 (B-1)
56]21\/1 : |
8HLagr
2B = Q- =B+ m —2qm =0,
M
aHLagr
% = Y2—mN+%—¢(cc+ep) =0,
qa2c
Mgy _ 9(@Q—crn—cp—2ps) 2071+ =5 _ (B-2)
Opas 2a |

Note that the Hessian is still negative semidefinite, so first order conditions ensure opti-

Lagr

mality. From the first order condition agg’% = 0,72+ = n+¢ (cc + ¢p) > 0 and hence
(2c = max(qas, Bqiar). On the other hand, since q1p—agor > 0 should hold, from the first
order conditions we conclude that 26 (g1 —ager—qan) = —ayr—y3+(1 — B) dy1+Loy >
0 holds. Hence when ¢o3; = 0, i.e. 73 > 0, 79 = 71 = 0 cannot hold which means that
qiv > Qoo > @or cannot be optimal if there is no second period manufacturing. Using
these properties, we solve the OEM’s problem under no regulation for each region. When
cE > p3¢ we obtain Policy A solutions whereas when the constraint is tight, i.e. ¢& = pig
we obtain Policy B solutions.

On the other hand, solving the OEM’s problem under Region R5 (see Table Ab) of

remanufacturer’s solution we obtain Policy C solutions. Under Region R5 the OEM’s

problem is given in (P8) (see the proof of Proposition 8). The Lagrangian function is
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Hé%gjrvf = Topm+71(qim — @20) +72(q20 — Gas) + V3 (qanr) + 74 (@55 + q2c — Barnr ) + 75 (gl +

¢25) + Y7(cB — pas). Plugging in ¢f%, and ¢ug in the Lagrangian function and taking the

first order derivatives, we obtain the following OCs:

¢ ((2—a)Q —2enm —29B(co+cp) +cr—cp —2(2—a) qam)

Lagr +25 + —
o)1 i _ 3T V25 _
Iqans 2 ’
on,
Doy Q—cyu+7 —2m — Ppas — dcp + Y2 — V5 + Y4 — Bra =0,
1
aHLagr
ﬁ = B—n+d(ps—cc)=0,
MG _ 9@~ cr—cp = 2pss) + 2077 + 9 — 5 — 20(qum — @20) _
Opas 2c0 '

From the first order conditions, v = 5 + ¢ (pas — ¢¢) > 0 and hence goc = q1pr. On
the other hand, since g3 — ages > 0, from the first order conditions, we conclude that
20 (i — aqas — qonr + (1 — B)éd(ce + ¢p)/2) = —v3 + 72¢ > 0. Hence when gopy = 0,
ie. 13 > 0, gas = qa¢. Using these properties, we solve the OEM’s problem under no
regulation for region C.

The OCs that should be satisfied under each region are given in sections B1.2-B1.2
below. After the redundant OCs are eliminated we rewrite the remaining conditions as
bounds on ¢j; and the bounds on c¢,; characterizing the optimal policies for the OEM

facing competition under partial regulation are provided in Table B2 and B3.
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OCs for Partial Regulation: Policy A where p}g < c&:

Region A; (0 = ¢as < Bg1r = qac, qaar > 0): In this region, gy = $=u=5cc=00cn >

0, gopr = Q_CM_‘z’gcC_‘ch >0, and 74 = ¢ (cc + ¢p) > 0 are redundant.

Remaining OCs are v5 = ¢ (—acy + cr — cp — afip (cc + ¢p)) > 0 which can be

R_ _ _ — .
written as ¢y < B2¢p and c& — pog = 2eg—aQ acMH(;R obgecalitcn ~ () which can

_ R
be written as cyy < B3¢ p. Note that B3¢ p — B2¢cp = % Hence if cg >
aQ—ch—CD then cg—pgg > (0 is redundant. On the other hand, when cy < aQ—ch—CD

holds, 5 > 0 is redundant.

Region A, (0 < gas < g1 = Gac, qonr > 0): In this region, gy = S=eu=00cc=00c >

0, gam = (2_Q)Q_2(CMJrg(zgii;rchHCR_cD = i — agas > 0, and 4 = ¢ (cc +cp) > 0 are

redundant.

acy +apfocct+aBécp—crtcp
20(2—a)

Remaining OCs are ¢o5 = > (0 which can be written as ¢;; >

B2op, Bauns — os = C-00Q=(0E-a)tNaey (00 a)Magice (et astilepten >

(—aQ—i—ZCg—i-cR—i-cD)
2c

which can be written as ¢y < B5¢ p, and cg — Pag = > 0 which can be

written as cg > a@Q — 2c& — cp.

Region A3 (q25 = Bqim = qac; ear > 0): In this region, g1y = Q_CM_W’(;C“D)WW =

@-em _ 01 > () is redundant.

Remaining OCs are g2ps > 0 which can be written as ¢y < Bb¢ r, 72 > 0 which can

be written as ¢y > Bd¢ r, 74 > 0 which can be written as ¢y < B7¢ p, and cg —pag >0

(1+2¢aﬁ2 —¢>a262) (aQ—2cg —cR—l—cC)

which can be written as ¢y < B8¢ p. As B8¢ p—BTop = — A ,

if cp > aQ — 2cE + cc then cf — pys > 0 is redundant. On the other hand, when

cr < aQ — 2¢B + cc holds, 74 > 0 is redundant. Also note that in order for this region
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(1+2¢a,62—¢>a262) (aQ—2cg—cR—cD)

a(1E3(=a)) > 0 should be satisfied.

to be feasible B8¢ p — B¢ p = —

Therefore this region can be optimal only if aQ — 2c& — cp < cp is satisfied.

Region Ay (Bqinv < qos = 20 < qins Gomr > 0): In this region gy = % > (0 and

a(em+Bocc+Bécp)—cc—cr :
20(2—av) Z 0 is

Yo = ¢ (cc+cp) > 0 are redundant. In addition, gas =
redundant because ¢a5 — 8g1as > 0 holds already:.

Remaining OCs are gopy = 2=2@=2(cu J;ﬁ(g)fi;rﬁ dep)tecter > () which can be written as

e < BYor, i — qas = “(2—‘”)Q—a(?’—a)cgg&(;?ﬁ@%—05¢CD+CR > () which can be written

—Ba(2— 2Ba—pBa?)ep—(1— - .
a5 e < Bl0g.p, gos — fquyy = —2oCz0)0 (04280 i ();_N;)( aB)ectadben=en o 4

(—aQ+2cg —cc—l—cR)

5 > 0 which can be written

can be written as cyy > B7¢ p, and cg —Paog =
as cg > a@) — 2cE + co.
Region A5 (¢2s = ¢iv = @20,Gon > 0): In this region ¢y = W > 0 and
v2 =71 + (cc + ¢p) ¢ > 0 are redundant.

Remaining OCs are cg — p2s > 0 which can be written as ¢y < B12¢p, gapr > 0
which can be written as cyy < Blle p, and 7 > 0 which can be written as ¢y > B10¢ p.

(1+2¢a—¢a2) (aQ—2cg—cR+cc)

In order for this region to be feasible B12¢ p—B10¢ p = — >0

a(3—a)
and thus aQ — 2c& + c¢c < cp should be satisfied.
Region Ag (q25 = Bq1m = q20, s = 0): In this region iy = (1+O‘5¢)2C(22_;51‘g;ff)(00+03) =
Q—CM—5¢(C20+CD)+5'YZ _ Q—cz\é—ﬁm > 0 and o = <Z>0c(1—2B)Q+2a6¢(c21\(;1g2<§£_(;c+cD))+¢(cD—cR) _

Y3+o(1=aB)(Q@—cnm—B¢(cc+cp))

PYNCE > 0 are redundant.

Remaining OCs are 3 > 0 which can be written as cyy > B6¢ p, 74 > 0 which can

be written as ¢y < Bl6¢ p, and cg — pag > 0 which can be written as ¢y < Bl7¢p. As

(1+2¢aﬁ2) (aQ—2cg —cR—l—cc)

Bl7¢p — Blbop = — —

,if cp > aQ — 2¢E + cc then c& — pyg > 0
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is redundant. On the other hand, when cg < a@Q — 2c¢& + c¢¢ holds, 74 > 0 is redundant.
Region A; (Bqiv < e = q2s < qim, g2 = 0): In this region, ¢y = % > 0 is

redundant. In addition gsg = O‘Q_z%c’* > is redundant because ¢o5 — Bqia > 0 holds

already.

Remaining OCs are 73 = —(2_Q)Q_2(CM+M;C+MCD)+CC+CR > () which can be written
as cy > B9, i — qac = O‘Q_Zacif;rcc“’* > 0 which can be written as cyy < B18¢ p,
G0 — By = o‘(l_%)QHffcM_CC_CR > 0 which can be written as ¢y > Bl6c g, and
cg — Pog = ¢(—aQ+2c§—cc+cR) which can be written as cg > a@) — 205 + co.
Region Ag (25 = @iy = G20, 2 = 0): In this region ¢y = (1+a¢)g(_2%;301"_¢00 —

Q—612w+’71 >0 and 75 =1 + (cc + ¢p) ¢ > 0 are redundant.

Remaining OCs are 73 = ¢_(1—Oc+¢04(2_a))Q+(1_a+2¢(2lii]\§;i)l+2¢a)ﬁ¢(cc+CD)_¢04(CC+CR) >0
—¢(aQ+cc—2achtcp
20p+1

which can be written as ¢y > Bllep, 11 = ) > 0 which can be written

(2a¢+1)cd—a?¢Q—acyt(Itad)cr—adec - o which can be

as ¢y > Bl8¢ p, and Cg — P2s = 2011

written as ¢y < Bl9¢p. In order for this region to be feasible B19¢r — B18¢cp =

)| el — CR—C C
_ 12 ) sz é-cntec) > (0 and thus a@) — 203 + ¢c < cp should be satisfied.

OCs for Partial Regulation: Policy B where pj¢ = cZ:

First we prove that under Policy B, ¢;~ < ¢i);. Assume that it is optimal to collect and

aQ—aqgay —cr—ch
2

remanufacture all the items, i.e. a5 = gac = G107 = and pyg = c&. Then
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the profit can be written as follows:

o® (20 — 1 —49) g3,
+ (aQ — cr — cf) ((Q = 2¢ (cc — &) — 2cp) + cr + &)
—2a (paQ — ey — agee — ager + cp + &) qoumr

+402¢ (Q — car — Boce — Bocep) qam

42

B5 _
HOEM -

If the OEM increases pog such that the new price is pie® = pos + 6 = c& + 6 while

keeping gops the same, the optimal production levels become ¢5¢" = ¢5&" = qi'sf =

— — —cEB_
aQ — % Then the OEM’s profit is

(aQ—CR—cg—cS) (a(Q—ng(cC—cg—é) —QCM)—I—CR+cg+5)
—2a (¢pa’Q — acy — agee — ader + cg + ¢+ 6) qonr

e +40%¢ (Q — em — Boce — Boep) qam + (20 — 1 — 46) ¢35,
1_‘[OEM - 42

The change in profit Hg%}\e; — 5%, is

0 (2002Q + 2acy — 2(1 + da)cr — 2(1 + 2¢a)cf + 2apce — 2aqan — (1 + 2¢a) §)
4o '

Note that it is positive as long as 0 < § < dyp where

po*Q + acy — ooy — cr — da(cp — co +2¢8) — g Aoty

1 + 20 14200

5UB:2
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Hence §yyp > 0 and also 1153, —1153,,, > 0 for any § < dyp. Finally note that the proof

does not depend on the value of ¢o5, and also goes through when ¢op, = 0.

Region B, (0 = ¢25 < Bq1:m = G20, q2ns > 0): In this region, g1y = Q_CM_‘bgcc_‘WcD >0

and 4 = (cc + ¢p) ¢ > 0 are redundant.

—a(2—a)Q+(4—a)ep+2(2—a)cl—2acy—a(2B¢+1)cp—2aBpcc
a

which can

Remaining OCs are 5 =

iéRJraMcCMWCD > 0 which can

_9.R .
be written as ¢y < B2lgp and 7 = ¢ 2ci+aQ+acy
be written as ¢y > B3¢ p. In order for this region to be feasible B21¢p — B3¢ p =

aQ—2cg—cR—cD

5 > 0 and thus cg < a@) — cp — 205 should be satisfied. Hence g9y =

R .
aQifccR > 0 is also redundant.

Region B, (0 < ¢25 < Bqim = q2c, @an > 0): In this region, ¢y = Q_C”f_¢§(CC+CD) >0

_ (2=)Q+cr—cp—2cy—2Bpcc—2Bdcp __ (2q1m P—2q2509+77x
and gay = 22—a) = 2

) > () are redundant.

—a)Q—(4— —2(2—a)cB .
Remaining OCs are Gos = 2(2—a)Q—(4—a)cr—2(2 021);?2-1;2&0301\4+2a6¢>cc+a(1+25¢>)cD > (0 which

¢(aQ—2cg—cR—cD)
2c

can be written as cyy > B2lop, 77 = > 0 which can be written as

cr < a@) —cp — 202, and Bqiam — q2s > 0 which can be written as ¢y < B23¢ p.

Region B3 (q25 = 8q1m = q2¢, o > 0): In this region, g1y = Q_CM—W’(;CJrCD)Jrﬁw >0

is redundant.
Remaining OCs are 7, > 0 which can be written as ¢y > B23¢ g, g2 > 0 which can

be written as cyr < B24¢ g, 74 > 0 which can be written as ¢y < B25¢ p, and 77 > 0

(1—1—2(]562 (2—a)) (aQ—ch—cR—cD)
+32—a) )

which can be written as cyy > B8¢ p. As B23¢cp — B8cr =
if cp < aQ — 2c& — cp then v; > 0 is redundant. On the other hand, when cp >

a@ — 2cE — cp holds, v, > 0 is redundant. Also in order for this region to be feasible

(1—1—2(]562 (2—a)) (aQ—ch—cR—i-cc)
1+8(2—a)

B25¢r — B3¢ = > 0 and thus cp < a@ + cc — 2¢& should
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be satisfied.

_ Q-cum

Region B, (8q1m < 20 = qas, anr > 0): In this region g1y = =5, 72 = ¢ (cc + ¢p),

_ —(4— _ _ R _ _
and (o5 = (2—a)aQ—(4—a)cr—2(2 Z)ac(cz‘tZOlO;CM a(1-2¢p)cc+2a¢fcp > () are redundant.

Remaining OCs are goyy = (2_O‘)Q+CR+602_(22£Z)_% geo—20¢cp

> 0 which can be written as

—x —Q)c —acR—a —Q)c a(l— CC—zatx C .
cv < B9or, i — 2c = Qalma) iz aent220) iaé_(z) Jenrtall=259)co 20800 () which

can be written as cyy < B27¢ p, @ac — Bqim > 0 which can be written as ¢y > B25¢ p,

—2ck - . .
and v; = qb(aQ Cg:cc cn) > 0 which can be written as cp < a@) — 203 + cc.

R

Region Bs (925 = Bqiv = ¢ac, @2 = 0): Under this region, ¢y = 7‘162_2;1;_00 > 0

is redundant because this region can be optimal only if cp < @@ + cc — 2c& which

(1-B)aQ+B%ap(cc+ep)—cB—cr+Bacyy
af3? -

guarantees that g¢iy; is positive. In addition, v, =

V3+M7+2g(1_aﬁ Jam > () is also redundant
; > )

(a+a282¢—aB)Q+afey —(14208%¢)cE— (140826 ) cr+af’sco
2a252

Remaining OCs are v; = > (0 which

—(1-B)aQ—Bacyr+cr+ck
af3?

can be written as cyy > Bl7cp, 74 = > 0 which can be written
as cpr < B28¢ p, and 3 > 0 which can be written as ¢y > B24¢ p. Also in order for
this region to be feasible B28¢ r — Bl7op = ¢f(aQ) — 20@ — cg + ¢¢) > 0 and thus

cr < a@Q) + coc — 20@ should be satisfied.

Region B; (Bqgim < @20 = q2s, @2 = 0) In this region, g1y = @ > 0 and ¢o9 =

aQ—cR—cg

o > () are redundant.

Remaining OCs are 73 = _(Q_Q)Q_CR_CCJrzsz +20¢cct26¢cp > () which can be written
— R . .
as ¢y > B9cr, iv — Q20 = % which can be written as ¢y < B29¢ p, 77 =
aQ—2cB4cc—cp . .
gb( ga ) which can be written as cg < a@) — 20@ + co, and qoc — By =

(1-B)aQ+pBacy —cr—cf
2«

> 0 which can be written as ¢y > B28¢ p.
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OCs for Partial Regulation: Policy C where pj¢ > cf:

In this region ¢ = q1as by Proposition 4. The remaining regions and the corresponding
OCs are provided below:
Region C; (0 = ¢25 < ¢2c = qiar Gomr > 0): In this region, ¢y = Q_CLSCD_MC >0

is redundant because it is satisfied as long as v, > 0 is satisfied. In addition, gop; =

Q—CM—IB2¢(CD+CC) >0 and v, = ¢(aQ—aCAI—(2§Qﬁ¢)(CC+CD)) =¢ (p2s _ CC) > (pzs _ Cg) >

0 are also redundant.

Remaining OCs are 74 = ¢ (cg — cp — acy — af¢ (co + ¢p)) > 0 which can be writ-

—9en_9cR ) .
ten as ¢y < B2¢ p and po S—Cg — °‘Q+0‘0M+a6¢>(czc+cf’) 2er=2¢g > (0 which can be written as

(aQ—2cg—cR—cD)

ey 2> B3¢ p. In order for this region to be feasible B2¢ p — B3¢ p = ~ >0
and thus a@ — 2cf — c¢p > cg should be satisfied.
Region C, (0 < ¢as < ¢2c = qim, @2ar > 0): In this region, ¢y = %@DHC) is re-

dundant because ¢137—¢2s > 0 holds. In addition, ¢ops = (2=0)Q=2cm _(gl(ﬁi ‘Z;)CD —2B¢coter

qinr — agas + (1 — B)plce + cp)/2 > 0 and v, = Ae@=p2ee=en) — 4 (pyo —cp) >

¢ (st — cg) > 0 are also redundant

acy+(1+aBd)ep+afdcc—cr
20(2—av)

Remaining OCs are g5 = which can be written as ¢y >

20-02)Q+(a=3a)enr+(ga®~2¢a—afBp—1)cp+(ga’~2pa—afs) co+ :
B2¢p and qiyr — qas = (200?)Q+(o? —Ba) e +(ge 20‘052_0;) Jeo+(#~2pa-ap)cc+en which

. . —cp—cp—2cE
can be written as ¢y < B33¢ . Besides, pog — c& = QQCR#

> 0 is satisfied when
R

al) —cp — 2¢cs > cp.

Region Cs (¢25 = ¢20 = qiar, @oar > 0): In this region, g > 0 is redundant because

9um () and 6"% < 0 and quuy(ey = P cp = ) = Mﬂ[’)) > 0. Besides,

dcnr O, 2(1+2¢pa—pa?

71 > 0 as long as pag — c& > 0 is satisfied.
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Remaining OCs are gopy = (1—a+¢a(2_o‘))Q_(1+22(?‘11_)’_(2C(Jz\)/;t(;22'ch))+a(cl\/1+¢(CC+CR)) > 0 which

(—2a402)pQ—¢cr+(3a—a?)pep +(2a—a?+aB)¢? (cc+cep)+¢cp >

can be written as cpyy < Bllo g, 72 = T+200—pa2

0 which can be written as cyy > B33¢ p, and finally pog — cg > (0 which can be written

as Cyy Z Blchr.

(A+¢)Q—cm—¢(cctcr) ~
22¢at1) =

Region Cs (q25 = @20 = @1, @2 = 0): Under this region, ¢y =

0 is redundant because %qc;léf < 0 and %‘171;” < 0 and (e = A cp = CF*™) =

¢§(20¢ca-ir1£;) > 0. In addition, 75 = ¢>(—aQ+2acM+8_—Sggcp—cm+2ad>cc) =201 —Q)quar + 73/ +

(1—B)(cc +cp)p > 0 is redundant and v, = ¢2Q2Q+¢acM_g(f3;;))cc_¢(¢a+l)cR > 0 as long

as pag — ¢ > 0 is satisfied.

Remaining OCs are y3 > 0 which can be written as cyy > Bllcp and pag — cg =

P’ Q+acytagec—(1+ad)cr—(14260)
(1+2¢)

R
°C > () which can be written as ¢y > B19¢ r.
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Bound Expression

B2c_’p cr—cp—afp(cc+ep)

«
B3C,p 2cB —aQ+2cr—aBpcc—aBocp

o
B5 (2—2)BaQ—(B(2—a)+1)Bagcc —((2—a)B2ap+Bad+1)cp+cn

CF BR=a)+Da
B —(Ba—1-28%pa+p%¢a” ) Q—(1-Ba+28pa)Boco—(1+28% pa) Bpcp+8> pacr

6c.r (1+2B2%2¢a—pBa)

a(2—a)Q+¢(1—LBa c—2ac+c

Blor B0(2=0)Q6(_og)cc—¢"ocptgen
(71+5(17¢ﬁa)(27a))aQ7(1+ﬁ(27oc))¢aﬁcc7ﬁa¢CD+(2+¢ﬁ2a(27a))cR+2(1+¢ﬂ2a(27o¢))Cg

B8o.r [(ENICE)E
(2-a)Q—2f¢(cctep)tect

B9¢ a CQC cp)teotcn
BlOc F Ot(2—o¢)Q+(1—(325¢)C)C,_aﬁ¢cD+CR

7 a(3—a
Bllg F (17a+¢a(27a))@7((1+2¢06)ﬁ¢()cc+c13)+¢a(cc+c12)

, 1—a+2¢a

o _ — ———— -

Bl12¢ F (1=a=¢a(2-a))aQ+(2+¢a(2 a))¢Rﬁz§(jl—)¢;a(2 a))cc—(¢(2—a)+Bd)acc—aBécp
Bléc,r —a(1-28)Q+cr+tcc

" 203

—(o?B%¢+a—ap)Q-apf’pcot+(1+af¢)cnt(1+2a6%¢)cs

Bl7c.p (o574 +a-aB)Q—a Cc;m( aBg)cnt (112057 8)el
Bl8¢,r aQ+coten

.’ 2a
Blgc Jal (2a¢+1)cg70‘2¢Q+(1+0¢¢)CR*O¢¢CC

(&3

TABLE B2: Bounds characterizing the optimal policies for the OEM facing competition
under partial regulation (where pyg < &)

Bound Expression
B21c p —a(2—a)Q+(“4—a)cp+2(2—a)cE—a(28¢+1)cp—2aBdcc
’ 2a
B23¢. ¢ a(2ﬁ—1)(2—a)Q+(4—a)cR+2(2—a)cg—20¢B¢(1+(2—a)ﬁ)cc—a(1+25¢+52¢2(2—a))00
) 2a(14+(2—a)B)
—a(1-B+08%(2—0))Q+ci+(1-¢B%a)crn+2¢>B°acp —daB? (1-2B¢)cc
B2Acr Ba(2¢8-1)
a(26—1)(2—2)Q+(4—a)ent2(2—a)ci+a(1—2B¢)co—2aBde
B25c. 2§(l+(27a)[% < 5
a(2—a —a)c —a)cBta(1- cc—2af¢c
B27C,F Qa2—a)+(4—o) R+2(§a(3)_g)+ (1—-2B¢)cc —2aB¢cp
—(1-B)aQ+cr+cd
B28c p Sreatd
B29¢.r ertec
(20470(2)Q+(¢a272¢a7aﬂ¢71)¢:p+(¢a272¢a7aﬁ¢)cc+c1;
B33c.r o

TABLE B3: Bounds characterizing the optimal policies for the OEM facing competition
under partial regulation

Full regulation: Problem Formulation

Given the remanufacturer plays R4 (see Table A5), the OEM’s problem is the same as

the one under partial regulation with the additional constraint that gas + ¢4 > Brqiu-
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Then the Lagrangian function is Hé%g;/[ = opm +71 (@100 — 20) +72(Goc — Gos) +73G201 +

Ya(Gh + qoc — Bainr) +v5(G3% + qos — Braunr) + 7(cE — pag). Plugging in ¢t and gos in

the Lagrangian function and taking the first order derivatives, we obtain the following

OCs:
aHLagr
% = Q—cvy—Br—B+m—20m =0,
q1m
[(D((2— ) Q —2cp — 2B¢(ce + cp))
Lagr — — 2 2 — 2 —
oL 2 _ +o(cr — cp (2 — @) gans) + 2793 + 72 — 5] 0
Oqanr 2 ’
aHLagr
% = 2—7+%—¢(cc+cp)=0,
q2c
Mogh _ ¢(aQ —cr—cp = 2pas) =207 +72 — 75 _ 0
Opas 2x '

The Hessian is negative semidefinite, so first order conditions ensure optimality. From
the first order conditions, ¢oc = max(qas, Gq1ar). Following the same arguments as under
partial regulation, we can show that ¢y > goc > ¢ar cannot be optimal if there is no
second period manufacturing. Using these properties we solve the OEM’s problem under
full regulation for each region. As before, when ¢f > pis we obtain Policy A solutions
whereas when the constraint is tight, i.e. ¢ = pig we obtain Policy B solutions.

Given the remanufacturer plays RS (see Table A5), the OEM’s problem is the same

as the one under partial regulation with the additional constraint on the lower bound of

218



remanufacturing level, i.e. ¢as + it > Brqiar- Then the Lagrangian function is

Hécg& = loem + (i — @c) + 72(20c — q2s) + V3¢2m + 74(6150 + ¢oc — Bqim)

+75(@a6 + Gas — Brainr) + Vr(pas — &) . (B-3)

Plugging in ¢4%, and ¢a5 in the Lagrangian function and taking the first order derivatives,

we obtain the following OCs:

¢ ((2—a)Q — 2cy —206(cc + cp))

8Hé‘};gfw _ +o(cr—cp—2(2—a)gm) +2v3+7% — s 0
Oqanr 2 7
oS
dq EM = Q—cv+m —2qim — dpas — dcp + v2 — BrYys +7a — Bya =0, (B-4)
1M
8HLagr
% = —71—1-(?)(]?25—00):07
q2c
N5 _ ¢ (aQ — cr — cp — 2pag) + 20077 + 72 — V5 — 20(qimr — Q20) — 0(B-5)
Opas 20

The new bounds on ¢y, characterizing the optimal policies for the OEM facing compe-
tition under full regulation are provided in Table B4. Under full regulation the regions
3-8 are the same as the corresponding ones under partial regulation. Solving the OEM’s

problem under full regulation for regions 1 and 2 the following OCs are obtained.

OCs for Full Regulation: Policy A where piq < ck:

Region A, (Brg1iv = Gos < Bqiv = Gocs Gomr > 0): In this region, g1y, > 0 is redundant

max maxry\

because %qc_lg < 0 and aaquf < 0 and qip(cy = ¥ cp = ¢Br(cctep) ] > 0. In

)= 2(1+¢p%a(2—0a)
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addition, gapr = (1 — Bra) qiar + Br7ys/2 > 0 is also redundant.

— (Bra(2-0))¢Q+¢(cr=cp)=((2=a)Brt1)ad(cu+dblcctep)) ~ :
(Lrofa(z—o)) > 0 which

Remaining OCs are 75

can be written as ¢y < B2¢ p and cg —paog > 0 which can be written as cyy < B3¢ p. As

(1+¢ﬁ%a(2—a)) (cR—aQ-i-ch-i-CD)
a(14+28r—Bre)

B?)C’F—Bzapz , ifCR >OAQ—202—CD then Cg—pgg >0

is redundant. On the other hand, when cp < a@Q — 2¢& — c¢p, 75 > 0 is redundant.
Region Ay (Brqiv < G2s < Bqiv = @20, Ganr > 0): The OCs are the same as the ones in
Region 2 under partial regulation except g > 0. Under full regulation ¢o5 — Brqins > 0

can be written as ¢y > B2¢ p.

OCs for Full Regulation: Policy B where piq = c&:

Region B (6rginv = ¢25 < Bqinv = @20, @or > 0): In this region, ¢ > 0 is redundant

because %‘171;” < 0 and gy is positive at both extreme points, i.e. ¢1a(cpr = B2lep, cr =

a@Q—cp—2c8) = quu (e = B3c,p,cr = aQ —cp —2ck) = % > (0. In addition

G = (1 — Bra) quar + Br7s/2 + ayr/ (2¢) > 0 is also redundant.

2a(14BR(2-a))(@—cm —Bé(cctep))~(4=a)(aQ—cr—cp)—dep+2(2—a)cc ~,
(142652 (2—0) o =

Remaining OCs are v; =

0 which can be written as cy; < B21¢ r and 77 > 0 which can be written as ¢y > B3¢ p.

((1+2¢>,312?(2—a))) (aQ—2cg—cR—cD)
1+Br(2—a)

In order for this region to be feasible B21¢ p—B3¢c p = >
0 and thus cp < aQ — cp — 2¢f should be satisfied.
Region By (Briv < @25 < Bqinvr = Gocy gamr > 0): The OCs are the same as the ones

in Region 2 under Partial regulation except ¢os > 0. The new OC ¢o5 — Brqiy > 0 can

be written as ¢y > B21¢ p.

220



OCs for Full Regulation: Policy C where pj¢ > c&:

In this region ¢ = q1as by Proposition 4. The remaining regions and the corresponding
OCs are provided below:

Region C; (25 = Brqiv < G20 = Qi Gonr > 0): In this region, gip > 0 is redundant

(1—ap+g¢pa)(cc+ep)
20(14-268r—aBR)

because %qc—lﬂff < 0 and 65%4 < 0 and ¢y (e = B30¢p, cp = ™) = >
0. In addition, gaps = (1 — Bra)qin + Brys5/2 + (cp + co)(1 — B)¢/2 > 0 and y =
¢ (pas —cc) > ¢ (pzs — Cg) > 0 are also redundant.

Remaining OCs are 5 > 0 which can be written as ¢y < B30 p and pag — cg >0

which can be written as ¢y > B31¢ p. In order for this region to be feasible B30¢c p —

(1+¢5%a(2—a)) (aQ—2cg—cR—cD)
a(1+2B8r—Br)

B3ler = > 0 and thus aQ — 2¢2& — c¢p > cp should be
satisfied.
Region Cs: (Brq1v < G2s < q2c = qinr, @2 > 0): The OCs are the same as the ones in

Region 2 under Partial regulation except g > 0. The condition on go5, gos — Brqin = 0

can be written as cyy > B30¢ p.

Comparison of Profits from Policy A and Policy C:

Feasible regions of Policy A and Policy C may overlap. If this happens the profit from
Policy A is always higher. Consider the problem formulation for Policy A. When region
A is feasible pyg < ¢ holds. On the other hand, when Policy C is feasible pog > c& holds.
Compare the two problem formulations ignoring the constraint on pyg, because we know
that pog will satisfy the constraint in the feasible region anyway. Then the formulation

of Policy C is same as the formulation of Policy A with the exception of an additional
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constraint which is goc = ¢137. Hence profit cannot be higher under Policy C.

Comparison of Profits from Policy B and Policy C:

As long as C5 or Cy is feasible, the profit from that region will be higher than the profit
under any other possible feasible region (a region of Policy B) at the same point. Hence
we compare the profits from regions By, By, Bs, By, Bg, and B; with the profit from
regions C; and Cy:

Under Policy B, the optimal production levels can be calculated in terms of the

Lagrangian multipliers as follows:

5 Q—cyu—¢Pfep — dfec + BVE — BryP
Gy = B )

5 20Q — ¢aQ + dcg — 2¢0cy — dep + 275 — P + 48 — 2¢°Bep — 297 e
Q2M - 2¢ (2 . Oé) )

daQ (2 — a) + 2¢a(pfec + dBep + cur) + dpa(cr + cp + 2¢E)

—a+yfa — 2 a — 4¢(cr + )
dad (2 — )

B _
Gos =

Note that gk, = max (Q2Bs= 6qlBM). When ¢4, = max (q2BS, 6qlBM) = ¢ we can easily

calculate

Bune _ B _ B _ B _ B __ R
Uopy = Hoem (ChM =iy 2 = Yoy 428 = 4osy 92¢ = dog, P2s = Cc) .
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On the other hand, when ¢, = max (¢35, B¢P,) = Bqb);, the profit can be written as

Hg;ﬁ = logm (QIM = Q1BM7 Qo = Q2BM7 q2s = q2BSu qoc = 5Q{BM7P2S = Cg)
Bunc B B
= Hgpy — ¢ (co +cp) (Bary — B5) -
Hence, in general 115, = 1185y, — ¢ (cc + cp) (Bath, — q2BS)+. Let us define 115, =

55y (2 = 0,78 = 0,78 = 0). Under Policy C, we know that pass = ¢ + § where
0 > 0. Then the optimal amount of production quantities can be written in terms of the

Lagrangian multipliers as follows:

Q — e — ¢cc — gep — BrS

qch = 2 )
¢ 20Q — ¢aQ + dcg — 2¢cy — dep + 295 —4E — 2¢*Bep — 24*Bec
q2M - 2¢ (2 - Oé) )
¢ gacy +95 + @*abep — A5 a— deg + dep + pPafec
hs = 200 (2 — a) ’
5 — paQ — ¢cp — gpeg — 2pcf — ~E .
2¢

Under Policy C all the available cores are collected, i.e. goc = ¢1s, hence we can calculate

HgEM =1 (Q1M = ChOM’ Qo = q2CM7 q2s = q2CS7 qa2c = Q1CM7p2S = Cg + 5) .

Let us define TIS,, = 11S ., (7§ = 0,75 =0). Then we can calculate the difference as
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follows:

B +(1+¢aﬁ%(2—a))v§2 (1+26%(2-a) )74

20(2—)  20(2—a) 4ap(2—a) B 86(2—0)

+ (1+2686R(2—0))7! ) B 4 2B (142083 (2—a) )28°

2¢(2 a) 16(2—a) B

HB o HC —
OEM OEM + ( 26(2-a) 8e(2—a)

R n
+ ( OEM H8EM> + ¢ (cc +cp) (5Q1BM - Q2Bs)

Note that v is positive only in region B; where both & and v are zero. Besides both

under regions C; and Csy, 7§ = 0. Hence the difference can be written as follows:

o~ (1+¢af%(2-a) 75> - (1+206%(2—a) )7$?
2¢(2—a) dod(2—a) 8¢(2—a)
B 170 o BB 142082 (2—a) ﬁ{5"2
Hopn = Hopn = _2;?27—2(1) - 530 it + <HOEM HOEM)

+6 (cc +cp) (Bably — )"

R
= KB,C (OK, Qv CwMm,CR,CC,CD, Co,s ¢7 57 6}2)

where

¢ (co+ep) (1 =) (2(Q — enr) — ¢(1 + ) (co + ¢p))

BE CcR _
Uopym — Uopn =

4
_¢ (OéQ — Cp — 2CC — CR)2
S8
~ dleetep)(1-0) (qﬁ? + qfﬁ) ¢ (aQ — cp — 2cc — cg)”
- 4 - S8 '

We can deduce that for higher values of ¢ + ¢p preemptive collection, i.e. Policy C'
is less likely to be optimal, whereas for lower values of cg Policy B is less likely to be

optimal.
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Bound Expression
B (28ra—Bra?)Q+cr+(—af—20praf+¢pra’B)co+(—2¢BraB—afp+¢Bra’B—1)cp
C.F (2Brat+a—pBra?)
B3 —(a—Bra(1-¢Bra)(2—0))Q+(2+¢B7a(2—a) ) cr—b(2Bra(B—Br) (2—a)+aB)cp+2(1+687a(2—a) ) el —¢(af+BraB(2—a))cc
C.F (1+Br(2—a))a
B21¢ p 22—a)eli+(A—a)cr+a(—28¢—4¢BrB—1+2¢BroB)cp —a(1-28r) (2—a)Q—208¢(1+8r(2—a))cc
> 2a(14+Br(2—a))
B30 Bra(2—a)Q+cr+(—28rad—1+Bra’d—aBé)cp+a(Bra—28r—B)écc
C.F a(lfﬁRaJrQﬁR)
B31 o(—Brot+Bha’e—1+28r—20B%a)Q—(Bho’d—2¢B%a—2)cr—a(—Bra+B+2Br—28%+BRa)pcp+2(1+ 987 a(2—a) ) cf+ad(—B—Br(2—a))cc
oF a(1-Bra+206r)

gce

TABLE B4: Bounds characterizing the optimal policies for the OEM facing competition under full regulation



C1 Appendix for Chapter 3

Lemma C1 Assume that the following cost structures hold under individual compliance
scheme: (i) Cost of maintaining a collection rate of T + 19, TCC!(1,70) is a convex
and increasing function of 7; and base collection rate and additional collection rate are
complementary:

TCCHr1,79) >0 TCCL (1,7) >0 TCC!

TT0

(1,70) >0

(ii)Cost of collection and sorting, TCC™ (1,7y) is an increasing and linear function of 7
and 7y:

TCCH(r,m) >0 TCCH(r,79) =0 TCCH(r,70) >0 TCCH

T070

(1,70) =0

(iii)Cost of treatment TCT(1, ) benefits from economies of scale and from treatability.
Hence we assume that TCT(7,79) = TCT (1, 79) + TCT (7, 79,&) where TCT! (7, 7)
captures the economies of scale effect while TCT (1, 7y,€&) captures the benefit from
higher treatability levels. Note that TCT!(7,7) is a concave and increasing function
of 7 and TCTH (7,79,&) is decreasing in 7 (because it depends on total volume) and &
linearly:

TOT (1,70) >0 TCT! (1,7) <0 TCT!

TTO

(1,70) <0

TOTH (r,70,€) <0 TCT{ (r,70,€) <0 TCTH (r,70,€) <0
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(iv) Cost of increasing product’s treatability level, TCG(&) is convex and increasing in

the product’s treatability level:

TCGE(€) 20 TCCe(€) > 0

When producer ¢ minimizes the total compliance cost

Min _ TC(r,7,€) = TCC (1, 7)+TCC (,70) + TCT (7, 7))

1-102720,£20

+TCT™ (1,70,€) + TCG(E)
then (i) if 79 is small then 7* = 0; (ii) if 79 of moderate values then 7*(7p) is an increasing
function of 7y and (iii) if 7 is high then 7 =1 — 7.

Proof of Lemma C1. First, consider the unconstrained problem. The first order

conditions are

0;;0 = TCCi(T, T0) + TC’C’?(T, T0) + TCTTI(T, T0) + TCTTH(T, 70,€) = 0, (C-1)
oTcC
3 TCTH (7,70,£) + TCGe(€) = 0. (C-2)

TCGee(€)  TCTH (r,70,)

For the Hessian, ( 7oy r 7, ¢) 700 (rimo)+TOTL, (r:)

), to be positive semidefinite

(TCGe())NTCCL (1, 70) + TCT,. (7, 70)) — (TCTE (7, 70,€))* > 0,
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which also implies that G; = TCC! (1, 79) + TCT! (7,75) > 0, should hold.

Let subscript UC' denote solution to unconstrained problem. From (C-2), & (7) is
solution to TCG¢(§) = —TCTgI(T, 7o, &). Note that TCTgI(T, 7o, &) depends on 7 and 7
but not . In addition,

2
T
gf@f - TCCLO (7,70) + TCTTITO (7 70) + TCT7{7{0 (7,70, = {pe(T)) = Go
0

Note that (C-1) might be rewritten as 85—70 = fOT Ghdr + fOTO Gay1o + Cp = 0 where
C, = TCCH is a positive constant. Note that G, is positive (due to convexity) and
this implies that G5 is negative. Therefore, 75-(7) increases as 7 increases. Since there
is a linear lower bound and a linear upper bound on 7* under the original constrained
problem, 7% might take one of three values depending on 75: (i) if 75 < 0 (could be
the case when 7 is small) then 7 = 0; (ii) if 0 < 75 < 1 — 7y (could be the case for
moderate values of 7p) 7% = 75-(79) is an increasing function of 7 and (iii) if 75 > 1—79
(could be the case for high values of 75) then 7* =1 — 7. =
Proof of Proposition 14. From the Lagrangian function L = E(TCys) —y1&s —YoTs —

v3(1 — 790 — 7g), we get the first order conditions

S—TLS = 2(10 + 75) + (cc + cr — Fés)iQu — 2007 Q% (umo + 75 (1* + %)) (C-3)
—Y2+ 73 =0, (C-4)

oL

—— = —PBaiQ(uts + 70) + 2ka;Qs — 71 = 0. (C-5)

I€s
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For the Hessian, (z_kf’ﬁ%u ;(f,iﬁg%’éQz(uergz)) ), to be positive semidefinite 4k(n— 6a?Q*(u*+

0%)) — ;QB*u* > 0 should hold. To ensure positive semidefiniteness we impose assump-
tion (A1) and thus first order conditions guarantee optimality. Solving the optimality
conditions (C-4)-(C-5) we find the optimal £§ and 7% as functions of the base collection
rate 7y:

Region 1 (75 = 0): The optimality condition

. —To(Qu(4kboyQ + ?) — dnk) + 2ka;Qulce + cg))
Vo = Qk

>0

can be written as 7y < k% where

2ka;Qucc + cr)
402 Q1 + ;Qup? — 4kn’

I _
Rg =

The optimal treatability level is {§ = % > 0. In this region & > 0 unless 7p = 0.

Region 2 (0 < 7§ < 1 —7y): The decision variables are

. BQ@n(n— pm — 0?Q%a?0) — a;QuP(cc + cr))
4k(n — 007Q*(p* + 02)) — ,Qu23* 7
To(4k00Z Q1 + 0, QuB* — 4kn) — 2ka;Qu(ce + cg)
4k(n — 07 Q* (2 + 02)) — a;Qu*3? '

70 (4k0a? Q? pt-a; QuB* —4kn) —2ka; Quicc +cr) <1
4k(n—007 Q2 (n%+02))—a; Qu2 32 =

The optimality conditions 0 < 7¢ = — Tp can
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be written as £k < 79 < k5 where

o Ak — 007 @ (4? + 0%)) — iQuB” + 2Qkaip(co + cr)
o Q400 Q1 — 12 — 0%) + pF(1 — 1)) ‘

Since;—i—i—%:—ﬁ§0,§§>Oaslongaso<7'§<1—7'0.

Region 3 (75 =1 —79): The optimality condition

o Q(4ka;0Q(pn — p* — 0*) + pf*(1 — )70

—4k(n — 0a7Q* (1> + 02)) + ;Qu*3* — 20,Quk(cc + cg)
V3 = oF >0

can be written as 79 > x4 . Optimal treatability level & = W is always positive
in this region.
Note that in each region optimal treatability level is {& = % Finally, when

—4k(n — 0a2Q%u) + ;QuB?* — 2kQuay(cr + cc) <0, ie. n > n%P, 75 = 0 regardless of
To. W

Proof of Corollary 2. 1If n < n5% and sl < 79 < k¥ (region 2 in the proof

oty (4k003Q°u+ciQu—akn) _ 4k(ng®-m+2keiQulcoter) 0

of Proposition 14) then Il e o ey e i L) > 0,

because n§% > n > nkP in the region of interest. The sign of g—:f in regions 1 and 3
follows from their definitions provided in the proof of Proposition 14. =

Proof of Corollary 3. From Proposition 14, as 7 increases £, and £ increases. In

.. . . ork — 47k
addition, in Region 2, 5= = —mt7e) <.
n n—nk

From Proposition 14, as ¢ increases 75 increases in Region 2, while k% remains the
) S 9 S

32k200(nY B —n) <0.

Oky _ _
same. On the other hand T2 = — grersr—r 5 ma 7 <
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From Proposition 14, the denominator of 7¢ in Region 2 is decreasing in «;. The
direction of change in numerator = 7o(4k0a?Q?* + pB%a;Q — 4kn) — 2kuQa;(co + cr)

is positive: W = Qu(8kba;70Q — 2k(cc + cr) + [%7) is positive because 75 >

o
8041-

2k(CC+CR) T
®kba; Q157 25 T0 > Kg. Thus

> 0 which also implies that % < 0. In addition
8H§ o —8Q,uk2(cc+cR)(17+€a%Q2u)

Joi — (AkntAR002Q3ut o Quit)? 0

Finally, in regions 1 and 3, 7§ does not depend on 7, o, or o;. W
Proof of Proposition 15. The sequence of events are as follows: (i) Each firm decides
on the treatability &; (Game R), (77) the PRO decides on 7 on behalf of members (Game
C), (i) total compliance cost is realized and divided among the members of the collective
scheme according to their market shares. We solve the problem by backwards induction.
First the collective scheme finds the optimal 7~ by minimizing the total collection and

treatment cost (Game C). The total collection and treatment cost is

E(TCCcp +TCTg,) = (n—XA2) 78+ (210(n — ZAL) — QuBW, + Y A,)7c

+ (YAn - ZAELTO - QﬁNWn)TO
"
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where

Y = Qu(cr+ce)
Z = 0Qu
X = 0Q°(y’ +0%)
T = Qup?

i=1

The Lagrangian function is L = E (T'CC¢,. + TCTe,.) — (1¢ — Co(1 — 19 — 7¢). Convexity
is ensured as long as gi—g =2n — 20A2Q*(u* + 0%) = 2(n — X A2) > 0. Solving the FOC,
(?TLC = 0 we find the optimal 7% in terms of ;s. Next we characterize three possible
policies:

Region 1 (75 = 0): Solving the FOC when 7 = 0, (; = 0, and ¢; > 0 we get the
optimality condition ¢ = —QuB Y 1, (&) + YA, + 270(n — ZA2) > 0. Plugging in

75 =01in E(TCCe, + TCTg¢,), the total collection and treatment cost is

(YA, - ZAELTO — QpBu E?:o (:&))m0
W

E(TCCq, +TCTy,) = =T(£). (C-6)

When n firms acts collectively, they play the Nash game and each firm decides on optimal

treatability level by minimizing her expected compliance cost E(T'Cc):

—

Min E(TC)(r5 = 0) = %r( ) + kQay?

(720,820
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For firm ¢ the Lagrangian is written as L; = E(TC¢) — vi1& — v49(F. Solving the first

oL; __
&

order conditions 0 for ;; = 0 and v;5 = 0, we find that the optimal treatability

level is

_ TS .
& = ST V.

Plugging optimal values in, optimality condition is ;' = %ﬁ”HLYAn—I—QTO(n—Z A%) >0

which can be written as

_ 2y A2 .
S G T — ak(n — ZAZ)A, "

Under this region it is trivial to show that the problem is submodular with linear
constraints and thus there exists a pure strategy NE. It is also trivial to show that the
solution is unique here. Note that when (7 > 0, £ cannot be zero unless 7o = 0.
Region 2 (0 < 75 < 1 — 7p): Solving the FOC when ¢; = 0 and {, = 0, we get the

conditions under which 7% > 0. The optimal 7/ is given by

. QuBW, —YA, —27(n— ZA2)
o= 3o - XA2) | (1)

Note that T increases as the weighted treatability W, increases. Plugging in 7/ in
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E(TCC¢, +TCTg,) we obtain the total cost as

n 2
E(TCCo +TCTs) = — 2700 =24 = Qui iy (i) + Y An)

A(n— X A7)
(YA, = 242 — ffﬁ 12 O gy (e

Then each firm decides on the level of treatability by minimizing his total cost:

. I & I ) 2
(P2) | Min  E(TC)(r=15) = 5T + ki€
For firm ¢ the Lagrangian is written as L; = E(T'C¢) —vi1& — YiaTe — Yis(1 — 10 — 75).

The first order conditions aaéf = 0 should be satisfied at the optimality.

Now let us show that problem (P2) is submodular with linear constraints. Assume

&1 and €2 are two feasible vectors such that:

& &
ol |8 a8
3 &

Then it is easy to show that

E(TCc)(€") + E(TCe)(€?) = E(TCc)(§" NEY) + E(TCe)(§ Vv £%)

i i C(EPAE?) e +k B Z-l/\ 22 2—|—
D)+ k@) +T(E) % +ra@ey > L PR
n n 1“(51 V. 52)2_; + kaé@(&l V 52-2)2
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Keeping in mind that (£} V&) + (& A7) = & +& and (& VE ) +(EAE)? = (§])2+(&F)°

for every 7, the above condition simplifies to

L S R

Let (&} v E2) = £ma® and (&} AN EF) = €™, Then we have

n 2 n 2 n 2 n 2
(o) () = (500) - (£0e7)
J=1 Jj=1 j=1 j=1

which is rewritten as
(St (St 6)
j=1 Jj=1
> (Soe-g) (Ser g +)
j=1 Jj=1

Without loss of generality we define sets N = {j : £"* = &1} = {j : & = £} and
K={j: " =&} ={j:&" =&} Then we can rewrite the above inequality as

follows:

(Zaj (&~ &™) ) (Zz%g’muz% pin m)>

JEK JEN T
) (Z % (&= 52””)) (Z 20567 + 30 (6" + 5;-““9”))
JeR JeEN jEK

Note that the above inequality always holds, therefore we can conclude that the game is

submodular and thus pure strategy NE exists.

235



For the uniqueness of the equilibrium we use the dominant diagonal condition in
Milgrom and Roberts (1990). For our problem the dominant diagonal condition is written

as

PE(TCe) PE(TCe)
8522 N ; 85]'852‘
4k(n — X A%)A, — auT - Z Tuoge; _ Tu(A, — a;)a;
2(n — XA A, 2(n = XA A, 2(n— XAD)A,

J#i

Therefore as long as the following condition holds

4k(n — XA2) — Tua; >0 (A2)

for every 7, we guarantee uniqueness. In the rest of the analysis we assume that condi-
tion (A2) holds. Note that this condition also guarantees the convexity of E(TCCe, +
TCTe,.). For convexity of E(TC¢) we need to have

PE(TCe)  aQ(4k(n—XA2)A, —aZuT)

— >
o2 207 — XA2)A, =0

for every ¢ which already holds under assumption (A2). Assumption (A2) also guarantees
that 4k(n — X A2)A,, — TS, > 0.
When 0 < 7% < 1 — 79, the optimal treatability level is

e = Bai 2(n(1 — p) + (Zp — X)AR) 10 — pY' Ay)
L 4k(n — X A2)A,, — uTSa,
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where Sy, = > a?. Note that firms with higher «; choose higher treatability level. If
(n(1 — p) + (Zp — X)A2) < 0 then & = 0 and therefore 7 = 0 from equation (C-T7).
Also note that (n(1 — p) + (Zu — X)A2) > 0 implies that p < 1.

As & increases, the optimal treatability level of the other members increase too, i.e.

PETC)  Qu28aj0?
dedE, = "amxazii, <0 Vi

Weighted treatability level is

B2 2(n(1 = ) + (Zp = X)) 70 — Y An)
Wa = Zaﬂg Ae(n — XA2)A, — (T'Son

and thus the optimal collection rate is

o= 4e(n — XA2)A, — (T'Son

Hence 0 < 7" < 1 — 19 when 73 is in the following interval:

, oY A2 Ak(n — XA2)A, — T Ssn + 2kY A2,
KJC — < T0 < - K}C .
T'Son — 4k(n — ZA2)A, 15(Z = X) A3 + (1 — 1) TS,

Here note that for any firm &; = Qoz] and therefore W,, = %S%. Besides we have
¢ = Bayj(roture) (;‘;Z“ ¢! Yj and thus W,, = 7652"(22;“0).

Region 3 (75 =1 —79): Solving the FOC when 7}, =1 — 15, (o > 0, and (; =0, we

get the conditions under which 75 =1 — 7¢:

G = 20+ 2XAN(1—70) + 210 Z AL + QBp Y (&) — YA, >0 (C-10)

1=0
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Plugging in 755 = 1 — 7 in E(TCC¢, + TC1T¢,) we obtain the total collection and

treatment cost as

E(TCCeq, +TCTg,) = (n—XA2)(1—1)*+2(n— ZA%)7(1 — 70)

_Qﬂ(TO + Q= 1T Z 25@

+YAn(T0 + o — ury) — ZAA7E
L

Then each firm decides on the level of treatability by minimizing her total cost:

CQ%ZLO E(TCeo)(tt=1—1) = A

T(€) + ka, Q8]

For firm ¢ the Lagrangian is written as L; = E(T'C¢) — 11 — 112(;. Solving the first order

oL
36

conditions =0 for v; = 0 and v, = 0, we find the optimal treatability level as

. aBp—pro+1)
& = T , Vi.

Then (5 = —2 + 2X A2(1 — 7p) + 27 Z A2 4 Do2ltint) 'y 4, > 0 which we rewrite

as !

a1 _ Ak — XAD) Ay — pT'Sp, + 2KV A7
¢ k(Z - X)A+ (1 - p)TSm

<719 < 1.

In this region it is trivial to show that the problem is submodular with linear con-

straints and thus there exists a pure strategy NE. It is also trivial to show that the

In < ng?B together with Condition (A2) ensure that 4k(Z — X)A2 4+ (1 — p)T'Sap, > 0.
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solution is unique here.
Note that when (J > 0, £ cannot be zero because p — pury + 79 > 0.
In order these regions to be meaningful we need to ensure that x;’s are no greater

than 1. We write the differences as

DO
1—kl = —<
L
DO
1 o KJII — C
© DL+ DU
7 S S De. D¢,
¢ T DEDL+DE)

where

D = TSy, —4k(n— ZA2)A, — 2Y kA,
DL = 4k(n— XA?)A, — uT Sy,

DY = TS,, —4k(n — ZA%)A,.

Note that D} is positive due to (A2). On the other hand, when DY, is negative, i.e.

> Ak Z A3 +52,T—2Y kA,

n > o = n%B then 7" = 0 regardless of 7y (and regardless of the sign of

DIy,
When DY is nonnegative (which also implies that DY is nonnegative), i.e. n < n%?

then 0 < k1 < kg < 1 in the interval of interest, i.e. where 0 <75 <1. m

Proof of Proposition 16. The sequence of events are as given in the proof of

Proposition 15. We solve the problem by backwards induction. The collective scheme

finds the optimal 77 by minimizing the total collection and treatment cost as in the proof
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of Proposition 15. We next characterize three possible policies:

Region 1 (75 = 0): In this region, total cost of collection and treatment for firm i is

B, (TCCw(rt) + TCTp(rh €)= 20 = ZAnTo = 860 _ by oy

0

When n firms form a collaboration, they play a Nash game and each firm decides on

optimal treatability level by minimizing her compliance cost:

Min E(TCp)(h =0) = T(&) + kQa,;&?

(720,820

For firm ¢ the Lagrangian is written as L; = E(TCr) — v;1& — v45(;. Solving the first

oL;
3

order conditions = 0 for v;; = 0 and v;5 = 0, we find the optimal treatability level as

78

o) Vi.

& =
Plugging optimal values in, optimality condition is (; = —TTQO—]?" +Y A, +210(n—2ZA2%) > 0
which can be written as
2kY A,

< — I
O=AT —ak(n— zA2)A,  F

In this region we can show that the problem is submodular with linear constraints
and thus there exists a pure strategy NE. We can also show that the solution is unique
here.

Note that when (7 > 0, £ cannot be zero unless 75 = 0.
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Region 2 (0 < 75 < 1 —79): The optimal collection rate 7 is given in (C-7). We plug

—

Thin I'(§) = B, (TCCr(7) + TCTr(7f,€)) and get

~ ailn=XA2)(15)? | (20 —2ZA2)m0 — Qup&iAn + Y An)ai(18)
rE = - + -
_m0i(10ZA, =Y + Qup&:)
1

ai(QuB YTy ajé — Y Ay —2(n — ZA7)70)?
N (2(n = ZA3)70 — QuB&iAn + Y An)ai(QuB Y-T_) & — Y A, = 2(n — ZA3)m0)
2(n— XA2)A,

_7oai(T0ZA, — Y 4+ Qup&)
m

Each firm decides on the level of treatability by minimizing her total cost simultaneously:

—

Min  E(TCp)(1 = 13) = T'(€) + ka, Q¢

1-10>7£2>0,£2>0

For firm ¢ the Lagrangian is written as L; = E(TCp) — v, — ViaT* — Yis(1 — 10 — 7).

The first order conditions %—Z = 0 should be satisfied at the optimality.

Now let us show that the problem is submodular with linear constraints. Assuming

that ¢! and €2 are two feasible vectors, it is easy to show that

E (TCCp(EY)) + E (TCTr(€Y)) + kaiQ(€)? +
E(TCCp(&?) + E (TCTr(€%)) + kaiQ(&])* >
E(TCCp(E* NE2)) + E (TCTr(E* AE2)) + kaiQ((E} N EX))? +

E(TCCr(E'V €3)) + E (TCTr (' V €2)) + ka,Q((€] V €2))?

Keeping in mind that (¢ VE7)+ (6 AE7) = &1 +&F, (61 V&) +(§NE)? = (§)*+(&)?,
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and (Z?:l (& V ff)) + (Z?:l o (5 A ff)) =&l + 300 a7 for every i, the

above condition simplifies to

((Zaﬁ}) 25111471206]5;) + ((Zaﬁf) —2¢2A (ZO‘J@)) >
((Z%@}Vﬁ?)) 26 v €A Z (& VE) )

2
+ ((Zaj(gjl /\gf)) 51 /\gz Zaj gg /\gg )
Jj=1

Let (&} v &2) = &M and (&} A E2) = €™, Then we have

261 ALY OET T ALY g€ = 261 AL Y oyt — 267 AL Y 0] >
j=1 j=1 j=1 j=1

" 2 n 2 n 2 " 2
(o) o) () ()
j=1 j=1 j=1 j=1

Without loss of generality, let us assume that £ = €M%, Then the inequality further

simplifies to

LM ALY €T 2TAL Y g€ = 261 ALY gt — 26T AL Y agE] >
J=1 j=1 j=1 j=1

n 2 n 2 n 2 n 2
(Z aﬁ;ﬂ“) + (Z ajgg?“'") - (Z aﬁ?) - <Z ajg;) ,
j=1 j=1 i=1 =1

which is rewritten as

267 — ) Ay > > (€7 + €l — g — ) =23 ay (€ — )

j=1 JEN
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where N = {j : 7" = &;}. Note that the above inequality holds for every i on a lattice
S that is a subset of R" where §; = §; Vi, j. Therefore the game is submodular on lattice
S and pure strategy NE exists.

For the uniqueness of the equilibrium we use the dominant diagonal condition in
Milgrom and Roberts (1990). In our problem the dominant diagonal condition can be

written as

O*E(TCF) OPE(TCr)

8512 B ; 85]'852‘
4k(n — X A%)A, — (24,0; — o2)uT - Z Tua;(A, — ;) _ Tu(A, — a;)?
2(n — XA} A, - 2(n— XA A, 2(n— XAY)A,

J#i

Therefore as long as the condition

dk(n — XA2) —TuA, >0 (A3)

holds we guarantee uniqueness. In the rest of the analysis we assume that (A3) holds.
When 0 < 7% < 1 — 79, the optimal treatability level is
B —p) + (Zp = X) A7)0 — pY An)

“= 1h(y — X AZ) — uTA, (¢-12)

and the optimal collection rate is

. (TA, —4k(n— ZA%)1 — 2kY A,

" 1k(n — XA2) — uT A,
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Hence we have 0 < 75 < 1 — 75 when 7, satisfies

2kY A, Ak(n— XA2) — uTA, +2kY A,

I _
NPT, —ak(n—ZA2) © S TaR(Z - X)AZ 4 (1— T4, | F

Region 3 (75 = 1—1): Solving the FOC when 75 = 1—79, ( > 0, and (; = 0 we get

—

optimality condition (C-10). We plug 75 = 1—79inI'(§) = E, (T'CCg(7:) + TCTr (15, §))

and get

a; ((n = XA2)(1+10)* + (2n = ZA2)) (1 — 7))
An

—; Q& B (1 — pro — 7o) +

reE =
ai(Y(p — pro = 70) = 16 ZAn)
1

Then each firm decides on the level of treatability by minimizing her total cost:

Min E(TCp)(mh=1— 1) = ') + keyQE?

(520,820

For firm ¢ the Lagrangian is written as L; = E(TCp) — 11§ —112(;. Solving the first order

OL;
a¢;

conditions =0 for v; = 0 and v, = 0, we find the optimal treatability level as

B — pro + 10)

o , Vi.

4kA2(Z—X)+T A, (1— —2Y kAn—Ank+4X A2 k+uT A
Then @ _ (4kAL( )+ (A—=p))70 nk+ nktu

5% 2 > () which we rewrite as

T 4k(n — X A%) — uT A, + 2kY A,
o 4k(Z — X)A2 + (1 — w)T A,

<719 < 1.
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In this region we show that the problem is submodular with linear constraints and
thus there exists a pure strategy NE. The solution is also unique here. Note that when
(5 >0, & cannot be zero because p — pury + 79 > 0.

In order these regions to be meaningful we need to ensure that x%’s are no greater

than 1. We write the differences as

1—kL = D—g
1—KJII — D?I)T

r DI+ DY
W nh = DsDI

Dy (Df +D3)’

where

Df = 4k(n— A2X) = AwuT
Dy = AZKA2 + A, T — 4kn

DY = 4ZkA: 4+ A, T — 4kn —2A,YEk.

Note that DI is positive due to (A3). On the other hand, when DY is negative, i.e.

> 4kZ A2+ A, T—2Y kA,
= 4k

= nc 7" = 0 regardless of 75. When Df" is nonnegative, i.e. n < n¢

then 0 < k1 < kg < 1 in the interval of interest, i.e. where 0 <75 <1. m
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Proof of Proposition 17. Let us define

D = 4k(n— XA}) - uTA,
DY = TA, —4k(n— ZA?)

GY = 4ZkA2 +TA,.

Then total cost is written in terms of 7 as

(D pr? = 2u(DE 19 — 2Y A k)1 — 10(GY 79 — 4Y A K)) i

B(TCr) = (4kmuA,)

(C-13)

The total cost under individual scheme FE(T'Cyg) is given in (C-14) (see the proof of
Proposition 18). Then the difference

(A, — @) (Ana 3 Z + 2ut(Anci Z + n)1o + pr*(X oA, + 1))

E(TCr) — B(TCg) = — o

is always negative. Therefore E(TCr)(7* = 75) < E(TCp)(m* = 15) < E(TCg)(17" =
TE).

The difference between the total cost for firm 7 under individual financial responsibility
E(TCF) and the total cost under collective financial responsibility E(T'C¢) (see (C-15)
in the proof of Proposition 18) is

;T (ut + 79)%(252, — A2 — a?)
AkpA?

E(TCr) ~ E(TCe) =

The difference is calculated at the same 7 and it is always positive as long as (2S5, —
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A%2 —a?) > 0. Thus E(TCFp)(t* = 73) > E(TCe)(t* = 13) > E(TCo)(t* = 75) if
(28y, — A2 —a?) > 0 and E(TCr)(7* = 71) < E(TCo)(t* =715) < E(TCo)(t* = 74) if
(252n — Ai — af) <0.m

Proof of Proposition 18. Let us define

DL = 4k(n— Xa}) — uTay
DI = Ta; —4k(n — Za?)

Gy = 4Zka; +T.

For a firm following individual scheme we show in Proposition 14 that &% = 2 (To;lg“ ™)

for any 7 (in all three regions). Thus the expected total cost can be written in terms of

any given 7 (and also for 7*) as

DLur? + (4uY ok — 2urmo DENT — o (Ghmg — 4kY))

_
E(TCy) = T .

(C-14)

Under collective scheme we show in Proposition 15 that £ = %X;’”) for any 7 (in

all three regions). Thus if the same firm decides to join a collaboration of size A, — «;

with n — 1 members then her expected total cost in terms of any given 7 (and also for

T*) is

—21((Dg + T(San — )70 — 2Y A2k)T
;
+(Dy — Tp(San — a2))ur? — 718Gy + 4Y A2k

E(TCp) = T (C-15)
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where

Dy = TSy, —4k(n+ ZA2)A,

G, = 4kA3Z + (282, — )T

n—1
_ 2 2
Son = E aj +a;.
Jj=0

Calculating Ag = E(TC¢)(1) — E(TCs)(7) at the same 7 level we get

pat? + 2utobt + T

Ay = A2, (C-16)
where
c = AXGL-Gy
b = Ta} —a;Dy+ A2DY — 0,85, T = e — 4kAn(A, — o) (C-17)

a = pTal+a;Dy — AiDé — pa; S, T = auuc — 4k A, (A — i) (n + A (X — p2))

= aiuc— 4kA, (A, — o) (n + A 0Q%0%). (C-18)

Let us denote the optimal individual collection rate as 7¢ and the optimal collective
collection rate as 7¢. Consider the regions provided in Proposition 14 and 15. There
are three regions under both collective and individual schemes. When 7y < min{x%, k51,

both 7o = 0 and 75 = 0. In this region the difference between the optimal total costs of
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firm 7 is

o (ARG — Gh) T

E(TCo)(t=170=0)—E(TCs)(t =75 =0) = Ag(7 = 0) A% A2y T ARAZ

Let us analyze the following cases with respect to the sign of ¢ = (A2GL — G1). In
the rest of the analysis we denote the difference between the optimal cost values as
A=E(TCe)(t=10)— E(TCs)(T = T5).

Case 1. 1If ¢ = (A2GL — G1) < 0 then both b < 0 and a < 0 and thus Ay < 0
for every 7. Therefore, if 75, = 76 = 0 or 7% = 75 = 1 — 79 then A = Ay < 0.
First let us identify the possible cases where 75 # 74 If ¢ < 0 then Ny < 0 (for
the definition of N; and N, please see the proof of Proposition 20) because auc — Ny =
4k Ay (Ap =) (4 Anai(X —pZ)) = T(San —a7) > 0. The last inequality holds because
under the initial collaboration (with total market share A, —«;) in order to have a unique
solution 4k(A, —a;)(n—X (A, —a;)?)—(Se,—a?)Tu > 0 (corresponding to the assumption
(A2)) should already be satisfied and therefore 4k(A, — a;)A,n — (Sa, — )T pay >
4k(A, — ai)n — (S2n — @?)Tu > 0. On the other hand N; can take both positive and
negative values. Hence we can observe either Case 2 (i.e. Ny > 0 and Ny < 0) or Case 3
(i.e. Ny <0 and Ny <0) provided in the proof of Proposition 20. Let us analyze these
two cases:

Case 1.1. If both N; <0 and N, < 0, then we know that 7¢ < 7. Then along the span
of 79 we can observe two different regions where 7¢ # 7¢: (1)1 — 79 > 7¢ > 0 and 79 = 0,

and (ii) 1 =79 > 7¢ > 0and 1 — 79 > 79 > 0. Let us analyze the two cases keeping

DUr—2Y A2k

in mind that the optimal collection rate can be written as 7o = 57 — x where
C

249



x = 0 in Region 2 and x > 0 in Region 3.

Case 1.1.1. The expected cost of collaborative compliance for firm ¢ in terms of 7o and

I .
D¢ is

(=T (o — 02) — DE)7e)? — 2(x Dl + Tro(Son — 02))7c
;
+70(—GETo + 4Y A%k)
E(TCc) =

4kA2

while the expected cost of individual compliance at 75 = 0 (in Region 1), is E(T'Cs)(T =

i T — IT . . . .
s =0) = %}LGSO). Thus the difference between the optimal compliance costs, i.e.

A = B(TCo)(r = 10) — E(TCs)(r = 0) is

i(p(=pT (San — of) = D) (7¢)? + 2p(=T70(S2n — 0f) — xDG)7e + 15 (A3 G5 — G1))
4k A2 1 '

The difference is negative because D5 > 0, Sy, > o? and ¢ = (A2GL — G,) <0.

Case 1.1.11. The expected cost of collaborative compliance for firm ¢ in terms of 7o and

DY is

—Trep(210 4+ Top) (@ + 7¢)(Son — &)
Q| —10(GLro(z + 7¢) + TeuDH (16 + 22))

+2kropY A% (10 + 22) + 4kY A270(z + 70)

E(TCe) = Az +10)kAZ 1

II_o. .
On the other hand when 0 < 74 = W < 1— 7 (in Region 2), the expected cost
S
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of individual compliance in terms of DY and 7g is

((=10DE + 20, Y k)51 — 70 (GLmo — 4KY))
4k

E(TCc) =

Thus the difference between optimal compliance costs in terms of 7g is

;e (z + 75 + 8)c — T (Sa, — a2) (15 + 0)?
(=T (Son — o) (pux + 279) + 10N1) (75 + 8)? — pA2 DiTgh?
—|—ILL(2CEZ'(—’7'0Dé«I + 2YAik - TOT(S27L - a?))x - AiTsDéTS)é

TSZZ,’/L(—QOéiTTo(SQn — Oé?) + Oéi(—ToDéI + 2YA%]{?) + T(]Nl)

(4(x + 75 +0))kA2p

(C-19)

The difference is negative because ¢ < 0, So,, > a2, Ny < 0, DL > 0, and 7o DY —2Y A%k >

0.

Hence we conclude that if both Ny < 0 and Ny < 0, then E(TC¢)(1¢)—E(TCs)(7s) <

0.

Case 1.2. If Ny > 0 and N, < 0, then we know that 7¢ > 7¢ if kK4 > k4. On the other

hand, if k¥ < kL then 7 > 7¢ (15 < 7¢) if 7o < K3 (70 > K3). Thus we can observe the

following cases:

L If0 < ki <kl <1 <min{kl, s} (ie. 70 =0 for every 79) then see Case 1.2.ii.

and Case 1.2.111.

2. It 0 < vl <kl < kL <rkH <1 then see Case 1.2.ii., Case 1.2.iv., and Case 1.2.v.

3. 110 < f-zfq < qul < Hé < /<;ICI < 1 then see Case 1.2.1i., Case 1.2.v., and Case 1.2.v.
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4. I 0 < kL < kL < k3 < kH < kY < 1 then see Case 1.2.4i., Case 1.2.1v., Case

1.2.4.

It is easy to show that A is a piecewise function of 7y and continuous at the endpoints
of subdomains. Next we analyze how A changes in the remaining subdomains:

Case 1.2.i. (The case where Tc > Tg) First consider the region where 1 € [r3, k5] under

0D —20; Yk
D

ordering 4. Since 0 < 7 < 1 — 715 (in Region 2 or 3), 0 < 75 = <1—1 (in
Region 2) and 7¢ = 7¢ + ¢ the difference between the optimal compliance costs, A is as
given in (C-19). Since a;c — 4knA, (A, — a;) = Ny — a;T(Ss, — a?) < 0, the expression
in equation (C-19) is negative.

On the other hand, if 0 < 7y < kL or max{x¥, kH} < 75 <1 then 75 = 7¢ and thus
A < 0. Therefore we conclude that if 7o > 7¢ then E(TCq)(1¢) — E(TCs)(15) < 0.

If 7¢ < 75 then the sign of A depends on 9. Next, we analyze the sign of A in each
possible region of 7:
Case 1.2.1i. Consider the region where 7y € kL, min{x%, kL}]. Since 7¢ = 0 (in Region
1) and 0 < 7¢ < 1 —79 (in Region 2) the difference between the optimal compliance costs
in terms of 7 is

(:Dg(Gs A, — Ge) + AA(Dg)*)75 + AkA peiY (Yka, — 1o Dy)
4k A2 DL

= CL1(T0)2 + blT(] -+ C1

where b; < 0 and ¢; > 0.

e If a; < 0 then A; has one positive and one negative root. Since Aj(1p = 0) > 0
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and Ay (19 = k%) = Ao(T = 0,79 = k%) <0, the positive bound is smaller than rZ.

Thus A; < 0 for every 75 € [k5, 1].

e If a; > 0 then A; has two positive roots. Since A;(19 = 0) > 0 and A(19 = k%) =

Ao(T = 0,7 = k%) <0, the smaller bound is smaller than k. Thus A; <0 if and

—b1++/ b%—4a161

only if 79 < max{B; = o ,min{r5 kL}}.

Case 1.2.i4. Consider the region where 7y € [kL, 1] under ordering 1 or the region where
70 € [k4, kL] under ordering 3. Since 7¢ = 0 (in Region 1) and 7 = 1 — 79 (in Region 3)

the difference between the optimal compliance costs in terms of 7y is

(—AZu(Dg +2Dg") + ou(GE A7 — Go))Tg

+2A2u(DL + 2Ykay + DY 7o — A2 u(4Y ke + DY)
4k A2

= ay(m0)? + bomo + o

where a; < 0, by > 0, and ¢ < 0. Hence A, has two positive roots. Also note that

_ DI+2Yka~— DI+DII 2
Ay — Ay = ZPst2Vhei @D < )
4kDE

e If a; <0 then A; <0 and thus A, < 0 as well. Hence A < 0 for every 75 under

ordering 1.

o If a; > 0 and B < kY then Ai(1g = k) = Ay(ro = k5) > 0. We also know

that Ag(m9 = 0) < 0 and Ag(p = 1) = 257 < 0. Thus the larger bound of

T (4kpAZ
—02— 2— ac . -
the polynomial Ay, By = I e et ‘2222422 € [k4,1]. Hence under ordering 1, A is

positive if By < 19 < B, and negative otherwise. For ordering 3, A, is positive if

By < 79 < min{ By, kL} and negative otherwise.
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e If ay > 0 and By > k% then A; < 0 in the region where 75 € [k%, £4]. Then
No(mo = kE) = Ai(10 = k) < 0. Keeping in mind that Ay(ry = 1) < 0 and
Ay < Ay, we conclude that under ordering 1, A > 0 if B} < 79 < By where

—bo++/b2—4 . . . .
Bl = % and negative otherwise. Under ordering 3, Ay > 0if By < 7y <

min{ By, K5} and negative otherwise.

Case 1.2.i. Consider the region where 75 € [kl kL] under ordering 2 or the region

r0DH —2Y A2k

where 79 € [k, k3] under ordering 4. Since 0 < 7¢ = BT < 7g (in Region 2) and

DL —20; Yk

0<719= < 1 — 7 (in Region 2) the difference between the optimal costs is

D
as7g + 4k A% oy Y by + 4k A2 Y % ey
Ay T T (C-20)
A4(Df)2A2kuDyg
where

—pTa; D DE(uDE + 2D6)(San — o)
a3 =

+uDE(DY)?ALDE — i DS(DE)?) + (DE)? i DS (AL GS — GE)
by = TDg(uDg + Dg)(Sen — of) — Di(=DsDe! + DDy
g = —TALDg(Son — af) — DG(A2Dg — ;DE) = =T AR Dgiu(Say — f) + DENo

Note that b3 > 0 (see the proof of Proposition 20 for the discussion regarding the sign of

(—=DLDE + DLDY)) and ¢3 < 0. Also note that

a; (oD — 2V kA2) | 2T DE(S2n — 0f)7o

4(DL)2A2 >
Der +(DE + Ti(Son — o)) (oD — 2Y KA2)

Ay — Ay =
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as long as 19 > kL.

e If a; <0 then Ay <0 and then Az < 0 as well. Thus A < 0 for every 7y under

ordering 4.

o Ifa; > 0and Ay(19 = kL) = Az(1o = kL) > 0 then we observe one of the following

two situations depending on the sign of as:

— Ifaz > 0 then Aj has one positive and one negative root. Since Az(7o = 0) <0,

—b3++/ b§—4a303

5 is less than
a3

the positive root of the polynomial As, i.e. By =
kL. Thus Az > 0 in the region where 7y € [k}, kL] under ordering 2. On the

other hand this situation cannot occur under ordering 4, because kg > /<;IC and

As(k3) < 0 (due to continuity and the discussion under case Case 1.2.i.).

— If a3 < 0 then Aj has two positive roots. Since Az(mg = 0) < 0, the smaller
root of the polynomial Az is less than 5. Thus Az > 0 if and only if k7 <

. —bz—+/b%—4 .
70 < min{x%, B} (where B} = %) and Az < 0 otherwise.

o If a; > 0 and Ay(m9 = k%) = Az(10 = kL) < 0 then we observe one of the following

two situations depending on the sign of as:

— If ag > 0 then Az < 0 if and only if 79 < min{Bjs, x4} under ordering 2. On
the other hand Az < 0 under ordering 4 in the region of interest.

— If a3 < 0 then Az > 0 if and only if max{Bs, k.} < 70 < min{x}, B,} and
Az < 0 otherwise. (Under ordering 4, Az > 0 if and only if max{Bs, x5} <

7o < min{rks, B}} and Az < 0 otherwise.)
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Case 1.2.v. Consider the region where max{x,, x5} < 70 < k¥ under ordering 2 and

T0oDH —2Y A2k

3. Since 0 < 7¢ = 57 < 1— 19 (in Region 2) and 7¢ = 1 — 7y (in Region 3) the
C

difference between the optimal costs is

ay7g + 2A% pbymo + A2 ey

A
! A(DE)? Ak

(C-21)

where

ay = pula;TDH (uDY 4 2DL)(—S,, + o?) — DL(A’DLDL + 2DLA*DE + oy (DE)?))
+(D{)?ai(A*GY — GE)
by = 2Ykay(T(uD{ + DE)(Son — of) + DEDE 4 (DE)?) 4+ (DE)?(D§ + D

ey = ATE*A’0;pY?(—So, + a?) — 4ka; DEY (DL + YEA?) — (D) DL

where a4y <0, by > 0 and ¢4 < 0. Thus the polynomial A, has two positive roots. Note

that Ay(mo = 0) < 0 and Ay(1o = kH) < 0 because Ay(1g = k) = Ao(T1 =1 — 79,70 =

. —10DE +2Y ko +DL—DL7p)?
k) < 0. Besides Ay — Az = _ (EmDs DT s=Dsm0)” < ),

o Ifa; <0then A; <0, Ay <0, A3 <0and Ay <0. Thus A <0 for every 7y under

ordering 2 and 3.

o If a; > 0 and Ay(19 = max{rL, x5}) > 0 then the greater root of polynomial Ay,

. —b4—\/b2—4a464 .. . .
Le. By = ——%_ "——,is in the interval of max{r’, k't < 79 < kH. Therefore if

max{rl, k{} < 79 < By then Ay > 0, otherwise Ay < 0.

e Ifa; > 0 and Ay(7p = max{xL, kL'}) < 0 then we conclude that A, > 0 if and only
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. . —b4+\/b2—4a404
if max{xL, ki, B} < 79 < min{x¥, B,}, where B} = —Ya— > and Ay <0

otherwise.

Case 2. If ¢ = (A2GL — G1) > 0 then A = E(TCe)(1¢ = 0) — E(TCs)(1s = 0) =

;{g;iiu > 0 (when both are in Region 1). However knowing that ¢ = (A2G% — G1) > 0

does not guarantee any further information regarding the sign of N; and N;. Also we can
numerically observe every possible combination regarding the sign of N; and Ny when

¢ > 0. Hence if ¢ > 0 we can observe every case provided in Proposition 20.

DL —20; Yk

If 79 < kL then 7¢ = 0. Note that we can write 7¢ = BT — x where x = 0
S

in Region 2 and = > 0 in Region 3. Then the difference A = E(TC¢)(17¢ = 0) —
E(TCs)(ts)between the optimal cost values is written in terms of DL and 7g as follows:

15 A2 (1o DY — 20, Y k) (15 + 21) + 72 (A2GL — GL) (2 + 75)

A =
AA2ku(x + 7s)

The difference is positive because ¢ = (A2GL — GL) > 0 and (1D — 20,Yk) = (15 +
x)DL > 0. Thus we show that A > 0 when 7 = 0. In order to complete the analysis
we need to identify the sign of A under other possible situations. Next we analyze
signum(A) in detail with respect to V.

Case 2.1. When N; < 0 (we know that Ny < 0 and 7= > 75 hold when N; < 0) we

observe one of the following three orderings:

L If0 <kl < kH <1 < min{xk, ki) (i.e. 79 = 0 for every 1) then see Case

2.1.1,Case 2.1.11.

2. It 0 < rkl <kl <kl < kIl <1 then see Case 2.1.i,Case 2.1.4i,Case 2.1.iv,Case
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2.1.0.

3. If 0 < kb <kl <kl < kL' <1 then see Case 2.1.i,Case 2.1.1i,Case 2.1.iv,Case

2.1.0.

Case 2.1.i Consider the region where 75 € [k5, min{x%, xkJ}]. Since 0 < 7¢ <1 — 19 (in

Region 2) and 7¢ = 0 (in Region 1) the difference between the optimal costs in terms of

T0 is
(TuDE (0 = Son) (D + 2D6) + (Do) (=G + GgAR))Tg
% | —Akp ALY (T(af = Son) (D& + Di) = DEDE )T — pDe(DE)*r
4R AY (Tp(o? — S) — DL)
Ay =

A(DE)? Ak

= a5(19)? + bsmo + c5

where b5 > 0 and ¢; < 0.

e If a5 > 0 then Aj has one positive and one negative root. Since As(1p = 0) < 0
and As(1o = kL) = Ag(T = 0,79 = kL) > 0, the positive root is smaller than L.

Thus As > 0 for every 7y € [k5, 1].

e If a5 < 0 then Aj has two positive roots. Since As(mo = 0) < 0 and As(1o = kL) =
Ao(T = 0,79 = kL) > 0, the smaller root is smaller than 5. Thus Az > 0 in the

—bs—1/ bg—4ascd

region of interest if and only if 7o < min{Bs = ——%5>——, k4, Kk }}.

Case 2.1.ii. Consider the region where 1 € [k, 1] under ordering 1 or the region where

70 € [kH, kL] under ordering 3. Since 7o = 1 — 79 (in Region 3) and 75 = 0 (in Region 1)
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the difference between the optimal costs in terms of 7q is

(Tu(S2n — af)(2 — p) + p(2DE + DE) + GEAL — GE)Tg
Ui | (2T p(Son — F)(1 — p) = 2u(DE + D + 2YEAL)) 70

(=T u(S2n — aF) + D+ AYEA)
4k A2 1

= ag(10)® + beTo + Co

where ag > 0, bg < 0. If cg > 0 then there are two positive roots, otherwise there is one

positive and one negative root. Also note that

oz (x((Sen — )T+ DE) + 2T DE(—10 — 1+ o) (San — o))

Bo = Bs = A(DL)2 A%

>0

where = (—Dlry + 2YkA? + DL — 7DY) < 0 in the region of interest (because

r0DH -2V A2k

1—7— BT, = —Dijc > 0 in Region 3).

o If a5 > 0 then As > 0 and thus Ag > 0. Hence A < 0 for every 7y under ordering

1.

o If as > 0 and As(rg = kH) < 0 then Ag > 0 if and only if Bs < 79 < min{1, x5}

—bg++/ b2 +4agcs

where Bg = Ba

o If as > 0 and As(1o = kL) > 0 then in the region of interest Ag < 0 if and only if
— — 2 aeC .
By < 19 < Bg where B, = —boy/ VetAascs ”226:4M. Note that if ¢g < 0 then Bs < x4 and

thus Ag > 0 in the region of interest.

Case 2.1.iii. Consider the region where k% < 79 < k4 under ordering 2. Since both 74

259



and 7¢ are in Region 2 the difference between optimal compliance costs is given in (C-20)
in terms of 7.
Note that b3 > 0 and ¢35 < 0. Also note that

(T(]Dél - QY]{?OZZ)2 >0

R T

e If a5 > 0 then A5 > 0 and thus Az > 0 as well.

o If as <0 and As(7o = k%) = As(10 = kL) > 0 then we observe one of the following

two subcases depending on the sign of as:

— If a3 > 0 then A3 > 0 in the region of interest.

— If a3 < 0 then Ajz has two positive roots. Since Az(rg = 0) < 0, the smaller
root of the polynomial Aj is less than kL. Thus Az > 0 if and only if x5 <

7o < min{xY, B}

e If a5 <0 and As(1 = k%) = As(19 = kL) < 0 then we observe one of the following

two subcases depending on the sign of as:

— If ag > 0 then Az < 0 if and only if 7y < min{Bs, k4 }.

— If a3 <0 then Az > 0 if and only if B; < 77 < Bj in the region of interest.

Case 2.1.iv. Consider the region where max{xk, s} < 75 < k% under ordering 2 and 3.

Since 7¢ = 1 — 7 (in Region 3) and 0 < 7¢ < 1 — 7y (in Region 2) the difference between
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optimal compliance costs in terms of 7y is

A — a77e + 2u0;brTo + procy
T 4A2kuD}

(C-22)

where

a; = pulayTDE(Son — af)(2 — p) + (DE2A2 + 200 DLDY + oy DEDY)

+01Dg(Gs AL — Go)

br = —TDg(S2 — eq)(1 — p) — DgDg, — DgDg — 2Y kA (Dg + Dy')
_ 1 2 I Nl 2 1

a;z(z((San—a2)Tu+DL)+2T DL (— 79— 70)(S2n—a?
Note that a7 > 0, by > 0 and Aq — Ay = 2ol Tt PRI DECrtim)Sncad) 5

where & = —DLry + 2V kA2 — 7)DX + DL < 0 and A — Ay = ERBE YRS 5
S

e If a5 > 0 then A5 > 0 and thus Ag > 0, A3 >0, and A; > 0.

o If a; < 0 and As(rg = max{kL,xH}) < 0 then A; < 0 if and only if 75 <

—b7++/ b$—4a707

. 1 _
min{ By, kg } where B; = T

o If a5 < 0 and A7(7p = max{kk, kH}) > 0 then in the region of interest A; < 0
— — 2 ae C .
if and only if B, < 79 < B; where B, = “bem v betA06%s Nt that if c¢7 < 0 then

2a6

B; < max{kk, x4} and thus A; is positive in the interval of interest.

Case 2.1.v. Consider the region where nfql < 79 < 1 under ordering 2 and 3. Since

Tc = Ts = 1 — 19 (both are in Region 3) the difference between the optimal costs in terms
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of 79 is

B ag& + 2ubgTy + pucg

As 4A2kp

(C-23)

where

as = a;Tp(a] — San)(p — 2) + play DG — A2DE) + 2u(— A2 DY + a; DY)
—;(Gy — G§AY)
bs = ;T(Sy, —a)(u—1)—a;D5+ A2DE + A2DL — o, DY

cs = a;Tu(a? — Sy,) +a;DE — A2DL = a/Tu(a? — Sa,) + No.

a;(GLAZ-GL)

Note that Ag(7p = 0) = ¢g < 0 and Ag(mg = 1) = AZkp

> 0. Therefore Ag

has only one root, Bg in the interval where 75 € [0,1]. Also observe that A; — Ag =

(DL-DLro—7o DL +2Yka;)?

4kDL = 0.

o If a5 > 0 then A; > 0 and thus Ag > 0. Therefore A > 0 under ordering 2 and 3

for every 7y.
o If as <0 and Ag(my = k) <0 then Ag < 0 if and only if 75 < Bg.
o If as <0 and Ag(my = k%) > 0 then Ag is positive in the interval of interest.

Case 2.2.11i. Consider the region where max{xL kZ} < 75 <1 under ordering 2,3 and 4.
Since 7¢ = 75 = 1 — 75 (both are in Region 3) the difference between optimal compliance

costs in terms of 7y is Ag as given in equation (C-23).
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o If Ag(rg = max{rl, k}) > 0 then Ag < 0 if and only if B < 7y < Bg in the

region of interest.
o If Ag(mp = max{/{g, /-zg ) <0 then Ag > 0 if and only if By < 75 < 1.

Case 2.2.iv. Consider the region where kY < 75 < x4 under ordering 4. Since 7c = 1—7
(in Region 3) and 0 < 7¢ < 1—79 (in Region 2) the difference between optimal compliance
costs in terms of 7 is A7 (see equation (C-22)) where a; > 0 and b; > 0. Besides A; > Aj

in the region of interest. Thus we observe one of the following cases:

o If Az(1o = kL) > 0 then A; > 0 in the region of interest (because Az (1o = kH) >0

-continuity— and A7 > Ag)
o If As(mo = k) <0 then A; > 0if By < 75 < ki and Ag < 0 otherwise.

|

Proof of Corollary 4. If ¢ = (A2GL — GL) > 0 does not give any information on
the signs of a and b in equation (C-16). Note that @ > 0 and b < 0 cannot be observed
simultaneously because a — ub = —4kA, (A, — a;)(n(1 — ) + a;A,,0Q%0?) < 0. On the
other hand, if a > 0 and b > 0 then A > 0 at any 7 value. Since A > 0 for every 7, the

following inequality also holds at the optimal collective collection rate:

|
Proof of Proposition 19. If the government imposes a binding lower bound, 7 =

To + pT, on the percentage of items that needs not be collected/treated properly, then
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TS =Tc =T = % Firm 7 as well as the other firms in the collaboration then decide

on their optimal treatment levels. Note that £& = W = ﬁ% and &}, = %j{:m) =

@?EXZ . In Proposition 18 we calculate the difference between the cost under individual and

collective schemes under same 7 in equation (C-16). Remember that Ay = E(T'Ce)(T) —

E(TCs)(7) = HaT 2TV OTEC hore ¢ = A2GL — Gy, b = aje — 4kA,n(A, — a;) and

4ka22,u

a = a;uc — 4kA, (A, — a;)(n + 0 An(X — pZ)). We need to analyze the two following
cases with respect to ¢ in order to complete the analysis:

Case 1. If ¢ <0 then both a <0 and b < 0. Thus Ag <0, i.e. firm ¢ decides to join the
collaboration, as long as ¢ < 0.

Case 2. We write Ay in terms of 79 and 7 after plugging in 7 = % as Ay =

178 + ToToTr + 372 Where

1 = oagTu(Sy, —a?) + Ny — 2uN; + aiu(A2GL — GL)
Ty = 2(,uN1 — Ng)

r3 = N2 — OéZT,u(Sgn — Oé?)

First note that 79 < 7r and the difference is positive at the lower bound of 7, i.e.
Ao(mr = 10) = aurec > 0.

Next we analyze the sign of Ay with respect to the possible signs of coefficients. In
Proposition 20 we show that /Ny > N, and thus x5 > 0. Depending on the sign of x3
we observe two cases:

Case 2.a: x3 < 0 If 2y > 0 then the polynomial Ay(7r) has one positive and one

negative root. As A(rp = 0) = z;73 > 0 and A(rr = 75) > 0 the positive root,
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- —2m2—\/x§—4x3m1

T =T oo , is greater than 7y. Therefore Ay < 0, i.e. firm ¢ decides to join if

and only if 77 (1) < 7.

If z; < 0 then the polynomial Ay(77) has two positive roots. As A(tr =0) = z178 < 0

—2x9— A /x§—4x3m1

2x3

and A(7p = 19) > 0 the greater positive root, 7r = 7y , is greater than 7.
Therefore Ag <0, i.e. firm i decides to join if and only if 77 (1) < 7.
To summarize our findings, we conclude that if x3 < 0 which is rewritten as

a;QuP(a? — 28, + A2) 3% — 4A%k0Q%a; (11* + o) (A — ;)
A, (A, — )

n=mns=

then firm ¢ decides to join if and only if 7 (1) < 7p.

Case 2.a: x3 > 0 If 1 > 0 then Ag(77) > 0 regardless of 7 and thus the decision is not
to join. If x; < 0 then the polynomial Ay(7r) has one positive and one negative root.
As A(rr = 0) = 2178 < 0 and A(7r = 79) > 0 the positive root is smaller than the lower
bound of 77, 79 and thus in the region of interest Ag(7r) > 0. Therefore if 23 > 0 which
is rewritten as n < s then the decision is not to join. m

Proof of Proposition 20. By comparing numerators with numerators and denomi-
nators by denominators we show that k. < k%, vl < kL, kKIF > £l and ki > k. Then
we compare 7° in the second region of each compliance scheme and find that 77 > 73

and 75 > 75
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Next we compare 75 and 7¢. Let us define

I QY]{?CYZ

" T DL+ DY
, 2V kA2

K’C - Déj

i 2YEAL+ DL
© = DL+DY

The difference between the upper bounds of first regions is k., — kL = 12)2,'“1])\2, where

Ny = DY A% — ;DY = a;(A? — So,)T — 4kA, (A, — ;) (n+ A, Z).

Let us denote the optimal collection rate in the second region under individual(collective)

2Y Naok

—2° where
DCDS

scheme as 75 (7¢) and A = 7¢ — 7g. Then we have A(ry = 0) =

Ny = oD} — A2DE = (A2 — So,)T — 4k AL (A, — i) (n + ;A X).

Note that Ny — uNy = —4kA, (A, — ;) (i An(X — Zp) +n(1 — p)) < 0. Therefore if
N; <0 then Ny < 0 should hold.

Case 1. Ny >0, N, >0

Then the slope of 7 is smaller than the slope of 7¢ and the lines cross in the fourth
quadrant, thus 7¢ > 7¢ in the region of interest, i.e. the first quadrant. Note that in this

IT II
case Ko = Kg .
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Case 2. N; >0, N, <0

In this case we need to compare the upper bounds of the second regions:
Case 2.i. If Kk} > kLl then it is obvious that 7¢ > 7¢.

Case 2.ii. If kY < kI then we need to identify the point where A = 0.

First, let us identify the sign of Ny DL + NoDH = A%2(DY DL — DLDE) when Ny > 0
and Ny < 0. Observe that Ny DL+ Ny DY is negative (positive) when evaluated at 1 that
makes Ny = 0 (Ny = 0). Since both Ny and N, are decreasing in n and N; > N, n value
that makes N; = 0 is greater than the 7 value that makes Ny = 0. Hence if N1(n =1;) =0
and Ny(n = n9) = 0 then 1; > ny. Hence as 7 increases NlDé + Nng decreases, i.e.
0D HNDE) < 0, Hence Ny Db+ NoDY = MNPEtNDE) 42)) g3, A2(X — Zyr) (A3

SgnOéi) S 0.

2kY No
Il T DIl
DS DC_DSDC

_DIIDI +DIDII _okY —a-DI +A2DI
NotethatA:TO( s Det+DsDc) (zaiDg+A,Ds)

=0at p =
Tl 0
DeDyg

= K3 =

% (k3 > 0 because both Ny < 0 and NlDé%—Nng < 0 here). Hence if 19 < k3
C C

then 7¢ > 7¢ and if 79 > k3 then 7¢ < 7.

Case 3. N; <0, N, <0

Then the slope of 7¢ is greater than the slope of 74 and the lines cross in the fourth
quadrant, thus 7¢ < 7¢ in the region of interest, i.e. in the first quadrant. Note that in
this case /ﬁéj < nfql )

We can summarize the findings as follows:

a;(T(A? —So,)—4A2kZ(Ap—a;))

i. If N3 <0 (see Case 3 above), i.e. n > T (A )

=y, then 79 < 7¢.

2kAZ(N1—N2)Y+(N1DL+N2 DL

. If Ny >0 and vl — kil = (PLIDI DL DAz < 0 (see Case 2.ii. above), i.e.
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n2 < n < where

i (4RAZ(X = Z)(A = ) + T(A2 = S50) (1 = )Y + 2T (S0 — A3)(X — Zpn))
2= 2(1 — p)(Anay; — S2,)T — 8k A, (A2 — O‘?)(Z - X)

then 7¢ > 75 (7¢ < 7g) when 79 > k3 (179 < K3).
If Ny >0 and /ﬁéj > /ﬁgf (see Case 1 and 2.i. above), i.e. n <1y then 74 > 7¢. =

Proof of Proposition 21. From Proposition 14 and 16, £5(7%) = &5.(7%) = %

a;B(ro+pt*)

Ak These together with the ordering of

whereas from Proposition 15 {5 =

optimal collection rates, i.e. 75 > max{7§, 75} (see Proposition 16) prove that &5 >

max{s, £5}-

B(ro+pts) and gé _ a;B(ro+utl) .

Next we compare g and &/. We show that & = ST A in

Proposition 14 and Proposition 15 respectively. We analyze the following three cases
depending on 7:

Case A: As long as 7§ > 74, the optimal treatability level under individual scheme is
higher, i.e. £5 > &5. In Proposition 20, we show that 7 > 77 and thus {§ > &7 regardless
of 1y as long as n < ns.

Case B:If 7¢ < 7¢ regardless of 7y, i.e. 7 > 7;, then we observe one of the following

orderings:

L If0 <kl <kl <1 < min{xl, sk} (ie. 75 = 0 for every 1) then see Case

B.1,Case B.4.
2. Ifo < Hé« < nfq < /ﬁéj < /ﬁgf < 1 then see Case B.1,Case B.2,Case B.3.

3. If0< Hé« < /ﬁéj < /{é < /ﬁgf < 1 then see Case B.1,Case B.4,Case B.3.
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Case B.1. If k5, < 79 < min{xZ,kL} then 0 < 7% < 1 — 7 and 75 = 0. Then

e ﬁ((aiDé—DéAn‘i'aiHDéI)7'0—2OZMYI€A%) _ Blx1mo—20a;uYkA2) . .
Ay =¢&,-&, = 2DLiA, = 2DLhA, > 0 if and only if

@ 2 : : _ _
To > ai,uDzI—/széai)Dé' Keep in mind that Ay(ry = k5) < 0. If z; = a;uDY — (A, —

;) D{ < 0 then £, < &, in the region of interest (or for any 75 > 0).

Case B.2. If /{é <7< /ﬁéj then 0 < 7§ < 75 <1 —79. Then

B((x1 DL — DEA uDE 10 — 2Y ke A pu(DEA, — DL))
9DLkA, DF ‘

Ay = f:z - 6:2 =

We summarize the findings in the following cases:

o If z; <0 (which also implies A; (79 = x5) = Ay(19 = k%) < 0) then the coefficient
of 7y is negative. If (DLA, — DL) > 0 then Ay < 0 in the region of interest. In
order to understand what happens when (DLA, — DL) < 0 keep in mind that
As(19 = kL) <0 (because z; < 0) and Ay(19 = 0) > 0. Thus when z; <0, Ay <0

in the region of interest regardless of the sign of (DLA, — DL).

o If 1 > 0and Ay (19 = kL) = Ay(79 = kL) > 0 then check the sign of (DLA, — DL).

If it is positive (i.e. Ag(m9 =0) <0 ) then Ay > 0 in the region of interest. If it is

2Y ko Anp(DLA,—DL)

negative then, Ay > 0 if and only if 75 < (1 DL— DL A,uDI)

o If 2y > 0and A (10 = kL) = Ay(19 = k%) < 0 then check the sign of (DLA, — DL).

2Y ko App(DLA,—DL)

If it is positive then Ay, > 0 if and only if 75 < (1 DL D} Anp DL

. If it is negative

then Ay < 0 in the region of interest.

Case B.3. If max{rl,kl} < 70 < kIl then 75, =1 — 1 and 0 < 75 < 1 — 7. Then

Ay =g — & = B(=(D§(A=ai)+p(ai DE+DL An))ro+aip(DE+2AnY k)
37 Sci T Ssa T 2AnkDY

. Note that Ag(T() = 0) 2 0
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and Az(rg = k) < 0 (because of continuity). If Az(ry = max{x%,kH}) < 0 then

Az < 0 in the region of interest. If Az(7y = max{xL, k5}) > 0 then Az > 0if 7y <

aip(DL+2A,YE)
DL(A—ai)+p(ai DE+DE An)°

Case B.4. If kil <79 < min{x§, 1} then 75, =1 — 7 and 75 = 0. Then Ay =&, — &5, =

EX)

6(_(A”_(12;Zlai)m+ai“). Note that Ay(1p = 0) > 0 and Ay(79 = 1) < 0 (due to continuity).

If Ay(ro = kH) < 0 then Ay < 0 in the region of interest. If Ay(g = k&) > 0 then
: T ai

A4 Z 0 if T0 S minkg, m

Case C: If n, < n < 7, then we show in Proposition 20 that 7& > 77 if and only if

70 < k3. Besides when 15 > % we have 75 = 75, = 1 — 7. Hence if 7y < k3 or 79 > K1/

then 75 > 75 and thus &, > &,;. For the region where k3 < 79 < k4§’ see the analysis

under Case B.2 (keep in mind that Ay(79 = k3) <0) and B.3. =
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D1 Appendix for Chapter 4

Proof of Proposition 22. Let A§ll_l2) represent the difference between the profits for
j(= M, D, R) under channel structure l; = (5,0, BN, BC) and Iy = (S,0, BN, BC). In

2

this proof we plot the differences Ayl_l ) with respect to v and 6,. If the difference is
always positive or negative, which is immediate from the plots, then the ranking between
ly and [l does not depend on v or 6,. If the sign of difference Ag-ll_b) depends on the
parameters, then we plot the line Ayl_lz) = 0 on a v — 6, coordinate in the region of
interest, i.e. 0 <~y <1and0 <6, <1, and identify the points where the line Agll_b) =0
cut the boundaries of the coordinate space.

1. Manufacturer: From Figure D1 we see that (a) AES_BN) = 19, — 18y > o,
(DA™ = IEY 115, > 0, and (¢) AY™" =115, — 1177 > 0.

2. Rental Agency: From Figure D2 we see that (a) AS.%O_BN) = 19, — I8N >0, (b)
APNZS) BN 115, > 0, and (¢)AYY P9 =119, — 11B¢ > 0.

From Figure D3, on the other hand, we see that ASQBC_S) = 8¢ — 11, < 0 and
AS,%BC_BN) = I8¢ — TIBY < 0 if and only if v is sufficiently small. We conclude that
¢, > BN > 117, > 15¢ if and only if 0 < v < 4,(6,) where 4;(6,) is a decreasing
function of @, (see the solid line in Figure D3(c)). There exists a §, = 0.549 such that
51(6,) = 1 if and only if 6, < 8,. Note that AP (9, = 0,549, = 1) = 0.

Similarly, from Figure D3 we see that AEQBC_S) = [5Y — 11§, > 0 and AEQBC_BN) =
[1PY — 11BN < 0 if and only if 7 is in moderate levels. We conclude that 19, > IIPY >

1B > 1175 if and only if 7,(0,) < v < $2(6,) where §2(6,) is a convex function of 6,

(see the dashed line in Figure D3(c)) and 45(f,,) = 1 if and only if 6, < 6, = 0.553. Note
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FIGURE DI: (a) APV > 0 (5)AEY ) > 0 (0)AEP) >

that APV (9, = 0.553,v = 1) = 0.

Finally, from Figure D3 we sce that AP = I8¢ — 115, > 0 and APCPY) =
B¢ —TIBY > 0 if and only if v is sufficiently large. Therefore I1{, > I8¢ > TIBY > 117,
if and only if 5(0,) <~ < 1 (Figure D3(c)).

3. Dealer: From Figure D4 we see that (a) A(DS_O) =17, — 119, >0, (b) Agc_o) =
185 — 119, > 0, and (c) APY9) = 1By — 119, > 0.

From Figure D5, on the other hand, we see that A(DBC_S) = 18y — 117, > 0,
Agw_s) = 1B — 117, > 0, and ASDBN_BC) = T8 — TIPS < 0 if v is sufficiently small.
Therefore we conclude that 1125 > TIBY > 119, > 119, if and only if 0 < v < %;(6,)

where 7;(6,) is an increasing function of 6, (see the dotted line in Figure D5(d)).
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FIGURE D2: (a) A7V > o (0)APY=9) > g (0)Al0—59 >

There exits a éu = 0.783 such that 3;(0,) = 0 if and only if ¢, < éu Note that
APBN=9 g = 0783,y = 0+) = 0.

For moderate values of 7, from Figure D5 we see that AP = 118¢ _ 115 > 0,
AN BN 118 < 0, and APNTPY) = [IBY _ T1BC < 0. Therefore, we identify

that T85> 117, > OB > 119, if and only if 5,(0,) < v < J9(6,) where 75(6,,) is an

increasing function of 6, (see the dashed line in Figure D5(d)). There exits a QEU <0,
such that ¥(6,) = 0 if and only if 0, < qu

For higher values of 7, from Figure D5 we see that A%BC_S) = 115§ — 117, < 0,
AN BN 115 < 0, and APV TP — IBY _ 1189 < 0. Therefore, we conclude

D

that 117, > TIPS > TIBY > 119, if and only if 45(6,) < v < 93(6,) where 73(6,) is an
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FIGURE D3: (a) AEQBC 5) , (b (BC BN) , (¢) Three regions from left to right are (i)

) A
AP <0 and AP BN) < g (i ) NBC ¥ >0 and APV <o, (i) AP >0
and APV >

increasing function of 6, (see the solid line in Figure D5(d)).

Finally, for even higher values of v, from Figure D5 we see that A%BC_S) = 115§ —
S, <0, AP = 1BY _ 15, < 0, and APYTP = [IBY _ [1BY > (. Therefore we
conclude that 117, > TP > TIPS > ¢, if and only if 45(6,) <y < 1.

3. Supply Chain: From Figure D6 we see that (a) A(SOC_BN) . — I8Y > 0,
(b)A(s%N_s) II756 — 117y, > 0, and (c) AgSC_BC) ge —1f5c > 0. =

Proof of Proposition 23. In order to show that higher w; implies lower w] we observe

that A; = 3 H;g is always negative (see Figure D7(a)). On the other hand, higher w;

21718
implies higher w} because Ay = gwl;lalgl is always positive (see Figure D7(b)) regardless
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FIGURE D4: (a) AY™? >0, (h)AP > 0, () ALY > ¢

of 0, and v. m

Proof of Proposition 24.  We define the total sales as Q" = > .(¢in + Gn) for
I =2S5,0,BN, BC. In Figure D8 the differences between total sales are plotted. m
Proof of Theorem 25. Starting from v = 0 and by incrementing v with 0.01 we solve
ABN(~) = 0 for §,. And we obtain the line vZ5(6,) in Figure D9. We also verify our
calculation by using Maple 11’s implicitplot command that computes the two-dimensional
plot of an implicitly defined curve. From Figure D9 we deduce that ABN >0, and thus
channel conflict is resolved, only if 0 < v < 48X (6,) where 755 (6,) is an increasing
function of 6,. We find that at v = 0, v55(6,)(0, = 0.783,7 = 0) = 0, and thus

B85 (0,) = 0 if and only if 6, < 0.783. m

275



3 t‘\
OO0
OO0
QO
X0

OO
OO
0.0"

"
W
&
00
00
X
R RARR0RNRK

90

R

X
XXX

i
‘0
)

B0
OO
Q ’q‘ozo"’o
0
e
0 otet‘
XX
A
W
QR0
%

=
2
o2

B

5

o
ot
S

R
R
o
W
X3

R

0
OB
KK
o
o00%
.N"e
QR

"0
)
XX
G"
Q)
3
0,

.’o’ 0
K00
NAOAN
Q0
AR
X

0.4
-0.0004:

-0.0014:

-0.0924 0.0 0.0

0.75 i o
. - BN __BC BC S
thetauo 5 0.25 X gamma Ty — Ty =0 —my —m =0
77777 BN _ S _g
™ T~
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Proof of Proposition 26. Using a method similar to that in the Proof of Proposition
25, we characterize the region where both ABY > 0 and AZ¢ > 0 and plot that region
in Figure 4.5. We find that AB® = ABC = ( only at 6, = 0.778 and v = 0.739. Keeping
Figure 4.5 also in mind we deduce that if 6, < 0.778 then the channel conflict is not
resolved regardless of 7. Otherwise, the conflict is resolved if and only if v25(6,) < v <
B4 (0,) where vB5(0,) is decreasing in 6, while v55(6,) is increasing in 6, (see Figure
4.5). In addition we find that v55 (0, = 1) = 0.599 and thus channel conflict is never

resolved if v < 0.599. m

Proof of Proposition 27. The plot of the manufacturer’s objective function under
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FIGURE DT7: (a)A; and (b)Ay with respect to vy and 6,
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FIGURE D8: (a) Q9 — QB >0 (b)QPN —Q° >0 (c)Q° — QP >0
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FIGURE D9: The area where channel conflict is resolved under buyback channel with
no price commitment is defined by 775 (6,)

buyback channel without price commitment, TI%} . in Figure D10(a), shows the convexity

of 1B in 7. Besides, if §, < 0.69047 then the manufacturer’s objective function is strictly

decreasing in v from Figure D10(b). =
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FIGURE D10: (a) Manufacturer’s objective function with respect to #, and v under
buyback channel without price commitment (b) A cut of objective function for 6, < 0.690

Proof of Proposition 28. We solve problem (P1) first using Maple 11’s solver tool
called NLPSolve. In order to verify the solutions from Maple we use a brute force method.
Since in Proposition 27 we show that the objective function is convex in =, we know that
the optimal point will be on one of the boundaries of feasible region defined by ABY > 0.
Therefore by comparing the objective function values at v = 0 and v = 75 and picking
the one that gives the maximum we obtain the optimal v*. Both methods give v*(6,) = 0.
|

Proof of Proposition 29. The plot of the manufacturer’s objective function under
buyback channel with price commitment, 1127, in Figure D11(a), shows the convexity of
115G in 7. Besides, if §, < 0.608 then the manufacturer’s objective function is strictly
decreasing in v from Figure D11(b). m

Proof of Proposition 30. We solve Problem (P2) with Maple 11’s optimization tool
NLPSolve and also with the alternative method explained in the proof of Proposition 28.

We plot the optimal v* in Figure 4.6. We find that if 0.778 < 0, < 0.825 then optimal

v* is on the lower bound of the feasible region defined by AB¢ > 0 and ABC > 0,
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FIGURE D11: (a) Manufacturer’s objective function with respect to ¢, and v under
buyback channel with price commitment (b) A cut of objective function for 6, < 0.608

i.e.y*(6,) = v2S(0,). However, if 6, > 0.825 then the optimal +* is on the upper bound
of the feasible region, i.e.y*(6,) = 755 (0,). Finally, if 6, < 0.778 then the feasible region
is empty as stated in Proposition 26. m

Proof of Proposition 31. We plot the expected optimal profit functions Fy, (Hllj) for
j=(M,R,D)and [ = (O,S, BN, BC) in the range of interest, i.e. 0 <~ < 1 in Figure
4.7. In the rest of our discussion we drop the expectation operation and use Hllj alone
for the sake of simplicity.

1. Manufacturer: From Figure 4.7(a), it is immediate that for the manufacturer the
ranking is [19,, > TI2Y > 119, > T179.

2. Rental Agency: From Figure 4.7(b) we identify that there are four possibilities
for the rental agency’s profit ranking depending on v. (i) If 0 < v < 0.549 then 119, >
BN > 117, > TIPS, Also TIBE (v = 0.549) = TI{x (v = 0.549). (ii) If 0.549 < v < 0.572
then 11, > NP > T8¢ > Y, Also IIPN(y = 0.572) = I8 (v = 0.572). (iii) If
0.572 < v < 0.765 then 1P, > PS¢ > TIBY > 117,. Also I (y = 0.765) = [1E8Y (v =

0.765). (iv) If v > 0.765 then 115§ > 11¢, > IBY > T17,.
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3. Dealer: From Figure 4.7(c), it is immediate that for the dealer the ranking is
75 > iy =I5 > 17,
4. Supply Chain: From Figure 4.7(d), we see that depending on the value of v, the
profit rankings may change as follows: (i) If 0 < v < 0.962 then 119, > 1BV > 117, >
I8¢, (i) If 0.962 < v < 0.964 then 119, > 2L > 118¢ > 119,. (iii) If 4 > 0.964 then
NPy > 07 > T > 1. =
Proof of Proposition 32. We plot the total sales Q' for each channel structure [
with respect to 7. From Figure 4.8, we observe that (i) If 0 < v < 0.915 then Q° >
QPN > Q% > QBY and Q°(y = 0.915) = QB%(y = 0.915). (i) If 0.915 < v < 0.918 then
Q° > QBN > QBY > Q% and QPN (y = 0.918) = QP (v = 0.918). (iii) If v > 0.918 then
Q9=QP =@ >Q% =
Proof of Proposition 33. We plot AB¢ and AB® in Figure 4.9(b). From the figure it
is immediate that it can never be the case where both AE® > 0 and ABY > 0 and thus
the conflict can never be resolved.

We plot ABN and ABY in Figure 4.9(c). We find that both ABY > 0 for all v. On
the other hand, ABY is positive only if 0.5485 < v < 1. Therefore the buyback channel

with price commitment solves the channel conflict if and only if 0.5485 <~y < 1. =m
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