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ABSTRACT

Many contaminants of concern in the subsurface are volatile. This fact has
been exploited of late in the application of vapor-phase extraction methods for
aquifer rehabilitation. The design of vapor-phase extraction systems may be aided
by use of mathematical models to simulate the restoration process. Because many
common contamination problems are multiphase problems, these simulations often
require the use of compositional multiphase models. A common assumption made in
compositional multiphase models is that individual solute species are in equilibritmi
for all phases present in a system: sohd, aqueous, inamiscible fluid, and vapor. This
work reports on an investigation to characterize the rate of mass transfer between
the aqueous and vapor phases.

A rectangular cross-section experimental apparatus was designed and built to
investigate the rate of mass transfer at the interface between the unsaturated and
saturated zone. Aqueous solutions with the solute toluene were circulated through
a porous media, while depth-averaged aqueous- and vapor-phase concentrations
were measm-ed at the inlet and outlet. Experimental control variables included
the aqueous-phase velocity, vapor-phase velocity, influent solute concentration, and
media size. Data reduction required determination of longitudinal and transverse
dispersivity, which was accomplished using a fluoride tracer method along with a
two-dimensional finite element model.

In addition, a numerical code was developed to model the transport of VOC's in
the subsurface, and the code was used in conjunction with the lab data to simulate
toluene transport under ambient conditions. Results from the simulations indicate
that the aqueous and vapor phases may not be in equilibrimn at the unsaturated-
saturated zone interf£w:e throughout much of the area of a contaminant plume.
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1   INTRODUCTION

1.1   MOTIVATION

Groundwater is an essential resovtrce in the United States. It is vital for in¬

dustrial and agricultural purposes, and approximately half of the population uses

groundwater for residential purposes. Rural areas and urban centers in arid regions

rely heavily on groundwater. In fact, the allocation of scarce groundwater resources

may become one of the most important political issues in the arid regions of the

American Southwest.

However, the industrial nature of America's economy threatens the quality

of groundwater throughout the nation. Spills during the production, transporta¬

tion, and storage of hazardous chemicals can poUute the subsurface. Lealcs from

hazardous waste treatment, storage, and disposal facilities can also introduce pollu¬

tants. For these reasons, the quality of groundwater resources in the United States

increasingly commands the attention of the pubHc and those who formulate public

policy.

Of the many compounds that pose a threat to groundwater quality, one of the

most significant classes of chemicals is volatile organic compotmds (VOC's). VOC's

are a great concern for a ntimber of reasons. The primary reason is that many

of the most common VOC's are hazardous to himian health. One VOC, benzene,

is a known himian carcinogen (Aksoy, 1988). Several others are known animal

carcinogens and are suspected human carcinogens. Virtually all VOC's exhibit

some toxic characteristics.

From the perspective of groundwater quality, an equally disturbing fact is that

many of the most common VOC's are not only carcinogenic or toxic, but also very
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persistent in the environment. In this respect, chlorinated VOC's are particularly
problematic. These compounds have been used widely as industrial solvents and
degreasers, as well as for dry cleaning operations. They have been introduced into
the substirface throughout the United States. Unless remedial measures are taken,
they will remain there and spread for a long time.

Finally, VOC's are ubiquitous. The acronym "VOC's"includes chemicals that
are used for dry cleaning, for industrial degreasing, as industrial solvents, and as
fuel components for automobiles and airplanes. Undoubtedly, automobile gasoline
is the VOC blend that most people in the United States encounter on an almost
daily basis. It is illustrative of the omnipresence of VOC's in our society and the
threat they pose to groundwater quality. In most urban areas one can find ga^
stations at virtually every major intersection, and it is not imcommon to find more
than one per intersection. Furthermore, until very recently, gasoline was stored at
these stations in undergroimd tanks that were designed and operated with minimal
concern for leakage.

Because VOC's are a significant threat to groundwater quality, hydrogeologists
and engineers have been working to develop both accurate methods to model the
fate and transport of VOC's and effective designs for removing these compounds
from the subsurface. The purpose of this study was to test a key assumption that is
presently used in models simulating the transport of VOC's. The motivation for this
research was to improve the accuracy of these models, to elIIow for better prediction
of fate and transport, and to enable more informed decision-malcing when choosing
among various remedial design alternatives.

1-2
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1.2   OBJECTIVES

This study had four objectives. All of the objectives centered on an analysis
of the assvmiption that the liquid in the saturated domain and the vapor in the
unsaturated domain are at equilibrium at the saturated-unsaturated interface. The
first objective was to develop a methodology for generating laboratory data to
quantify the rate of interphase mass transfer imder conditions approximating those
in the subsurface. The second objective was to generate such data for a single VOC.
The third objective was to use the lab data for the VOC to test the assumption
of equilibrium under ambient subsurface conditions. The final objective was to
determine conditions under which the equilibrium assumption may not be valid for
the VOC.

1-3
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2   THEORY

2.1   INTRODUCTION

This chapter presents derivations of the equations that described the physical

system modeled in this study. The equations governed the processes of interest in

the subsurface. In simplified form, they modeled the conditions in the lab apparatus.
In its most general form, the model had two dependent variables in the saturated

zone and three dependent variables in the unsaturated zone.

The physical processes governing the transport of a contaminant in the sub-

svirface for this study were: bulk transport, diffusion and dispersion, degradation
reactions, zind interphase mass transfer. In the saturated zone, the transport of wa¬

ter was assumed to be unaffected by the aqueous phase contaminant concentration.

In the unsaturated zone at ambient conditions, density driven natural advection

of the vapor phase was not considered significant. Finrthermore, for conditions of

forced advection of the unsaturated zone vapor phase, the bulk transport was as¬

sumed to be independent of the vapor phase contaminant concentration. For these

reasons, the equations governing bulk transport were decoupled from the contami¬

nant transport equations and are discussed only briefly in section 2.2. The governing
equations for transport in the saturated and unsaturated zones are derived in sec¬

tions 2.3 and 2.4. The equations in these two domains were coupled by equating

the fluxes at the shared interfacial boundary; the mathematics of this coupling are
discussed in section 2.5. General interphase mass transfer theory is presented in sec¬

tion 2.6. Finally, a method of dimensional analysis is discussed in section 2.7, and

2-1
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the method is applied to obtain possible correlations for mass transfer coefficients
in the subsurface.

2.2   GROUNDWATER FLOW EQUATION

The groundwater flow equation can be derived by writing a mass balance on a
differential volume of completely saturated porous media. This follows the method
of Bird et al. (1960) for deriving the equation of continuity. A differential volume is
shown in Figure 2-1. iVj, Ny, and N^ are the mass fluxes in the principal directions
and Ax, Ay, and Az are the incremental lengths. The mass balance on the voltmie
can be written as

[MASS RATE IN] - [MASS RATE OUT]
= [MASS RATE OF ACCUMULATION]

(2-1)

In mathematical terms, this is

{N^\r-N^\x+Ax)AyAz + (Ny\y-Ny\y+^y)AxAz
/XT I       »r I        w    A        AxAyAzAinp) (2-2)+ {N,U-N,U+Az)AxAy=-------^^^   ^  ^^

where n is the porosity of the media and p is the fluid density. Dividing equation
(2-2)   by the differential volume, AxAyAz, yields

Nr\x-N^\z+Ax  , Ny\y-Ny\y+^y  , N,\, - N,],+^, _ Ajup)Ax ^ Ay + A'z -~Ar ^^~^^
From the definition of the differential operator, taking the limit as Ax, Ay, Az,
and Ai go to zero yields

2-2
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N

Figure 2-1.    Differential Volume of Saturated Porous Media
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dN.     dNy     dN, _ d{np) ^2-4)dx        dy       dz dt

Substituting

qiP = Ni (2-5)

into equation (2-4)   where qi is the specific discharge (that is, the superficial face
velocity) in the direction i yields

d{qxp)      djqyp)      d{q,p) ^ d{np)dx dy dz dt ^      '
Assuming the fluid is incompressible, or assuming the spatial derivatives of p are
small compared to the spatial derivatives of the specific discharge, yields

At this point, Darcy's law is introduced. Henry Darcy, a nineteenth-century
French engineer, determined the following empirical relationship for the specific
discharge, g^, the hydratilic conductivity, K, and the spatial derivative of the piezo-
metric head, <p, in one dimension (Bear, 1979)

,. = -irf (2-8)
Generalizing to three dimensions gives

2-4
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where i, j, £ind k represent the three principal directions in rectangular coordinates.

Equation (2-9) reveals the hydraulic conductivity as a second-rank tensor. It has

been shown that the hydraulic conductivity tensor is symmetrical (Marsily, 1986),

thus

Kij=Kji (2-10)

Dividing equation (2-7) by p and substituting equation (2-9) for the specific

discharge yields

dz \       dx dy dz J      p   dt

Expressing equation (2-11) more elegantly in vector-tensor notation yields one

form of the groundwater flow equation

V.(KV#)=1^ (2-12)
To write the equation with a single dependent variable, <f>, the right side of equation

(2-12) can be expressed in terms of a specific storage coefficient, 5,. The expression

for Sa is derived by considering the balance of forces that must exist between the

soil and the water at some point in an aquifer and the total mass of material above

that point in the aquifer (Bear, 1979). The expression is

ld(np)_gdl
p    dt    ~^'dt ^^ ^^^

2-5
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Wlth

Sa = gp[{l - n)Km + nK„,] (2-14)

where g is the gravitational constant. Km is the compressibility of the soil matrix,

and Ku, is the compressibility of water. Substituting the right side of equation (2-13)

into equation (2-12)   yields

V-(KV(^) = 5,^ (2-15)
which is a common form of the groundwater flow equation. Equation (2-15) relates

changes in the piezometric head in an aquifer to the storage capacity of the aquifer.

Returning to the general form of Darcy's law, equation (2-9) , and expressing

it in vector-tensor notation gives

{q} = - [K] {V<f>} (2-16)

Since the pore velocity, v,-, is defined in terms of the superficial velocity and the

porosity by (Bear, 1979)

vi = ^ (2-17)
n

Darcy's law can be expressed in terms of the pore velocity as

{v} = -hK]{V<f>} (2-18)
n

This final expression relates the spatial derivatives of piezometric head to the pore

velocity flow field.
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2.3   CONTAMINANT TRANSPORT: SATURATED MEDIA

The contaminant transport equations for the saturated domain axe derived in
this section. The introduction to this chapter explains why the groundwater flow
equation and the contaminant transport equation were decoupled for the model
used in this study. In addition to assuming that the liqmd-phase flow field was
unaffected by changes in the contaminant concentration, the model assumed that
the liquid-phase flow field was fully characterized and at steady-state.

As in the previous section, the governing equation is obtained, after Bird et al.
(1960), by performing a mass balance on a differential volume of satvirated porous
media. In this section, however, the mass balance is on a contaminant rather than
on the fluid phase. The contaminant can be in either the liquid phase or the solid
phase, thus two mass balances must be written. The liquid-phase mass balance is
developed first.

Figure 2-2 depicts the components of flux in the liquid phase. The total flux
at each face of the differential volume is the sum of the advective and dispersive
fluxes. The flux terms shown at the top of the figure are the advective fluxes. These
can be written mathematically as

J,"" = Ciqi (2-19)

where J,^ is the advective flux, Ci is the liquid-phase concentration, qi is the su¬
perficial face velocity, and i represents the three principal directions in rectangular
coordinates. An expression can also be developed for the dispersive flux in each
direction. The dispersive flux at each face of the differential element is actually
comprised of three dispersion terms arising from advection in each of the principal
directions. Dispersion is thus a tensor. The nine dispersive fluxes are shown at the
bottom of Figure 2-2. The dispersive fluxes are defined in terms of hydrodynamic

2-7

NEATPAGEINFO:id=9FC18852-528B-452B-96D0-5DB9FB27F252



Ax

Ax

1°'xx

xy

/   /     /

yx 1^ yy   ^ yz

J°        J°       J°^ zx      ^ zy     ^ zz

Az

Ay

Figure 2-2.    Differential Voltime for Contaminant Transport
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dispersion coefficients, which are comprised of mechanical dispersion and molecular

difFusivity. Bear (1979) defined the hydrodynamic dispersion tensor, D/,, by

Dfc,.-j = atvSij + (ai - «<) ^ + Dinr (2-20)
V

where 6ij is the Kronecker delta, n is the porosity of the media, r is the tortuousity of

the media (0 < r < 1.0), a/ and at are the longitudinal and transverse dispersivities

for the media, and

V = ^vl +vl + vl (2-21)

with Vx, Vy, and Vz being magnitudes of the macroscopic pore velocities in the

principal directions.

The total dispersive mass flux of contaminant in the principal directions is

expressed as

tD_    Jr.      dCi dCi dCi\

^° = -"Kf+^.,„f+^M.§) (2-23)

Combining the advective and dispersive fluxes, equation (2-19)    and equations

(2-22)  to (2-24) , yields terms the for the total mass flvix

2-9
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rT       \   ^     (r.      dCi     „      dCi     ^      dCi\

Ji =n VyCl -   I  Dh,yx-^- + Dh,yy-^- + Vh,yz
dec

dx

dCi
dy dz

rT       \   ^     fr.      dCi     ^      dCi     „      dCi\

(2-25)

(2-26)

(2-27)

#

Now the liquid phase mass balance can be written in terms of the total mass
fitix in the principal directions. The mass balance can be expressed verbally as

[MASS RATE IN] - [MASS RATE OUT]
+ [MASS RATE OF REACTION] (2-28)
= [MASS RATE OF ACCUMULATION]

Note that this mass balance contains one more term than the bulk fluid phase mass
balance in the previous section. This reaction term represents sources and sinks
within the domain. For a soiirce (e.g., a solid desorbing contaminant into the liquid
phase) the term is positive. For a sink (e.g., chemical or biological degradation
within the liquid phase) the term is negative. Writing the mass balance mathemat¬
ically, in terms of the total fluxes J?^, yields

(Jllx - JjU+Ax)AyA2r + {Jj\y - J^\y^^y)AxAz + {JJU - JjU+Az)AxAy
nACi\ AxAyAz{nACi)+
At At

(2-29)

Dividing through by the volume, AxAyA^:, and taking the limit as the A's go to
zero yields

2-10
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Substituting equations (2-25) to (2-27) into equation (2-30) and writing the result
in vector-tensor notation yields the governing equation for contaminant transport
in the liquid phase

__ = _i;. VC, + V • (DfcVCO + ( ^ ) (2-31)
Equation (2-31) is often referred to as the advective-dispersive-reactive (ADR)
equation. The reaction term in equation (2-31) includes interactions between the
soUd and liquid phases as well as homogeneous reactions in the liquid phase

dCi
dt = (f)'"'-(f)"en \  ^"  / rxn        \ / rxn

Before the liquid phase governing equation can be completely defined, the solid
phase governing equation must be considered. In this study, sorption onto the solid
was modeled as a two-site phenomenon. This model (Cameron and Klute, 1977)
postulates that two types of sorption sites exist on the solid phase: 'fast' sites and
'slow' sites. Sorption at the fast sites is an equilibrium process, while sorption at the
slow sites is a mass transfer limited process. The total solid phase concentration,
Qa, is

qs = qss + q/s (2-33)

where 5,, is the solid phase concentration for the slow sites and 5/, is the solid phase
concentration for the fast sites. For both slow and fast sorption, linear equilibrium
was assumed. Thus, the equilibrium expression for the fast sites is

2-11
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qfs = K.fCi (2-34)

where Ke,f is the fast site equilibrium constant. A mass balance on the fast sites

yields

fdqf3\       ^ dqjs _ fdqfA
V^A.p       dt       V^A.„ (2-35)

= Kef-~- + krfKefC,

where krf is a first-order rate constant for degradation reactions at the fast sites.

The two terms from the mass balance on the fast sites are incorporated into the

liquid phase governing equation. The mass balance for the slow sites on the sohd

phase is

^ = ks {K,sCl - qss) - krsQss (2-36)

where k^ is the mass transfer coefficient for sorption at the slow sites, K^s is the

equilibrium constant for sorption at the slow sites, and krs is the first-order degra¬

dation constant at the slow sites (Weber and Miller, 1988). Equation (2-36) is one

of the two governing equations for the saturated zone.

The term in equation (2-32) describing the interactions between the sohd and

liquid phcises can now be expressed as

(f) = --Kef^ - ^krfK.fCi -kA (K^sC, - 9„) (2-37)n ot       n n
rxn

where pi is the bulk density of the sohd phase.  Equation (2-37)   shows that the

term in the ADR describing interactions between the solid and liquid phases is

2-12
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comprised of: equilibrium sorption at the fast sites; first-order degradation on the

solid at the fast sites; and mass transfer limited sorption at the slow sites.

Substituting equation (2-37) into equation (2-32) , then placing the resulting

expression in the ADR equation yields the liquid-phase governing equation with all

of the terms now explicitly defined

- ^KsK.fCi - kAiK^sCi - qss) - -Kef —n n n ot

dCA'"

dt J/ rxn (2-38)

The last term on the right hand side of equation (2-38) caji be moved to the left

hand side and the retardation factor, /?/, can be defined by

Rf=(l + ^K\f^ (2-39)

Writing Equation (2-38) in terms of Rf and assuming a first-order reaction for

homogeneous liquid-phase degradation yields the final version of the liquid phase

governing equation

^ (2-40)
-^krsKefC,-kA{KesC,-qss)
n n

where kri is the first-order rate constant for liquid-phase reaction. This expression

constitutes the remaining governing equation for the saturated zone.

The ADR equation and the the solid-phase slow-site equation , equations (2-40)

and (2-36) respectively, axe the two significant equations derived in this section.

Simultaneous solution of the equations, with appropriate boundary and initial con¬

ditions, described the movement of contaminant within the saturated zone. The

solid-phase concentration was then determined from equations (2-33) and (2-34) .
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2.4   CONTAMINANT TRANSPORT: UNSATURATED MEDIA

Modehng the movement of contaminant in the imsaturated domain requires the

simultaneous solution of three equations. The equations arise from mass balances

on the three phases in the unsaturated zone and axe coupled by interphase mass

transfer terms. The assumptions that define the processes included in the model

used for this study and that determine the form of the governing equations are:

• the vapor phase is the only mobile phase in the luisaturated zone;

• the vapor-phase flow field is known and is unaffected by changes in vapor-phase

concentration;

• concentration gradients in the vapor phase do not induce natural advection;

• the aqueous phase completely wets the solid phase, thus no vapor-solid inter¬

phase mass transfer occurs;

• vapor-Uquid interphase mass transfer is a nonequilibrium process;

• the equilibrium relationship between the vapor and liquid is defined by Henry's

law;

• liquid-solid interphase mass transfer follows the two-site, linear equilibrivmi

sorption model (Cameron and Klute, 1977); and

• first-order degradation reactions can occur in the liquid phase and at both the

fast and slow sites on the solid phase.

Prom the assumptions above, it is clear that the equations for the solid phase

in the unsaturated zone are the same as the solid phase equations for the satiu-ated

zone. The total solid phase concentration, q^i is the sum of the concentrations at
the fast and slow sites

Qu = 9/tt + qau (2-41)
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where the fast site concentration is solely dependent upon the liquid phase concen¬
tration and the fast site equilibrium constant

g/„ = K.fCr (2-42)

the mass balance for the fast sites is

(dqfu\       ^ dqfu _ (dqfu\V    ^    Arp ^ \^    Jrr. (2-43)

where Kef is the fast site equilibriiun constant and krf is a first-order rate constant
for degradation at the fast sites. The mass balance for the slow sites is

^ = k^iKesCj" - qsn) - krsqsu (2-44)
where kg is the slow site mass transfer coefficient, K^g is the slow site equilibrium
sorption constant, and krs is a first-order degradation constant for the slow sites.
Equation (2-44)   is one of the governing equations in the unsaturated zone.

Since the aqueous phase is immobile, the aqueous-phase mass balance in the
unsaturated domain does not contain advection or dispersion. However, it does
include all of the reaction terms that appear in the saturated zone aqueous-phase
equation plus one additional term. The additional term is for the vapor-liquid
interphase mass transfer that occurs within the unsaturated zone. This term is

where Kia is the mass transfer rate constant for vapor-liquid mass transfer within
the unsaturated zone, 5^ is the degree of water saturation of the pores in the
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unsaturated zone, and He is the Henry's constant for the contaminant. Henry's law
is

C: = HcC! (2-46)

where the asterisk superscripts denote equilibrium values.

In summary, the terms that appear in the aqueous phase mass balance in
the unsaturated zone describe: first order homogeneous degradation; liquid-vapor
interphase mass transfer; slow sorption; fast sorption; and first order degradation
at the fast sorption sites. The equation is

dt        ' ͣ'^'    V  SI

-te)^'(^"^"--^-^^-(^)    ''-"''
^' -KfK^fCr

By moving the fast sorption term to the left side of equation (2-47) , the mass
balance can be expressed in terms of the retardation factor, Rf,

5C" /1 — S"" \

^) k,{KesCr - qsu) - :^KfK.fCr
(2-48)

'u;

where Rf is defined here by

Equation (2-49)  is the second of the three governing equations in the unsaturated
zone.

2-16

NEATPAGEINFO:id=3120C019-6B84-4401-AAC8-39DD621A45E7



m

m

The fined equation to consider is the vapor-phase mass balance. Since the vapor

phase is mobile, the governing equation will include the advection and dispersion

terms that were defined in the previovis section for the mobile water phase in the

saturated zone. The vapor phase does not include a homogeneous degradation

reaction term, but it does include the expression for vapor-liquid interphase mass

transfer within the tuisaturated domain. The governing equation for the vapor

phsise in vector-tensor notation is

^ = -vt • Va -H V • (D^ VC„) - Kia^iC - HcCf) (2-50)at

Equations (2-44) , (2-48) , and (2-50) were the three governing equations for

the unsaturated zone. Simultaneous solution of these equations with appropriate

boundary and initial conditions described the transport of contaminant within the

unsaturated zone.

2.5   COUPLING THE SATURATED AND UNSATURATED ZONES

The equations presented in the two previous sections describe the transport of

a contaminant within each of two domains: the saturated zone and the unsaturated

zone. A contaminant that partitions between the aqueous and vapor phases couples

the two domains, and modeling the transport of such a contaminant requires that

the systems of equations be solved simultaneously. Since the two domains only

interact along a single shared boimdary, the governing equations for the two domains

must be coupled by imposing appropriate boundary conditions. Specifically, the flux

of contaminant normal to the interface at the boundary must be equal for the liquid

in the saturated zone and the vapor in the unsaturated zone. Mathematically,

•'jot lint = Junj lint (2-51)
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Nonequilibrium interphase mass transfer is typically expressed as a fimction of

a driving force and a mass transfer coefficient. Thermodynamics reveals that two

phases in contact will approach the same fugacity; stated less esoterically, the two

phases will approach equilibrium. For this reason, the driving force used in mass

transfer expressions is the deviation from equilibrium. The equilibritun expression

used in this study is Henry's law

C: = H^Cr (2-52)

where He is Henry' constant, the subscripts indicate vapor and liquid phases, and

the asterisk superscripts denote equilibrium values. Henry's law is applicable for a

dilute solution in equilibrium with an ideal-gas mixture (McCabe and Smith, 1976).

The flux at the interfacial boundary in the liquid phase of the satiu-ated zone,

defined in terms of a mass transfer coefficient, is

where Ki is the overall mass transfer coefficient at the interface, based on the

liquid phase, and Dj/ is the transverse dispersion coefficient governing the flux of

contaminant within the liquid phase normal to the interface. Likewise, the flux at

the interfacial boundary in the vapor phase of the unsattirated zone is

where n, is the porosity in the saturated zone, Uu is the porosity in the unsaturated

zone, 5° is the degree of water saturation of the pores in the unsaturated zone, and
Dz„ is the transverse dispersion coefficient governing the flvix of contaminant within
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the vapor pha^e normal to the interface. Note that the mass transfer coefficient and

the expression for the driving force axe identical in equations (2-53) and (2-54) .

Combining these two terms with the porosity and water saturation terms ensures

mass balance at the interface. The inclusion of two different porosity terms for the

saturated and vmsaturated zones may appear unnecessary since one could assume

that the porosity in the subsurface does not vary greatly over the short distance

represented by the two sides of the interface. This may be a reasonable assumption

in modeling the subsurface. However, the different porosity terms were necessary

for modeling the laboratory apparatus used in this study since the unsatvirated zone

was a continuous vapor phase and, therefore, had a porosity of one.

Specifying the above bovmdary conditions for the liquid-phase governing equa¬

tion in the saturated zone and for the vapor-phase governing equation in the un¬

saturated zone coupled the two domains. Thus, the equations developed in the two

previous sections and the boundary conditions presented here constitute a complete

mathematical model for combined saturated-unsaturated transport of a contami¬

nant which partitions between the aqueous and vapor phases.

2.6   MASS TRANSFER THEORY

Throughout this centtiry, engineers have expended much effort generating meth¬

ods for relating mass transfer coefficients to the hydrodynamics of mass transfer

processes. Both empirical and theoretical approaches have been taken. Empirical

methods have generally been used for the design of engineered systems. However,
engineers have formtilated a large number of theoretical models because these mod¬

els are nominally appUcable to a wide range of systems, and they engender the

feeling that imderlying mechanisms have been explicated. Of the many theories of

mass transfer that have been developed, only a few will be discussed in this section.
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All of the models presented apply only for dilute systems. One empirical approach
to predicting mass transfer coefficients is presented in section 2.7.

2.6.1  FILM THEORY

The simplest theory proposed to explain resistance to interphase mass transfer
is film theory, sometimes known as Lewis-Whitman film theory. This theory postu¬
lates that all the resistance to mass transfer restilts from stagnant layers that exist
at interphase boundaries (Lewis aind Whitman, 1924). Mass can only cross the film
by diffusion, thus the mass transfer coefficient is a function of the film thickness
and the difFusivity

ki = -f- (2-55)

where ki is the film mass transfer coefficient for phase i, D^^ is the difFusivity of
component a inside the film in phase i, and li is the thickness of the film in phase i.
At fiuid-fluid interfaces, each phase may have an associated film coefficient, and the
overall resistance to mass transfer across the interface is the sum of the individual

resistances. One problem with the film theory that is immediately evident is the
need for an estimate of the film thickness. Rarely can a rehable estimate of /, be

obtained. Another problem is that the theory compares unfavorably with existing
data. Equation (2-55) predicts that the mass transfer coefficient varies linearly
with difFusivity, while a significant body of experimental data, some of which is

discussed in the following chapter, indicates that the exponent on difFusivity should
be less than one.
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2.6.2   PENETRATION THEORY

One theory of interphase mass transfer that eliminates the need for determining

the elusive stagnant film thickness was first developed by Higbie (1935). This model

is known as penetration theory. The theory can be illustrated by considering a

falling liquid film with a wall on one side and a vapor on the other side. The film

moves in the x-direction, and interphase mass transfer occurs in the z-direction,

normal to the direction of flow. This model does not postulate a stagnant layer on

either side of the interface. However, it does require the following assumptions:

• advection dominates diffusion in the direction of flow, the x-direction;

• diffusion dominates advection in the ^-direction;

• the falling film is thick compared to the depth to which mass from the vapor

penetrates;

• the vapor concentration is unchanged along the contact path; and

• the liquid at the interface is in equilibrium with the vapor throughout the

contact length.

The second assumption implies that the liquid is in laminar flow; thus this

model has no need to postulate a stagnant film at the interface since the entire film

is essentially stagnant in the 2-direction. The third assumption can be expressed

mathematically as a boundary condition at the wall

dCi
-^ = 0 ,        for   2 = 0,    X > 0 (2-56)

which imphes either a thick film or a short contact time. Applying the above

assumptions yields an expression for the mass flux in the liquid at the interface

anywhere along the contact length
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J/Ut = y^(c,,-Cr) (2-57)
where Di is the difFusivity in the hquid, v^ is the liquid velocity at the interface, Cib

is the constant bulk liquid concentration some distance from the interface, and C*
is the interfacial liquid concentration that is in equilibrium with the vapor phase.

For the parabolic flow field that exists in laminar flow, the term Vm is the maximimi
velocity and is equal to (3/2)i;a, the average liquid velocity. Integrating equation

(2-57) over the entire contact length, L, and dividing by the contact length yields
an expression for the average interfacial mass flux, Ji\int

The liquid-phase mass transfer coefficient, A;/, based on the average flux appears in
the equation

Jilint = kiiCib - CI) (2-59)

Comparing equations (2-59)  and (2-58) reveals an expression for the liquid phase
mass transfer coefficient as a function of the hydrodynamics

*,=2y'^ (2-60)
One problem with this model is the need to determine the contact time, Ljvm- In
complex systems, this term may be difficult to measure. Note, however, that the
mass transfer coefficient varies as the square root of the difFusivity. This result com¬
pares favorably with much of the data that have been generated on gas absorption
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in packed columns. This is surprising since the model would seem to be limited by
the assumptions of short contact time, thick liquid film, and Iziminar flow. Higbie,
however, developed this theory for use in modeling packed process vmit operations.
He proposed that the fluid moves in laminar flow across individual packing elements
and mixes at the points where these packing elements meet.

2.6.3  SURFACE RENEWAL THEORY

A niunber of models exist that do not have the assiunptions about flow regime

and contact time that axe inherent in the penetration model. Additionally, these

models do not rely on a specific geometry to derive the mass transfer relationship.

These models axe known collectively as surface renewal theories because they con¬

sider the interfacial surface to be a transient featvire that is renewed by eddies from

the bulk of the fluid. In this subsection, the model first proposed by Dankwerts

(1951) is explained, then vaxiations on the theme axe described briefly.
The conceptual framework makes some intuitive sense. The fluid is presumed

to consist of eddies. Furthermore, the fluid can be divided into two regions: a
well-mixed bulk region and an interfacial region where interphase mass transfer oc¬
curs. The eddies move between the bulk region and the interfacial region. The key
feature of the model is that the amotmt of time an eddy spends in the interfacial re¬

gion is determined by a probability distribution. Dankwerts proposed the following
residence time probability distribution

e-</e
E{t) = -^ (2-61)

where the random variable t is the residence time for an eddy in the interfacial
region, E{t) is the expected value for that variable, and 0 is the average residence
time for eddies in the interfacial region. Eddies in the interfacial region can, for a
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brief period, be treated as having semi-infinite extent; therefore, mass is transferred
to the eddies at the interface according to the postulates of the penetration model.
Using an expression similar to that for Higbie's penetration model, the flux at a
point on the interface is

Ji\ini=\J^(cib-Cr^ (2-62)
Thus, the average flux is

Jl = PE{t)J,Udt = \l^(cib - cA (2-63)
Comparing equations (2-63) and (2-59) yields an expression for the mass transfer
coefficient

A:, = yi (2-64)
The mass transfer coefficient varies as the square root of the difFusivity, which is the
same conclusion reached using Higbie's penetration theory. Of course, the average
residence time, 0, is an unknown that may be difiicult to determine.

A number of modifications have been made to this basic version of the surface

renewal theory. Perlmutter (1961) noted that Dankwerts' choice of residence time
distribution requires that the most probable eddy have a residence time of zero in
the interfacial region, and suggested two alternative models. The first uses two
mass transfer capacitances in series to develop a residence time distribution. This
model requires the determination of two residence time terms. The second model
Perlmutter proposed involves modifying Dankwerts' time distribution by adding a
term that represents a 'dead time' arising from stagnant pockets in the interfacial

region. Once again, this model requires the determination of two time terms.
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Because of data indicating that interfacial resistance to mass transfer may exist

(particulzirly for liqmd-liquid and liquid-soUd interfaces and for Hquids with sur¬

factants), Dankwerts modified the model above to include an equivalent interfacial

mass transfer coefficient in equation (2-59) . Perlmutter (1961) took exception with

Dankwerts' approach to accounting for this interfacial mass transfer resistance. He

proposed two alternatives. The first postulated nonequilibrium conditions at the

interface, and the second proposed that a narrow region exists near the interface in

which the effective diffusivity is reduced.

The various surface renewal models share certain features. They provide con¬

ceptually attractive descriptions of mass transfer and are applicable to a wide range

of systems. All of the models result in the mass transfer coefficient varying as the

square root of the diffusivity. However, they all require determination of at least

one rather elusive term for the residence time distribution, and those that include

interfacial resistance to mass transfer have even more unknown terms to assess.

2.6.4 BOUNDARY LAYER THEORY

One last theoretical approach must be mentioned but will not be discussed in

detail. This approach is termed boundary layer theory. In general, this method

entails narrowing the focus. The theories discussed above all aim to generate sim¬

ple calculations that axe applicable to a number of situations. In boimdaxy layer

theory, a detailed mathematical description is generated for a specific system. The

geometry, the flow regime (laminar, transition, or tvirbulent), the nature of the mo¬

mentum transfer (e.g., Newtonian, non-Newtonian), and other features of a system

are defined. Mass and momentum balances are written, and the resulting system of

equations is solved using appropriate boundary conditions. This approach is math¬

ematically complex, but the resulting expression for the mass transfer coefficient is

typically accurate for the system modeled. A number of systems have been modeled
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with this approach. The resulting expressions for fcj depend upon the geometry of

the system and the boundary conditions. The exponent on difFusivity is usually in

the range 0.04 to 0.67.

2.6.5  COMMENTS ON MASS TRANSFER THEORIES

To svunmaxize, many theoretical models for mass transfer have been proposed.

The simplest model is film theory. It predicts that mass transfer coefficients vary

linearly with difFusivity and requires the determination of the film thickness. More

complex models, based on penetration theory and surface renewal theory, provide

insight into the possible mechanisms of mass transfer and have some applicability,

but they also yield expressions with terms that axe not readily determined. These

models predict the mass transfer coefficient should vary as the square root of the

difFusivity. Highly specific and mathematically complex models based on boundary

layer theory yield very good results for the systems modeled. The mass transfer

coefficient generally varies with the difFusivity to the two-third's power.

To determine the utility of the theories, the theoretical predictions must be

compared with experimental results. Section 3.2 reviews some experimental data

that define the dependence of mass transfer coefficients on difFusivity; these data

indicate significant variation in this dependence. Because of this fact, and the

fact that the theoretical approaches require the determination of process specific

paraxneters, mass transfer coefficients are typically determined from experimental

data. The theories serve primarily to provide a conceptual luiderstanding of mass

transfer processes but may be used in one of two ways. In one approach, a correlation

is derived and an optimal value for the exponent on the difFusivity is determined

from experimental data with the theories serving as a check against egregiously

inappropriate results. In the other approach, the experimental data is forced to

fit a correlation with difFusivity raised to the power of 1.0, 1/2, or 2/3 and other
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parameters are included in the correlation that can be optimized to fit the expression
to the data.

2.6.6  ADDITIONAL COEFFICIENT EXPRESSIONS

The mass transfer coefficients calculated from the theories described above are

all individual coefficients for a single phase. At fluid-fluid interfaces, each phase may

have an associated coefficient. As equation (2-59) indicates, using an individual-

phase coefficient requires knowledge of the interfacial concentration of the external

phase. In most systems, bulk concentrations are readily determined but interfacial

concentrations are not. However, individual coefficients can be added to obtain

an overall mass transfer coefficient that can be used to calculate interphase mass

transfer rates without knowing the interfacial concentrations. If the equilibrium

is linear (but not necessarily through the origin), the rate of interphase transfer

is proportional to the difference between the bulk concentration in one phase and

the concentration in that same phase that would be in equilibrium with the bulk

concentration in the other phase (Maddox, 1973).

For example, consider a vapor-liquid system with an equilibrivmi described by

Henry's law. Let ki and k^ be the liquid and vapor coefficients, respectively. Since

mass transfer coefficients axe essentially conductance terms, and since resistances

are additive, an overall mass transfer coefficient can be defined in terms of the vapor

phase by

Alternatively, the overall coefficient could be expressed in terms of the liquid phase
by
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— = ^— + - (2-66)
Ki      Hckv      ki

The rate of mass transfer can be expressed

J„ = K„{C: - Ct) (2-67)

where J„ is the flux into the vapor phase, C* is the bulk vapor concentration emd C*
is the bulk concentration that would exist in the vapor phase if it were in equilibrium

with the bulk liquid phase. Alternatively, the rate could be expressed

Ji = KiiCt - Cf) (2-68)

where J/ is the flux into the liquid phase, Cf is the bulk liquid concentration and C*
is the bulk concentration that would exist in the liquid phase if it were in equilibriiun

with the bulk vapor phase.

In addition to the individual phase coefficients, overall coefficients may include

terms for interfaxrial resistance. The additivity of individual resistances, however,

is subject to several constraints that are frequently violated in engineered systems

(King, 1964). These constraints may also be violated in some natural systems.

One additional point about mass transfer coefficients should be noted. Equa¬

tions (2-67) and (2-68) axe expressions for mass fluxes. To calculate the resulting

change in concentration for a phase, the interfacial area and the volume of the phase
must be known. These values may be obtained for systems in which two phases

interact at a fairly well-defined interface, for example oxygen transfer into a slow

flowing river with a calm surface. However, In many situations the interfacial area

cannot be determined. Mass transfer rates determined experimentally for such sys¬

tems are expressed in terms of the overall mass transfer coeflBcient, Ki or K„, and
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the specific interfacial area, a. Since the values of the coefficient and the area may
be inseparable, they are often expressed as a single term, Kia or K„a. Unfortu¬
nately, the terms Kia and K^a are not given a new name; they axe simply referred
to as mass transfer coefiicients. Using the same name for terms with different units
and different mathematical tises can cause some confusion. In this study, Kia and
Kya will be referred to as mass transfer rate constants because the units, t~^, are
the same as those for any first-order rate constant.

2.7   DIMENSIONAL ANALYSIS

Since all the theoretical approaches require the determination of some variables
that will be system dependent, a typical situation in the field of process design is
that a theoretical approach may be used for preliminary design calculations, but an
empirical method will be used for the final design of a vmit. Dimensional analysis
is a powerful tool for analyzing and presenting empirical data. The Buckingham-
pi method is a popular technique for performing dimensional analysis (Silberberg,
1973).

First, one determines the variables (velocity, density, etc.) that are presumed
to govern and define the functioning of a system. The dimensions of the variables
are then written in terms of the four primary dimension: mass, length, time, and
temperature. Next, one determines m, the maximum number of variables that can

be combined without forming a dimensionless group. Usually, m is the number
of primary dimensions represented by the variables in the problem, but it may be
less. In any event, m will never be greater than the nvimber of primary dimensions
represented. Determining m may be the most tedious step in the process, but it is
certainly the most important.

If Tf is the number of variables in the problem, the number of dimensionless
groups that can be constructed, p, is
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p = ri-m (2-69)

To construct these groupings, first choose m variables as a core group of repeating
quantities. It is essential that no combination of the vaxiables chosen as the core
group forms a dimensionless group. Next, p groupings are formed by using the core
group repeatedly and including one of the p remaining variables. If Qi represents
core group variables, and Rj represents the remaining variable then the p groups
formed can be expressed

(2-70)

Note that the core group variables are raised to an unknown exponent while the
p remaining vaxiables axe not. Now, taking each tt,- group individually, solve for
the dimensionless group represented by that ttj. To do this, express the dimen¬
sions of the vaxiables in terms of the primary dimensions. Then write an equation
for each primaxy variable summing the exponents (a,i,Q!,-2,... aim) that apply for
that primaxy variable. Finally, solve the resulting system of m equations in m un¬
knowns; the values determined for the a's specify the power to which each variable
in a grouping is raised to generate the dimensionless group. This must be done
separately for each TTi.

The Buckingham-pi method can be used to obtain potential correlations for
the mass transfer coefficients of VOC's in the subsurface. For these compounds, the
interfacial resistance will be dominated by the liquid phase, thus variables describing
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the liquid-phase hydrodynamics must be included. The variables chosen for this

analysis are:

V = pore velocity, (L/t); and,

<ip = particle diameter, (L).

fi = liquid-phase viscosity, (M/L-t);

pi = liquid-phase density, (M/L^); and.

The variables included to describe the chemical characteristics are:

D; = difFusivity of the VOC in water, (L^/t); ajid

He = dimensionless Henry's constant.

The general functional relationship can be expressed

k\=fiv,dj„Di,p,,(i,Hc) (2-71)

Since the dimensionless form of the Henry's constant is used, this term is ignored

during the Buckingham-Tr analysis and is introduced at the end as a separate di¬

mensionless group in the correlations. Under these assumptions, the system has six

variables and three primary dimensions (M, L, t,), thus three dimensionless groups

can be formed. The three core variables are <fp, Di, and p/. The three dimensionless
groups can be expressed

TTi = d°''D°''p^'H

TTa =d°"Df"ppifcj (2-72)

Tr3=d;^'Df''pf''ti

To solve for ttj , write an equation for each dimension in terms of the exponents on
the variables.
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M : ai3 = 0

L : an + 2ai2 + 1 = 0 (2-73)

t:-ai2-l = 0

Solving for the exponents yields

"11 = 1    ,        ai2 = -l    ,        «i3=0 (2-74)

Thus

., = ^ (2-75)
The first dimensionless group is a Peclet number (Pe).

Following the same procedure for 7r2 yields the same dimensional balances
shown in equation (2-73) and the same a-values presented in equation (2-74) .
However, the dimensionless group that results is

T2 = ^ (2-76)
which is a Sherwood number (Sh). For the final grouping,

M : 033 + 1 = 0

L : a3i + 2a32 - Sags -1 = 0 (2-77)

t : -032 -1=0

Solving for the exponents yields

031 = 0    , a32 = -1    , a33 = -1 (2-78)
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The final dimensionless group, then, is

^3 = -75- (2-79)

which is a Schmidt number (Sc).    Based on this analysis, some potential mass
transfer correlations for VOC's in the subsurface axe

Sh = CiPe^» + CgSc*^" + CsHf'

Sh = Ci Fe^^ Sc^« + C4 H^' (2-80)

Sh = Ci + CzPe^^Sc^-irf'

where the C,'s axe constants that must be determined empirically.

No previous researcher appears to have investigated the possibility that the

aqueous-vapor mass transfer coefficients for VOC's may be correlated with the

compounds' Henry's constants. In the present study, this hypothesis was tested by

performing an original analysis of data previously generated by other researchers.

The results of that analysis, appearing in section 3.2, support the hypothesis that

k] is a function of He.
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3   PREVIOUS EXPERIMENTAL STUDIES

3.1   INTRODUCTION

This chapter presents previous experimental work related to the research per¬

formed for this study. Section 3.2 briefly summarizes some of the data that have

been generated to determine the dependence of mass transfer coefficients on difFusiv-

ity. The studies described axe those referred to in the previous chapter as indicating

that penetration theory and surface renewal theory may be more appropriate than

film theory. Section 3.2 also presents a reinterpretation of data generated by Rath¬

bim and Tai (1988b). In their study, Rathbim and Tai correlated mass transfer

coefiicients with diffusivity and with moleciilar weight, but neither correlation fit
the experimental results over the entire range of the data. The analysis of the data,

which the author of the present study performed, appearing in Section 3.2 indicates
that the data are more accurately correlated by an expression that includes both
Henry's constant and diffusivity.

Section 3.3 summarizes investigations into the mass transfer of volatile com¬

pounds between surface water and the atmosphere. The purpose of this study is
to model the movement of VOC's in the subsurface. However, a thorough search
of the literature indicated that data on the mass transfer of VOC's under condi¬

tions encountered in the subsurface has not been generated, while estimates of mass

transfer coefficients for VOC's in siirface waters have been generated. Although the
surface water data are not directly applicable to conditions in the subsurface, they
represent the largest body of work that can serve as an analog to the results of this
study. For this reason, section 3.3 is devoted to a presentation of these studies.
Data have been generated for the volatilization of pesticides from soils and surface
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waters (Glotfelty and Schomburg, 1989, and others). Although pesticides are more

volatile than was originally assumed, these data are not necessarily appUcable to

the compounds of interest for this study eind are not discvissed.

3.2   INFLUENCE OF DIFFUSIVITY AND HENRY'S CONSTANT

3.2.1  DIFFUSIVITY

The discussion of mass transfer theories in section 2.6 indicated that a salient

feature of the various models is the dependence of the mass transfer coefficient on

diffusivity. In general

ki oc D^ (3-1)

with the models predicting that 1.0, 1/2, and 2/3 axe the most likely values for

/?. To determine which model, if any, is the most appropriate description of mass

transfer, researchers have used a variety of experimental approaches attempting to

define the correct value of ;3.

Kozinski and King (1966) used a continuous-flow, stirred beaJcer to measure the

mass transfer coefficients of helium, hydrogen, oxygen, argon, and carbon dioxide

in distilled water. Their apparatus corresponded to surface aeration processes. For

conditions of low agitation, they found that 0 varied from 0.5 to 0.6. However, at

high agitation, they had to correct their data for vapor entrainment in the bulk of

the fluid. Doing this yielded a value for 0 greater than 0.6. This result is odd since

most researchers (Holmen and Liss, 1984; Mimz and Roberts, 1989; and others)

have found that /3 decreases as agitation increases.
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m Holmen and Liss (1984) measured coefficients for hydrogen, helium, and xenon

in a batch-process stirred tank. They foimd /? to vary from 0.45 to 0.66 with an av¬

erage value of 0.57. In that same paper, they reviewed lab and field data generated
by other researchers and noted that much of the variation that has been reported
results from inconsistent use of estimated difFusivity values. Since the calculations

were typically based on the ratio of one compound to a reference compound, use of

the maximum estimated difFusivity for one compound and the minimum estimated

difFusivity for the other increased the scatter in the resulting values of ^. They

suggested that calculations should be based on the average estimated diffusivity.

To illustrate their point, they corrected some of the existing data by using aver¬

age estimated difFusivities; the corrected calculations did reduce the spread in the

/3 values. Before correcting the data, the /3 values ranged up to 1.22 indicating

film theory may not be completely wrong. However, correcting the data yielded a

maximimi /3 of 0.76.

Smith et al. (1980) used a batch-process stirred beaker to model surface aer¬

ation for removal of highly volatile chlorohydrocaxbons. They calculated a value

of 0.61 for 0. They later extended their work to include low-volatility compounds

(Smith et al., 1981). For these compounds, P varied between 0.6 and 1.0, with the

higher values obtained for the less volatile compounds. Some of the variabihty in

their data may have been due to errors in estimating Henry's constants. Roberts

and Dandhker (1983) found the value of ^ to vary between 0.57 and 0.84 for chloro¬

hydrocaxbons imdergoing surface aeration. The average value for all the compounds
tested was 0.66. Mimz and Roberts (1989) fovmd that 0 varied with power input
in a stirred tank. The value ranged from about 0.45 at high power input to about
0.6 at low power input.

Rathbim and Tai (1988b) measured the mass transfer coefficients for the nine

compounds in the homologous series benzene to n-octylbenzene.  They expressed
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their results as the ratio of the mass transfer coefficient of each compound to the
mass transfer coefficient of oxygen, fc{/fc, '. They then correlated these results with
difFusivity. The optimed value of /3 obtained for these compounds was 0.566. How¬
ever, this yielded a correlation that only fit ethylbenzene to n-pentylbenzene well.
For benzene and toluene the correlation deviated from the experimental results by
11 and 5.4 percent, respectively. For n-hexylbenzene to n-octylbenzene, the correla¬
tion deviated by 6.5, 19, and 34 percent. Furthermore, the data also fit a correlation
with moleculjir weight raised to the —0.427-power. The data fit this correlation as
well as it fit the difFusivity correlation. This is somewhat contradictory. Most cor¬
relations for difFusivity find that difFusivity varies as the negative square root of the
molecular weight (Wilke and Chang, 1955; Wilke and Lee, 1955; Fuller et al., 1966;
and others). Since difFusivity varies with moleculax weight to the —0.5-power, if the
value of 0.566 is correct for ^, then the mass transfer coefficient should vary with
the moleculsir weight to the —0.283-power.

Gowda and Lock (1986) used dimensional analysis to obtain a correlation be¬
tween the liquid-phase ethylene mass transfer coefficient, the hydraulic character¬
istics of a stream, and the chemical characteristics of ethylene. The mass transfer
coefficient for ethylene was expressed as a fimction of the channel width, the mean
channel depth, the mean water velocity, the length of the reach, the gravitational
constant, the water density, the water viscosity, and the difFusivity of ethylene in
water. Six dimensionless groups were determined using the Buckingham-pi method.
Two correlations were derived: one using all six groups, the other eliminating two
groups that were not found to be statistically significant. The exponent on difFu¬
sivity in the resulting correlations was 1.89 and 1.59, respectively.

As this brief sampling of results indicates, when the exponent on diffusivity is
estimated by finding the optimal value to fit a given data set, the resulting estimates
of ^ can vary greatly. However, the preponderance of evidence indicates that the
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predictions of surface renewal theory and penetration theory are more consistent

with the data than are the predictions of film theory. The studies referenced above

are examples of finding the optimal value of /3 that fits the data. An alternative

approach is to force the data to fit the theories and introduce additional parameters

to optimize the fit of the model to the data.

O'Connor (1983) took this latter approach in developing a mathematical model

for the effects of wind on mass transfer coefficients in rivers. In his model, he as¬

sumed that for low wind speeds the water svurface was smooth, thus film theory

applied. At high wind speeds, he applied surface renewal theory. For intermediate

conditions, O'Connor calculated the transfer coefficient by summing the contribu¬

tions from the film resistance and from the turbulent resistance. He then compared

his model to existing lab and field data. By including two dimensionless parameters,

he was able to obtain a reasonable fit of the model to the data. Other examples of

this approach can be found in the chemical engineering literature. For gas-liquid

contacting in packed columns, a number of correlations have been developed that

depend upon diffusivity to the 1/2-power for liquid-phase coefficients and to the

2/3-power for vapor-phase coefficients (Fair et al., 1973).

3.2.2 HENRY'S CONSTANT

The dimensional analysis presented in section 2.7 indicates that aqueous-vapor

interphase mass transfer coefficients for VOC's may be correlated with the dimen¬

sionless Henry's constant. This hypothesis was tested by performing an original

analysis on data previously generated by Rathbun and Tai (1988b) for the nine

compoxmds in the homologotis series benzene to n-octylbenzene. The results of

that analysis, described below, support the hypothesis that k] is a function of He.
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Table 3-1. Parameter Values For Analysis of Data from Rathbun and Tai (1988b)

Compound
(-)

Mi
(g/guiole)

Di             He at 298 K
(cmVsxlO^)           (—)

Benzene 0.606 78.11 10.9(2) 0.224('')

Toluene 0.598 92.14 9.5(2) 0.262('')

Ethylbenzene 0.595 106.17 9.0(2) 0.35 ('>

Ethylbenzene 0.586 106.17 9.0(2) 0.35 (5)

n-Propylbenzene 0.559 120.20 7.6(3) 0.44 (^)

n-Butylbenzene 0.535 134.22 7.0(3) 0.53 (5)

n-Butylbenzene 0.559 134.22 7.0(3) 0.53 (5)

n-Pentylbenzene 0.530 148.25 6.6(3) 0.65 (^>

n-Hexylbenzene 0.475 162.28 6.2(3) 0.78 (^>

n-Heptylbenzene 0.411 176.30 5.8(3) 0.93 (^^

n-Octylbenzene 0.357 190.33 5.5(3) 1.10 (5)

(^) Experimental values determined by Rathbun and Tai (1988b).
(2) Experimental values compiled by Hayduk and Laudie (1974).
(3) Estimated using revised Othmer-Thakax equation (Hayduk and Laudie, 1974)

Di = 1.3 X io-4y-o-589
This is the same expression used by Rathbun and Tai.
(^) Experimental values from Leighton and Calo (1981)
(^) Estimated using expression from Rathbun and Tai (1988b)

irc = 3.5 X 10-3V;„eO"°570Kn
where He [=] kPa-m3/gmole and the molar volume, V^ is

Fm = M./0.863 [=] ml/gmole

Values for the aqueous-phase difFusivities (£>/) and the Henry's constants (He)
for the compovmds were obtained from existing experimental data and from pub¬
lished correlations. Table 3-1 presents the data used in the present analysis for the
compotmds. Rathbim and Tai used correlations to estimate all the diffusivities and

Henry's constants.   Some of the values in Table 3-1 are different from those that
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Rathbun and Tai used; for this reason, constants for the best-fit power correlation

between mass transfer coefficient and diffusivity were recalculated for the present

analysis. The expression that Rathbun and Tai derived was

k}/kp ={5.65x10^ D^-^^^ (3-2)

As noted earlier in this section, neither this expression nor an expression using

molecular weights fit the experimental results over the entire range of the data.

The expression derived here using the data in Table 3-1 was

ki/kf' = 476(D)°-"' (3-3)

Figure 3-1 is a plot of equation (3-3) and the experimental results. As in the

expression developed by Rathbun and Tai, the correlation provided a poor fit to the

data. The sum of the squares of the errors (SSE) for the correlation was 1.7 x 10~^.

When the data were correlated with Henry's constant, the best fitting expression

was the following linear relationship

ki/kf' = 0.687 - 0.285Hc (3-4)

The SSE for this correlation was 2.4 x 10~^, about an order of magnitude less than

the error for the correlation given by equation (3-3) . A plot of the correlation and

the experimental results appears in Figure 3-2. Clearly, the linear correlation with

Henry's constant provides a better fit to the data than does the power function

correlation with diffusivity. One final correlation was developed. Optimal values

for the four constants in the expression
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ki/kf' = Ci + C2HC + C^D^* (3-5)

were determined. The resulting expression was

it;/jfcp^ =0.923-0.376Fc-520£>°-^^* (3-6)

Two points about equation (3-6) are noteworthy. The SSE for the correlation was

the lowest of the three correlations at 1.2 x 10~^. In addition, the exponent on

difFusivity is in agreement with boundary layer theory. Both these facts indicate

that equation (3-6) is the best correlation for the data generated by Rathbun and

Tai for the compounds benzene to n-octylbenzene. However, the negative coefficient

on difFusivity in equation (3-6) leads to a contradiction with mass transfer theory:

in this expression, k] decreases as difFusivity increases. Figure 3-3 is a plot of the

estimated values of fcj/fc^ ' vs the experimental values of k'^/kj ^ for equations (3-4)

and (3-6) . Table 3-2 is a comparison of the experimental values with the values

obtained using the three correlations.

The analysis presented here indicates that individual phase mass transfer coef¬

ficients for VOC's may be correlated linearly with Henry's constant. Fvurther data

must be generated to determine if this will be true for compounds that do not

constitute a homologous series.
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Table 3-2. Comparison of Experimental and Estimated Values for ArJ/fcf*^

Compound {k]ikf^r^ f(A)(^) f(^c)('^ i{Hc,Di)^'^

Benzene 0.606 0.652 0.624 0.604

Toluene 0.598 0.602 0.613 0.610

Ethylbenzene 0.595 0.584 0.588 0.585

Ethylbenzene 0.586 0.584 0.588 0.585

n-Propylbenzene 0.559 0.530 0.562 0.573

n-Butylbenzene 0.535 0.505 0.536 0.549

n-Butylbenzene 0.559 0.505 0.536 0.549

n-Pentylbenzene 0.530 0.488 0.502 0.511

n-Hexylbenzene 0.475 0.471 0.465 0.469

n-Heptylbenzene 0.411 0.453 0.423 0.420

n-Octylbenzene 0.357 0.439 0.374 0.361

(^^ Experimental values determined by Rathbun and Tai (1988b)
(2) (jfc;7jfcP^)=476D?"^
(3) {k\lkf^)= 0.687 - 0.285^c
(") {k\lkf')= 0.923 - 0.376ifc - 520D?-«^''

3.3   DATA FOR NATURAL SYSTEMS

Prior to this study, no data had been generated to estimate the aqueous-vapor

mass transfer coefficients of VOC's in the subsurface. Data for the volatilization

of these compounds from surface waters does exist. Although the methods for

generating and correlating the data for surface water are different than those that

axe necessary for groundwater, the existing surface water data will be useful in

understanding and evaluating the results of this study.

The physical parameters that govern the volatilization of VOC's from surface

water are difficult to correlate. However, the mass transfer coefficient of oxygen

absorbing into a surface water (the reaeration coefficient, kf'^) and the mass transfer
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coefficient of water volatilizing into the air (the evaporation rate, k^^^) can be
determined. Fortuitously, the ratio of the mass transfer coefficient of a volatile
compound to that of some reference compound is relatively insensitive to mixing
conditions (Kaczmar et al., 1984; Smith et al., 1980, and 1981; Rathbun and Tai,
1981, 1984, 1986, and 1988b; and others). For this reason, much research has been
done to determine these ratios for environmentally important volatile compounds.
The evaporation of water (or any other pure liquid) is limited by resistance in
the vapor phase, thus water is the reference compound for correlation of vapor-
phase transfer coefficients. The absorption of a slightly soluble vapor into water is
limited by liquid-phase resistance, thus oxygen (or carbon dioxide) is the reference
compound for correlating liquid-phase coefficients.

Some of the earliest work on modeling aqueous-vapor mass transfer in natu¬
ral systems was done by Tsivoglou (1967). He developed a method for measuring
the reaeration coefficient, fcj ^, of a stream using radioactive tracers. A fluorescent
tracer measured longitudinal dispersion, tritium measured total dispersion, and
krypton-85 measured the liquid-phase transfer coefficient. The tracers were added
instantaneously at one point and measurements were made at several points down¬
stream. Rathbun et al. (1975, and 1978) improved on the method by eliminating
the radioactive tracers. The modified method used a short, continuous injection of
ethylene or propane to measure the liquid-phase coefficient.

Mackay and WolkofF's (1973) method for estimating the rate of volatilization
of sparingly soluble compounds from surface water is a good example of the errors
that can be introduced into calculations when mass transfer limitations are ignored.
They derived expressions for the rate of volatilization based on the assumptions that
the liquid phase was completely mixed, thus the interfacial and bulk concentrations
were approximately equal, and that the phases were in equilibrium at the interface.
Based on these assumptions, they calculated half-lives for 16 organic compounds
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and concluded that the compoimds would not persist in water. Then, Liss and

Slater (1974) published a paper applying the two-film model to mass transfer at the

air-sea interface. Liss and Slater estimated the values of k^"^^ and /?, ^ from field
and experimental data, and calculated the coefficients for other compounds by

K-I'l'-y^    and    k', = kf'"^^ (3-7)
where M,-, Mh^o^ ^^^ ^^cOi are the molecular weights of the compound, water,

and carbon dioxide, respectively, and k\ and k]^ are the individual phase coeffi¬

cients. Overall coefficients were determined by adding the individual resistances.

Mackay and Lienonen (1975) then used Liss and Slater's approach to improve on

Mackay and Wolkoff's original estimates of half-lives, eliminating the equilibriimi

assumption by including mass transfer resistance. The half-lives calculated with

mass transfer resistance included were one order-of-magnitude higher for benzene,

toluene, and o-xylene and were three orders-of-magnitude higher for n-octane and

2,2,4-trimethylpentane. Thus, Mackay and Wolkoff's very low estimates of half-lives

were simply an artifact of the equilibrium assimiption.

The work published by Mackay and Wolkoff and by Mackay and Lienonen

was entirely theoretical — they performed no laboratory work to verify the models.

The only experimental values in the models are those determined by Liss and Slater,

fc^**^ and kj ^, which were based on average values for the ocean surface obtained
from lab and field work by previous researchers. At the time that these theoretical

models were being developed, DiUing et al. (1975) were measuring the half-lives of

volatile halocarbons in water. They stirred 1.0 mg/1 solutions of the compounds in

a bealser emd measured the concentration over time. The heilf-lives they measured

were much longer than the predictions of the equilibrium model and reasonably close

to the predictions of the mass transfer Hmited model. DilUng (1977) continued this
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work to verify the models developed by Mackay. He compared lab measurements

of haJf-lives with the predictions of the equilibrium and mass transfer limitation
models. The equilibrium model failed entirely to predict the lab results. The mass
transfer limited model, however, predicted half-lives that deviated from the lab
results by no more than a factor of two. Such close agreement is rather stirprising
since the lab results varied with agitation, air cvirrents, and temperature, and since
the predictions were based upon gross estimates of water and oxygen exchange at
the ocean surface and corrected for the organic compounds according to film theory.

The introduction of mass transfer resistance terms into volatilization expres¬
sions for compovmds in surface waters was a significant improvement over the equi-
libriiun assumption. However, Liss and Slater's method for calculating individual
phase resistances as the square root of the ratio of molecular weights implicitly as¬
sumes that film theory applies. Most correlations for diffusivity find that diffusivity
varies as the negative square root of the moleculax weight. Thus, if mass transfer
coefficients axe correlated as the negative square root of the molecvdar weight, this
implies that the exponent on diffusivity is unity. Wolff and van der Heijde (1982)
developed a model of volatilization from surface waters that explicitly assiuned film
theory was applicable. They used experimental data to correlate wind speed with
the mass transfer coefiicient in the vapor and liquid phases. Then they calculated
the film thickness by dividing the mass transfer coefficient by diffusivity. At low
velocities the value for film thickness increases rapidly, approaching 12 cm for the
vapor phase and 0.3 cm for the liquid phase at zero velocity.

Mackay and Yeun (1983) performed lab experiments with a wind-wave tank to
determine correlations for gas and liquid coefficients, and to test for interactions in
multicomponent systems. They found that the Uquid-phase coefiicients correlated
with the negative square root of the Schmidt niunber (Sc). Since Sc is the ratio of
kinematic viscosity to diffusivity, this corresponds to a correlation with the square
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root of difFvisivity. However, they did not optimize the exponent on Sc; they simply
chose a value of —1/2 and found that the data fit this model. For the vapor-
phase coefficient, they chose an exponent of —2/3 for the Schmidt number and
found that this correlation fit the data. The mass transfer coefficients measured

for single solute systems were the same as those measmred for multi-component
systems, thus simultaneous volatilization of several compounds did not affect the
individual volatilization rate of each compoimd.

Rathbtm and Tai (1982) provided a method for estimating the fraction of the
resistance that each phase contributes to the overall resistance for volatile com¬
pounds in surface waters. They reviewed the Uteratttre to obtain an average value
of k^^*^ for the open ocean and a range of values for k^^*^ in a canal at wind speeds
from 0.56 m/s to 5.2 m/s. They also obtzdned a range of values from the litera¬
ture for k] for benzene, chloroform, and methylene chloride in rivers. They plotted
the percent of the resistance in the liquid film as a function of Henry's constant
using three pairs of the coefficients obtained from the literatvire: the largest k], and
the smallest k] (liquid resistance predominates), the smallest fcj, and the largest k]
(vapor resistance predominates), and intermediate values of ArJ, and k} (both phases
contribute significantly to the overall resistance). Since the overall resistance, based
on the liquid phase, is

Kj~¥,+Kkl (^-^^
then the percent resistance in the liquid phase is

k]KI      1 + _ii ^3 '^Hckl
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For the intermediate coefficient values (fcj, = 0.93 cm/s, k] = 3.5 X 10~^ cm/s) over

90 percent of the resistance is in the liquid phase for compounds with He > 0.04.

Rathbvm and Tai have done a significant amount of work correlating mass trans¬

fer coefficients of VOC's with A;^^^ and k^^. They developed a methodology for
determining k] for compounds with dimensionless Henry's constants greater than

0.04 and showed that (for benzene, toluene, chloroform, and methylene chloride)

the ratio of k\ to k^ ^ is independent of both mixing conditions and the presence of

other volatile compounds (1981). They developed a laboratory method for measur¬

ing the gas-phase mass transfer coefficients for organic compovmds using the pvire

compotmds and referencing k[ to kjf^^ (1986). They then used this method to
measured the coefficient ratio for seven ketones as a function of temperature, vapor

pressure, molecular weight, and difFusivity. Ketones were chosen because they are

intermediate between liquid-phase control and vapor-phase control of the overall re¬

sistance. Rathbun and Tai later extended this work to compounds with low Henry's

constants (1988a). They measured k^ and K'l and used these values with estimates

of He to cjilculate A;|. Their estimates of k] were frequently negative because Kj was

dominated by kl; under such conditions the value of k] calculated in this manner

is very sensitive to the estimate of He used.

The results of the studies summarized above are not readily applicable to

volatilization in the subsurface. However, some of the results (particularly Rathbun

and Tai, 1984 and 1988b; and Mackay and Yeun, 1983) assisted in evaluating the

data generated in this study. Additionally, the calculations of Rathbmi and Tai

(1982) indicate that the mass transfer coefficients determined in this study were

dominated by the liquid-phase resistance. This expectation was employed in the

design of the experimental procedure and the data were analyzed to test this as¬

sumption. Finally, the alternative analysis, presented in section 3.2, of Rathbvm

and Tai's data for the homologous series of benzene compounds (1988b) suggests
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that a mass transfer correlation for VOC's in the subsurface should include Henry's
constajit.

m
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4   MATERIALS AND METHODS

4.1   INTRODUCTION

The purpose of this study was to quantify the rate of liquid-vapor interphase
mass transfer of volatile organic compotmds (VOC's) with low aqueous solubili¬
ties under conditions approximating those in the subsurface. The movement of
such compounds between the aqueous and vapor phases under these conditions is
typically assumed to be an equilibrium process. For this study, the deviation from
equilibriimi mass transfer was attributed to a resistance in the aqueous phase, which
was expressed as a mass transfer coefficient. One goal was to develop a methodol¬
ogy for measuring mass transfer coefficients tmder conditions approximating those
in the subsvirface.

The methodology developed involved pumping an aqueous solution containing
a single dissolved VOC through a horizontal column. The lower half of the column
was packed with glass beads and the upper half of the column was a continuous
vapor phase. The aqueous phase completely satvirated the lower portion of the
column, and the water level was maintained level with the upper extent of the
beads. Nitrogen was supplied to the upper half of the column to continuously
remove volatilized organic from the column.

All samples were obtained under steady-state conditions. To ensure steady-
state conditions, at least three bed volumes of the contaminated water were pumped
through the column before the first data point was obtained. For all subsequent
data points from a given run, at least one bed volimie of water was pumped between
sampling. A single colirmn run provided between two and six data points; most
column runs provided three data points.
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A single data point consisted of the following: a sample of liquid influent, a
sample of liqioid effluent, and a sample of the vapor effluent. The information for
each data point also included the Uquid flow rate, the vapor flow rate, and the
vapor phase temperature. Liquid-phase and vapor-phase sampling and analysis axe
described in sections 4.4.1 and 4.4.2.

Two columns were used. The first, a circular cross-section column, was used
to generate 20 data points at four velocities (spanning one order of magnitude) and
at one influent concentration. The second, a square cross-section colvunn, was used
to generate 143 data points at eight velocities (spanning two orders of magnitude)
and at three influent concentrations (spanning one order of magnitude).

To analyze the data obtained for the VOC's, the porous media had to be char¬
acterized. The following properties of the glass beads were measured: porosity, par¬
ticle density, bead size, longitudinal dispersivity, and transverse dispersivity. The
methods used to measure the first three bead properties axe discussed in section 4.2.
The dispersivities were measured by performing tracer studies using fluoride for the
conservative tracer. These analyses are discussed in section 4.4.3. The mass transfer
data were analyzed using two computer codes. A discussion of the codes and the
use of the codes to analyze the data is presented in section 4.5.

4.2   MATERIALS

The volatile organic compound used was toluene. Toluene was chosen for sev¬
eral reasons. First, toluene is a significant component of gasoline and other fuels
that are stored in large quantities in underground tanks. Furthermore, pure toluene
is an ubiquitous industrial chemical transported in trucks and on rail throughout
the covmtry. For these reasons, it poses a serious threat to groundwater resources.
Additionally, toluene is volatile enough that vapor phase transport may represent a
significant aspect of its subsurface migration and may also present opportunities for
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remediation via enhanced volatilization. At the same time, toluene is not so volatile
that it fails to persist in subsurface water at concentrations requiring remediation.

Hexane was used to extract the toluene from the aqueous phase, granular acti¬
vated carbon (GAC) was used to adsorb the toluene from the vapor phase, carbon
disulfide (CS2) was used to extract the toluene from the GAC, and the internal
standard used during gas chromatographic analyses of both liquid extractants was
2,2,4-trimethylpentaiie. All chemical used were reagent grade or higher and all were
obtained from Fisher Scientific Co.

The vapor phase was 99.99 percent nitrogen, supplied from a pressurized tank.
Nitrogen was chosen to prevent aerobic biodegradation of toluene during the exper¬
iments.

The GAC iised for vapor phase sampling was obtained from SKC Inc., located in
Eighty-Four, PA. The GAC was packed in sealed glass vials about 0.6 cm in diameter
and 6 cm long. Each vial contained 150 mg of carbon packed into two separate
aliquots. The first aliquot consisted of 100 mg and was on the inlet side of the vial.
This was the portion onto which all of the sample was adsorbed. The second aliquot
consisted of the remaining 50 mg and was used to ensure that breakthrough of the
first aliquot had not occurred during sampling. The maximum flow rate through
the vials was 30 ml/min. More detailed information on the use of the vials for
analysis of the vapor phase is presented in section 4.4.2.

The porous media used consisted of glass beads obtained from McMaster Carr
of Brunswick, NJ. Glass beads were chosen to eliminate sorption of organic con¬
taminant onto the porous media. These beads ranged in size from 0.30 to 0.45 mm.
The beads were washed and wet-screened prior to use to remove attrited particles.
Then, porosity, bulk density, and particle density were all measured by displace¬
ment. About 20 ml of water was placed in a 40-ml vial and weighed. Then, being
careful not entrap any air, glass beads were added and the vial was lightly tapped
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to pack the beads in the same meinner that the beads in the column were packed.
The volume of beads axided was 25.0 ml. The vial was weighed again to determine
the mass of the 25 ml of glass besids, thus yielding the bulk density. The excess
water was then removed, leaving the water level with the beads. The saturated
beads were weighed and the volume of water was determined by difference. This
provided the measvirement of porosity and of particle density. Seven duplicates of
these meeisurements were performed eind the results were averaged. The results
appear in Table 4-1.

Table 4—1. Measured Properties of Glass Beads

Parameter Average Standard Deviation

Particle Density (g/ml) 2.44 0.031

Bulk Density (g/ml) 1.52 0.015

Porosity 0.379 0.006

The pump used to force the water through the column was a Pump-22, pur¬
chased from Harvard Apparatus of South Natick, MA. This syringe pump consists
of a stepping motor that drives a lead screw. The lead screw moves a 'pusher' for¬
ward, and the pusher drives the syringe plimger into the syringe barrel. The pump
can use a wide range of syringe sizes and thus produces flow rates ranging from
0.03 //1/min to 55 ml/min. The pvunp is controlled by a microprocessor to provide
highly accurate and reproducible flow.
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4.3   APPARATUS

A schematic of the experimental apparatus appears in Figure 4-1. The glass

column lays horizontal in the middle of the drawing. The column had two influent

ports and two effluent ports: the upper ports for vapor and the lower ports for

liquid. The lower portion of the column was filled with glass beads, while the upper

portion was a continuous vapor phase. Water was forced through the colvunn with a
syringe pump, entering the column on the left in the figure. The water flowed from

the syringe through 1/8-inch Teflon tubing, then through a small section of 1/4-

inch glass tubing (the influent sample port), then into the endcap and the column.

The glass tubing was connected to the Teflon tubing and the Teflon endcap with

stainless steel fittings. The water level was maintained level with the upper extent

of the beads. The aqueous effluent passed through the endcap, through a short

section of 1/4-inch glass tubing (the efl[luent sampling port) then into the sideaxm

of a vaxjuum flask. The flask had to be vented to maintain ambient pressure in the

effluent line to prevent the water level from rising above the bead level. However,

to prevent the release of toluene vapor into the lab, the flask had to be sealed.

To address these conflicting concerns, the flask was sealed with a rubber stopper

containing a single hole into which a Pasteur pipette packed with GAC was placed.

This maintained ambient pressvire in the effluent flask while preventing the release

of toluene vapor.

The vapor flow was countercurrent, thus the nitrogen enters the column from

the right side in Figure 4-1. The nitrogen was supplied from a pressurized tank. It

was saturated with water vapor prior to entering the colunm to prevent the evap¬

oration of water at the interface that would occur if dry nitrogen were introduced

to the colimm. This evaporating water would have axtiflcially increased the rate of

VOC transfer to the vapor phase. The nitrogen passed through 1/8-inch stainless
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steel tubing then into a glass frit submerged in deionized water inside a sealed Er-
lenmyer flask, rising through the water and becoming saturated with water vapor.
The wet nitrogen then passed through a valve and a flowmeter before entering the
column. The valve and flowmeter simply provided control of the vapor flow; the
measurement of the vapor flow was performed with a bubble flow meter that was
attached at the outlet of the vapor line, on the left in the drawing. The vapor exited
the coliunn through 1/8-inch stainless steel tubing.

The vapor phase sample port was a short section of 1/4-inch Teflon tubing
attached to the 1/8-inch stainless steel vapor effluent tubing. The GAC sample
vials fit snugly into the 1/4-inch Teflon tubing. Between sampling periods, a spent
GAC sample vial was attached to the Teflon tubing. Since the GAC in this vial
was completely loaded with toluene, the vapor was then passed through a 40-ml
vial full of fresh GAC prior to flowing into the bubble flow meter and out into the
ambient lab air. This prevented the release of toluene into the lab.

Two different glass columns were used in this study. The first column had a
circular cross-section of diameter 2.54 cm and a length of 5.08 cm. In this colunm,
the beads filled the converging and diverging ends of the column, thus creating
vertical components in the aqueous phase advection. This nonuniform flow field
increased the vertical flux beyond what would result solely from transverse dis¬
persion in a uniformly horizontal flow field, thus helping to ensure that interfacial
resistance limited the interphase mass transfer. However, the circtdar cross section
was not amenable to numerical modeling with a two-dimensional code, while us¬
ing a three-dimensional code would have significantly increased the computational
burden.

A second column was designed: to ensure a uniform horizontal flow field min¬
imizing vertical components of advection, thus isolating transverse dispersion as
the mode of transport of organic compound to the interface; and to facilitate the
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use of a two-dimensional code for modeling the system. This colunm had a square

cross section of dimension 2.51 cm and a length of 5.08 cm. To seal the column

and to provide for liquid and vapor influent and effluent, removable Teflon endcaps

were designed and machined. These endcaps also allowed for the use of variable
column lengths. Figure 4-3 shows a cross-section of the column with endcaps and
an internal view of the endcaps. Each endcap had two ports; the lower one for

the liquid phase and the upper one for the vapor phase. The beads in the column

occupied the lower 1.3 cm, while the upper 1.18 cm was continuous vapor phase.

The o-ring that slid over the column was compressed between the metal plate and

the machined Teflon face to hold the endcap to the column. The column was sealed

by the compression of the glass face at the end of the column against the stainless
steel screen and the machined Teflon surface.

Sample ports for the aqueous phase were similar for the two columns. Essen¬

tially, they consisted of 1/4-inch glass tubing formed into inverted tees with silicon

septa sealing the tops of the sample ports. In the case of the circular column, these

glass tees were permanently attached to the column. For the square column, de¬

tachable glass tees were connected to the stainless steel fittings that screwed into

the Teflon endcaps. The tees were sealed in the fittings with Teflon ferrules. The

configuration for both columns allowed liquid influent to be sampled immediately

prior to entering the column and liquid effluent to be sampled immediately after

exiting the column.

4.4   ANALYTICAL METHODS

4.4.1  AQUEOUS-PHASE SAMPLING AND ANALYSIS

All aqueous-phase samples were extracted with hexane and the hexane ex-

tractant was analyzed using gas chromatography (GC). All GC methods used a
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30-meter DB-5 column and flame ionization detection. The internal standard was
2,2,4-trimethylpentaiie.

The primary criterion in developing a methodology for analyzing aqueous phase
samples was that all operations had to eliminate any possibility of exposure to the
air of all solutions that contained analyte. This criterion had to be strictly applied
to aqueous solutions and could be relaxed only minimally for organic solutions.
For this reason, all aqueous samples were obtained by inserting the needle of a
gas-tight syringe through the septvmi of a sample port, drawing the sample into
the syringe, removing the syringe from the sample port, then injecting the aqueous
phase directly into a sealed 4.0-ml vial containing the organic phase. Using this
procedure, the aqueous phase was never exposed to the atmosphere. Then, the two
phases were agitated during the extraction of the analyte into the organic phase by
wrapping the vial in foam and placing it in a 'Junior Orbit Shalcer '(frona Lab-line
Instnmaents Inc. of Melrose Park, IL) for 10 minutes at 3000 rpm. Finsilly, the
vial WBS opened and the organic phase was removed, using a Pasteur pipette, and
placed into a GC autosample vial, which was immediately sealed. This was the only
period during which a solution containing the analyte was exposed to the air, and
the exposure lasted for only several seconds.

Another criterion for obtaining the sample was that only a small volume of
sample could be removed, thus minimizing system upsets. For example, at the
lowest velocity (0.2 m/day) the volumetric flow rate was only 1.07 ml/hr; therefore,
removal of 0.25 ml from the influent line resulted in a subsequent 15 minute period
during which no water flowed into the column. A 250 /xl syringe was used, so the
volvime removed was slightly greater than 0.25 ml. The excess water was removed
from the syringe and the 250 fx\ water sample was extracted with 2.0 ml of hexane
as described above.
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A test was performed to determine the percent recovery of toluene using two

toluene concentrations, 250 fA of aqueous phase, and 2.0 ml of hexane. Twelve

samples of water with known concentrations were extracted following the same

procedure used throughout the study. The recovery of toluene was found to be

92.9 percent. This is an overall recovery; the fraction not recovered represents

the toluene that remained in the aqueous phase, that was lost to the head space

of the extraction vial, and that volatilized during transfer to autosample vials.

Additionally, hexane samples of known concentration were stored in GC autosample

vials for ten days at about 5 °C. These samples did not exhibit any loss of toluene.

Since all samples obtained from column runs were stored at that temperature for

less thzin ten days, storage of the samples did not introduce any measurable errors

or bias into the results.

Analysis of the hexane solutions was performed using gas chromatography.

The conditions under which the samples were analyzed depended upon the sample

concentrations. Samples with concentrations greater than 10 mg/1 toluene were an¬

alyzed with a split-flow method. For the split-flow method, the column temperatiire

was isothermal at 70 °C; the column flow was 0.8 to 1.0 ml/min; the split flow was

28 to 36 ml/min; the septum purge flow was about 4 ml/min; the volume of sample

injected was 1.0 /xl; and the concentration of internal standard was 50 mg/1.

Samples with concentrations less than 10 mg/1 were analyzed with a splitless

method, which utilized a temperature program. The intent was to increase the

amount of sample that entered the colimin and reached the detector. This was

done by recondensing the sample at the entrance to the colunm using an initial

column temperature of 40 °C and by turning the split flow off when the sample was

injected. After 45 seconds of isothermal conditions with the split flow off, the split

flow was automatically begim and a temperature ramp of 5 "C/min was initiated.

The run was terminated when the temperature reached 75 °C. For the splitless
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method, the column flow was 0.8 to 1.0 ml/min; the spUt flow was 28 to 35 ml/min;

the septum purge was about 5 ml/min; the volume of sample injected was 1.0 or

2.0 fd; and the concentration of internal standard was 1,7 mg/1.

For all analyses, the standard curve was generated using four standards that

were dilutions of a single stock standard. The concentrations of the standards

were chosen to bracket the sample concentrations. A fifth standard was used to

check the standard curve. This known standard was generated by diluting a stock

known that was created independent of the stock standard. The concentration of

the known standard was chosen to be representative of the sample concentrations

to be analyzed during a given rim.

To make the standards, 40-ml vials were filled with hexane then sealed with

silicon septa to prevent the internal standard concentration from changing during

the standard preparation. Using a syringe to pimcture the septa, between 5 and

10 ml of hexane were withdrawn from the 40-ml vials and injected through septa

into 5-ml and 10-ml vials. These latter vials were used to malce the stock standards

and the dilutions. Several ^1 of pure toluene were injected through the septa of

10-ml vials to produce the desired stock standard and stock known concentrations.

Using a syringe, between 100 /xl and 1.0 ml were withdrawn from the stock vials

and injected through septa to 5-ml and 10-ml vials to generate the desired standard

concentrations. During all withdrawals and injections of Uquid from sealed vials,

a needle without a syringe attached was pierced through the septum to prevent

vacuum or overpressure from developing, while also preventing direct contact of the

volatile compounds with the atmosphere.

A standard curve was considered suitable for use if: (i) the correlation coeffi¬

cient was greater than 0.9995; and (ii) the estimated concentration of the known

standard agreed to within 5.0 percent of the known standard concentration. For

most nms, the correlation coefficient was greater than 0.9998 and the estimated
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concentration of the known stajidard was within 3.0 percent of the known value. A
full round of standards was injected to calibrate the instrument after every 10 to

15 samples.

All split-flow analyses were nin with dupUcate injections of samples and stan¬
dards, while most splitless zmalyses did not employ duplicate injections. For those
rvms employing duplicate injections, the standard curve was calculated using all
eight standard injections and sample concentrations were determined by averaging
the concentrations from the two injections.

4.4.2 VAPOR-PHASE SAMPLING AND ANALYSIS

All vapor phase samples were obtained by passing the vapor through vials

containing granular activated carbon (GAG), thus adsorbing the toluene onto the
GAG. The toluene was then extracted from the GAG with carbon disulfide (CS2),
and the extractions were analyzed vising gas chromatography (GG). The GG method
used a 30 meter DB-5 coluirm and flame ionization detection. The internal standard

was 2,2,4-trimethylpentane.

The primary criterion in developing a method for analyzing the vapor phase
was that breakthrough of toluene could not occur in the GAG vials. To prevent
breakthrough, two conditions had to be met. The first condition was that the vapor
phase flow rate through the vial had to be less than 200 ml/min (NIOSH, 1984).
The second condition was that the amount of toluene sorbed had to be less than the

capacity of the GAG. Estimates of the capacity of activated carbon for toluene were
obtained from data published by the National Institute for Occupational Safety
and Health (1984) and by White et al. (1970). Using these estimates of the GAG
capacity and an estimate of the rate of mass transfer of toluene into the vapor phase
under the conditions of the study, it was determined that the capacity of the GAG
would only be exceeded for sampling times on the order of hours.  Although both
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criteria were met for all vapor phase samples taJcen, the second aliquot of GAG in
the vials (a 50-mg portion on the downstream side) was extracted and analyzed to
ensure that brealcthrough had not occurred.

Another criterion for obtaining the sample was that the vapor phase flow be
minimally disturbed to prevent the introduction of large errors into the data. One
aspect of this was that the pressure drop throughout the vapor loop had to be the
same during sampling periods as it was during the periods between sampling. To do
this, a GAG vial was placed onUne at all times. Ultimately the capacity of this vial
was exhausted; however, the pressure drop across the vial remained essentially the
same as for the fresh vials that were used to sample the vapor. To obtain a sample,
this 'dummy' sample vial was rapidly removed and replaced by a fresh vial; the new
sample vial was exposed for a measured period of time while the vapor-phase flow
rate was measured; finally, the 'dummy' vial was placed back online and the vial
containing the vapor sample was sealed and stored at about 5 °G.

To extract the toluene, the vial was broken and the two aliquots of GAG were
placed into separate 4-ml vials, which were sealed with Teflon-lined septa. Then,
2.0 ml of GS2 were injected into each vial through the septa using a gas-tight syringe.
The GAG in a vial was agitated slightly to remove any air that was entrained when
the GS2 was injected. The vials were allowed to stand for one hour with gentle
agitation (a brief swiriing of the hquid in the vial) at 15 minute intervals. Next,
each vial was opened and a Pasteur pipette was used to immediately transfer the
GS2 into a GG autosample vial which was quickly sealed. The GS2 was exposed to
the air for several seconds during this transfer.

A series of tests were performed to determine the percent recovery of toluene
from the GAG using two values of toluene loadings. Six samples of GAG with
known toluene loadings were extracted and the recovery of toluene was found to
be 90.0 percent. Additionally, samples of GAG with known toluene loadings were
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stored in a refrigerator for one month at about 5 °C. These samples did not exhibit

any loss of toluene. Since all vapor phase samples obtained from column rvms were

stored on the GAC at that temperature for less than one month, storage of the

samples did not introduce any measurable errors or bias into the results.

Analysis of the CS2 solutions was performed using gas chromatography. All of

the samples were analyzed using a split-flow method. For this method, the colunrn

temperature was isothermal at 70 °C; the colvunn flow was 0.8 to 1.0 ml/min; the

split flow was 28 to 36 ml/min; and the septum purge flow was about 4 ml/min. The

volume of sample injected depended upon the sample concentration: for samples

with toluene concentrations greater than 10 mg/1 the volume was 1.0 /xl, and for

those with concentrations less than 10 mg/1 the volume was 2.0 /il. Splitless analysis

of the low-concentration samples was not performed because the initial temperature

necessary for splitless analysis with CS2 is difficult to obtain unless the GC is

configured for cryogenic analyses. The concentration of internal standard was varied

to correspond with the concentration of toluene in the samples.

Standard curves were generated in the same manner described in section 4.4.1,

and the same criteria that were applied to standard curves for hexane analyses

were also applied to curves generated for CS2 analyses. All analyses were run with

duplicate injections of samples and standards The standard curve was calculated

using all eight standard injections and sample concentrations were determined by

averaging the concentrations from the two injections.

4.4.3 MEASURING DISPERSIVITIES

To amalyze the data for the water-toluene system, the glass beads had to be

fully characterized. Porosity, bulk density, particle density, and longitudinal disper-

sivity were all measvured. The procedures for measuring the first three properties,

and the results of those measurements, are described in section 4.2. Attempts were
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made to measure the transverse dispersivity exogenous to the water-toluene data;

although these attempts were unsuccessful, a description of the methods used is in¬

cluded in the following discussion. Ultimately, a value of transverse dispersivity was

determined endogenously. A discussion of both the data manipulation necessary to

determine simultaneously the transverse dispersivity and the mass transfer coeffi¬

cient from the water-toluene data set and the ramifications of using this approach

appears in section 5.3.

Longitudinal dispersivity was measured in the square column with the same

bead packing that was used for all of the square column water-toluene data. Fluo¬

ride was the conservative tracer and the measurements were made using a fluoride-

specific ion probe manufactured by Orion Instruments. The velocity used was

1.07 m/day and the fluoride influent concentration was 2080 mg/1. Each sample

was collected over approximately five minutes by allowing the effluent to flow into a

vial containing 2.0 ml of total ionic strength adjuster buffer (TISAB) and approx¬

imately 17 ml of deionized water. The volimietric water flow rate was 5.7 ml/hr,

therefore the collection period provided about 0.5 ml of sample.

The standard curve was determined using four points: 211 mg/1, 160 mg/1,

101 mg/1, and 42.6 mg/1. The standards were prepared by dissolving 0.1738 mg of

NaF in 100 ml of deionized water, then diluting this stock standard using 90 percent

deionized water and 10 percent TISAB. The standard curve was checked against a
known sample obtained from a separate dissolution and dilution than the standards.

A measurement was made of the known sample, and the value for fluoride concen¬

tration calculated from this measurement and the standard curve was compared to

the known value. Each time the calibration curve was used, the concentration de¬
termined for the known sample was less than 1.0 percent different from the known

concentration. All standards were within the linear response range for the probe,
and the correlation coefficient was 0.9999 for all calibrations.
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Based on the lowest standard concentration and a dilution factor of about 42,

the lower limit of detection of the effluent concentration was about 1.0 mg/1. Efflu¬

ent was measured from 30 minutes to 165 minutes, with the concentration increasing

from 1 mg/1 to 2080 mg/1. Steady-state was achieved at about 145 minutes. The
value of longitudinal dispersivity was determined by minimizing the errors between
the measured vedues of effluent concentration and the effluent concentration deter¬

mined from the one-dimensional imsteady-state solution to the advective-dispersive

equation. The optimal value of longitudinal dispersivity was 0.199 cm.

In an attempt to measure the transverse dispersivity using the square column,

the column was completely filled with beads and oriented horizontally but rotated

90 degrees from the position shown in Figure 3-3. This placed the two ports on

each endcap in the same horizontal plane. Next, both ports on the inlet side were

connected to syringes of the same size, and both syringes were placed on the syringe

pump. Thus, as the syringe pump pusher moved forward, the flow into each port

was equal. One syringe was filled with deionized water and the other was filled

with deionized water containing about 2100 mg/1 fluoride. Three bed volumes were

pumped through the column to achieve a steady-state fluoride concentration proffle,

then triplicate measurements of fluoride concentration in the two outlet ports were
made.

To analyze the results of the transverse dispersivity tests, a Galerkin finite

element solution to the advective-dispersive equation in two-dimensions was used.

By dividing the outlet concentration profile into a portion online with the fluo¬

ride influent and a portion offline from the fluoride influent and by averaging the
concentration in each portion, the code calculated the concentration that could be

expected in the effluent from the two outlet ports for a given set of hydraulic con¬
ditions. The expectation was that the code could be used to calculate the optimal
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value of transverse dispersivity for a given velocity by minimizing the errors be¬

tween a number of data points and the numerical calculations. Furthermore, if the

transverse dispersivity test were performed repeatedly and the optimal dispersiv-

ities determined for the various runs were consistent, then one could reasonably

state that this methodology accurately determined the transverse dispersivity for
the beads.

Two criteria were chosen to determine if the results from a given rim could be

used to estimate the dispersivity. First, the volimietric flow from the two outlet

ports had to be equal. Second, a mass balance on the fluoride had to recover

95 to 105 percent. Several problems developed in attempting to meet both of these

criteria. There was great difficulty in achieving equal volumetric flow from the

two outlet ports, and it was never determined whether the differing outlet flows

represented a nonuniform flow field in the column or whether the flow field in the

column was vmiformly vmidirectional and the difference in the outlet flows was piirely

an artifact of the outlet port conflguration.

Of the many tracer tests made, only three were used to estimate the tremsverse

dispersivity, and none of these met both criteria given above. One had outlet flows

that differed by about 40 percent and mass balances of 3.9, 6.4, and 6.9 percent;

the transverse dispersivity calculated was 0.036 cm. The second run also had outlet

flows that differed by about 40 percent, but the mass closures were 5.8, 4.1, and

4.1 percent; the dispersivity calculated was 0.15 cm. Finally, the last run used to

estimate transverse dispersion had flows that differed by about 15 percent and mass

closures within 1.0 percent; the dispersivity was 0.14 cm. An explanation of the

difficulty of reconciling any one of these values with the water-toluene data appears
in section 5.3.
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4.5   COMPUTATIONAL METHODS

As explained in section 4.1, all samples were taken at steady state. Each

data point included measurements of aqueous influent concentration, aqueous efilu-

ent concentration, vapor effluent concentration, vapor flow rate, and vapor-phase

temperature. The two aqueous phase concentrations were used to calculate mass

transfer coefficients, and the concentration of the vapor phase was used to calculate

a mass balance for each data point. Mass transfer coefficients were also calculated

using the liquid influent concentration and the vapor effluent concentration. The

mass trEinsfer coefficients were calculated using two computer codes, one based on

an analytical solution and one based on a numerical solution. The following discus¬

sion explains how the codes were used to calculate mass transfer coefficients and

presents a brief verbal explanation of the two codes. Section 5.4 presents a com¬

parison of the results obtained with the two codes. Appendix B presents a more

complete mathematical description of the two models.

Both the analytical and numerical codes allowed for the calculation of a depth

averaged concentration at the column outlet. In both codes, the depth averaged

effluent concentration was a function of the influent concentration, the pore veloc¬

ity, the transverse dispersion coefficient, and the mass transfer coefficient. A mass

transfer coefficient could be calculated for any data point by specifying the first

three parameters using lab data, then varying the value of the mass transfer coef¬

ficient until the estimated depth averaged effluent concentration equaled the value

determined in the lab. An optimal mass transfer coefficient could be determined for

each velocity by using all of the data points generated at that velocity and minimiz¬

ing the siun of the squares of the errors (SSE). This was done by inputting liqioid

influent and effluent concentrations, a transverse dispersivity, and two Ar/'s that were

thought to bracket the optimal ki for the given a^  The code minimized the SSE
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using FMIN, a function subprogram from Kahaner et al. (1988). FMIN uses a

combination of the golden section search and successive parabolic interpolation.

The first computer code used to calculate the mass transfer coefficient was based

on an analytical solution for one-dimensional, unsteady-state diffusion with inter¬

phase mass transfer at one boundary. Figure 4-4 illustrates the process modeled.

One boimdary was a no-flow boundary and the other boundary was the interface

across which mass moved. Mass transfer at the boundary was governed by two

terms: the mass trjinsfer coefficient; and the difference between the concentration

in the media at the interface and the concentration in the media that would be in

equilibrium with the external phase.

This analytical solution was used to approximate the two-dimensional steady-

state conditions that existed in the column by: orienting the direction of diffusion

in the analytical solution with the vertical direction in the column; replacing the

diffusivity in the analytical solution with the dispersion coefficient in the column;

and replacing the time term in the unsteady-state solution with the time of travel

for a given position in the column. The result of the last modification was that

every point in the coliram was represented by the time required for fluid to travel

from the inlet to that point under steady-state conditions. Thus, the effluent from

the coltimn was represented by the residence time of the fluid in the column. Using

the analytical code to model the conditions in the column implicitly assumed that

the effect of longitudinal dispersion on the steady-state concentration profiles in the

X and z directions could be neglected.

The second code used to determine mass transfer coefficients from the lab data

was a two-dimensional Galerkin finite element code (Huyakom and Pinder, 1983).

This was the same code used to simulate aqueous-vapor phase mass transfer under

ambient conditions (these results appear in section 5.4). The code consisted of a

saturated domain and an unsaturated domain which were coupled by equating the
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Figure 4-4.    Model for the Analytical Solution
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mass flux of contaminant ax;ross the interface. These interfacial boundary condi¬

tions were expressed in the same manner as the interfacial boundary condition in the

analytical model. The saturated zone included terms for advection and dispersion

in the aqueous phase, fast and slow sorption onto the solid phase, and first-order

degradation reactions in the aqueous and solid phases. The unsaturated zone in¬

cluded terms for advection and dispersion in the vapor phase, mass transfer limited

transport between the vapor and aqueous phases within the unsaturated domain,

fast and slow sorption onto the solid phase, and first-order degradation reactions in

the aqueous and solid phases.

The numerical code was simplified to simulate the conditions in the lab appa¬

ratus. In the saturated zone, sorption onto the media was eliminated because glass

beads were used. In the unsaturated zone, a porosity of 1.0 was assigned since this

domain consisted of a continuous vapor phase. Finally, the reaction terms in the

aqueous and vapor phases of both domains were eliminated. Thus, transport in

the saturated zone consisted solely of advection and dispersion and transport in the

unsaturated zone consisted solely of advection and diffusion.

Both of the codes assumed that the velocity field throughout the column con¬

tained no vertical components. For the code based on the analytical solution, this

assumption was unavoidable since the governing equation for the model contains no

advection term. The numerical code, on the other hand, could be readily modified

to include vertical components of advection, and one might expect that this would

increase the accuracy of the resulting calculations. However, two features of the

system being modeled negated any apparent increase in accuracy that might result
from this modification. First, the small scale of the column implies that relatively

small absolute errors in measuring the exact configuration of the saturated domain
would result in comparatively large errors in estimates of the vertical components

of the flow field. Additionally, reliable estimates of the transverse dispersivity were
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never obtained exogenous to the toluene data. These two facts indicate that the

errors which would have been introduced by including vertical components of advec-

tion could negate the increase in a<;curacy which might be expected from including
vertical components. Furthermore, since the transverse dispersivity was not deter¬

mined exogenous to the toluene data, it had to be estimated simultaneously with the
mass transfer coefficients. Since dispersion is a tensor, including vertical advective

components wovdd have greatly increased the complexity of the calculations nec¬

essary to determine the mass transfer coefficients and the transverse dispersivities

simultaneously; all of this additional complexity would result in dubious increases

in the accuracy of the mass transfer coefficient estimates.

Since the boundary conditions at the interface for both models assiime that the

interfacial concentrations of both phases are known, the rate of mass transfer is not

expressed in terms of bulk concentrations. Expressions based on individual phase

coefficients typically include a bulk concentration and an interfacial concentration,

and expressions based on overall coefficients typically include the bulk concentration

for both phases. Since the expression used in these codes includes neither bulk-phase

concentration, the coefficient could be referred to as an interfax;ial coefficient rather

than an overall or an individual-phase coefficient. However, since the the coefficient

was found to correlate with liquid-phase hydrodynamics while not correlating with

vapor-phase hydrodynamics, the term is referred to as a liquid-phase coefficient and

is denoted by /:/.
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5   RESULTS AND DISCUSSION

In this chapter, the results from the circular column and the square column

are presented first. Then, a discussion of the results follows. Finally, a simulation

of VOC transport under ambient subsurface conditions is presented. All the mass

transfer coefficients plotted and tabulated in this chapter were calculated with the

analytical code and were based on liquid-phase analyses.

5.1   RESULTS: CIRCULAR COLUMN

The first column used for this study had a circular cross section. The colunm

is described in section 4.3, and a drawing of the coliman appears in Figure 4-2. The
data generated with the circular column comprised 20 data points at four velocities

spanning one order of magnitude. The toluene concentration in the influent ranged
from 143 ppm to 196 ppm, and the pore velocities were: 0.4 m/d, 0.85 m/d, 1.2 m/d,
and 4.0 m/d. Lower-bound values for ki were obtained using the analytical code
and a transverse dispersion coefficient of 0.25 cm^/s. Lower-bound values for each
data point are given in Table 5-1. Optimal lower-bound values of the mass transfer
coefficient were obtained by combining all the data at a given velocity; these results
are presented in Table 5-2. An explanation of the calculation of optimal values
appears in section 4.5.
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Table 5—1. Lower-Bound Values for fcj: Circular Colimin

Pore Velocity Lower-Bound ki
(m/d) (cm/s xlO'')

4.00 5.9
4.00 5.6
4.00 5.5
4.00 4.0
4.00 4.0
4.00 3.0
1.17 3.4
1.17 2.8
1.17 2.8
1.17 2.6
1.17 2.1
0.847 3.6
0.847 3.6
0.847 3.4
0.847 3.4
0.847 3.3
0.847 2.9
0.400 2.3
0.400 2.1
0.400 1.9

5.2   RESULTS: SQUARE COLUMN

The data set generated with the square column was much more extensive than
that generated with the circular colvunn. The set consisted of 143 data points at
eight pore velocities and at three influent concentrations. Six data points were
obtained at each influent concentration for each velocity. The pore velocity ranged
from 0.20 m/d to 19.5 m/d. The influent concentration ranged from 24 mg/1 to
260 mg/1. Vapor phase velocities varied by about a factor of three. The influent
concentration was varied to determine if the liquid phase concentration had an
effect on the mass transfer coefficient.   The variation in vapor phase velocity was
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Table 5—2. Lower-Bound fc/: Circular Column

Pore Velocity     Lower-Bound ki

(m/d) (cm/s xlO")

4.00 4.6

1.17 2.8

0.847 3.3

0.400 2.0

inherent in the apparatus design; although fortuitous, this variation provided some
indication of the relative importance of the vapor phase mass transfer resistance.

The data were first analyzed to determine the mass balance for each data
point. This was calculated by the ratio of the interphase mass flow rates based on
the vapor- and liquid-phase analyses. The interphase mass flow rate based on the
the vapor-phase analysis is

m„ = ——— (5-1)

where Cc is the concentration in the CS2, K is the volume of CS2 used to extract
the GAC, e„ is the recovery efficiency for the vapor phase analysis (90 percent),
and tv is the period of time the GAC was exposed to the vapor-phase effluent. The
interphase mass flow rate based on the liquid-phase analysis is
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where Chi and Che are the toluene concentrations in the hexane extractions of the

aqueous influent and effluent, V^ and Vw axe the volumes of hexane and water
used in the extraction, e/ is the recovery efficiency for the hquid phase analysis

(93.9 percent), and VJ is the liquid-phase volumetric flow rate. The mass balance
was the ratio of m„ over rhi. Figure 5-1 is a plot of the mass balance as a ftmction
of the pore velocity.

The mass balances exhibit considerable spread. The highest value, 1.70, was

obtained at 1.9 m/d and the lowest value, 0.48, was obtained at 19.5 m/d. The
largest spread was at 19.5 m/d, while the smallest spread was at 0.20 m/d. Overall,
however, the values vary about a mean of approximately 1.0. This can be seen

clearly in Figure 5-1. Another plot of mass balance versus velocity that demon¬

strates the tendency of the values to vary about 1.0 appears in Figure 5-2. For this
figure, the six mass flow rates generated at each velocity for each influent concen¬
tration were averaged for the vapor- and liquid-phase analyses prior to calculating

the ratio of rhy/rhi. Averaging the mass flow rates prior to calculating the ratio
reduces the spread considerably. The highest value in Figvire 5-2 is 1.17, and the
lowest value is 0.78.

Before all of the data points generated at a single velocity could be used to
determine ki at that velocity, the variation of the coefficient with changes in liquid
phase concentration had to be estimated. One way to do this would have been
to calculate optimal estimates of the coefficient at each of the three influent con¬

centrations, then compare the results. Alternatively, analysis of the variation of
normalized effluent concentration with variation in influent concentration would

provide the same information. This last point can be demonstrated by manipulat¬
ing the governing equation for the Uquid phase in the saturated zone. The equation
was
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Figure 5-1.     Mass Balance vs Pore Velocity

5-5

NEATPAGEINFO:id=A80D0B63-A35B-497F-9C5B-D7353F5C3F90



2.00

1.50 -

1.00
U
c

_o
a
DQ

o

0.00
0.1

T------r I—I I I 111--------------------------1---------------1—I—I I I I 11

Toluene—Water Systenri

o
§

n

O
O

O o
o

o

Mass   balance   based  on  average
interphase  transfer rates

_i_L J------1___I__I  I I I 11
1 10

Pore Velocity  (m/day)

Figure 5—2.    Mass Balance Based on Average Interphase Mass Transfer Rates

5-6

NEATPAGEINFO:id=627733FD-8609-4B66-8D9F-A9FD976BF4A9



with the boundary conditions

Ci = Ci    ,        for    X = 0    ,     0 < 2 < z\int

-;r— =0      , for     X = L      ,       0<2< z\int
OX

dCi (5-4)-^ = 0,        forz = 0,0<x<L

where C, is the liquid-phase influent concentration, L is the column length, ki is

the mass transfer coefficient, z\int is the location of the saturated-unsaturated zone

interface, and Dt is the liquid-phase transverse dispersion coefficient. By dividing

through by the influent concentration, the equation and the boundary conditions
can be written in terms of a normalized concentration. Thus, if the mass transfer

coefficient is independent of liquid phase concentration, then a plot of the normalized

effiuent concentration versus the influent concentration should have a slope of zero.

In other words, the equation is linear with respect to concentration if fc/ ^ ^iCi).
Plots of normalized effluent concentration vs influent concentration were made

for each of the eight velocities, and the correlation coefficient was determined for

each plot. In addition, a statistical test was performed on the hypothesis that

the slope was zero, and the attained significance level, or p-value, was calculated.

The attained significance level is a measure of the probability that an hypothesis

is correct: the lower the p-value, the lower the probability that the hypothesis is

correct. Thus, a p-value of zero is a clear indication that the hypothesis is wrong.

For the calculations done here, the hypothesis was that the slope was zero. Table 5-

3 presents the correlation coefficients and the p-values for the eight plots. Figure 5-3
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is a plot of normalized effluent concentration vs influent concentration for 2.8 m/d
and 1.0 m/d. The p-value for 2.8 m/d was about the median value (although it did
have a positive slope, while most were negative). The p-value for 1.0 m/d is the
lowest, and Figvire 5-3 shows a clear trend.

Table 5—3. Statistics for Linear Regressions of Cg/Ci vs C^

Pore Velocity (m/day)   Correlation Coefficient p-Value

19.54 -0.391 0.110

9.77 -0.118 0.460

5.01 0.375 0.140

2.81 0.417 0.085

1.86 -0.249 0.322

1.00 -0.868 0.000

0.489 -0.479 0.043

0.201 -0.542 0.019

Although the vapor phase velocity only varied by a factor of three, a similar
analysis was performed on the data for this variable. For each pore velocity, plots
of normalized effluent concentration vs vapor-phase velocity were made, correlation
coefficients were determined, aad p-values were calculated. The results appear in
Table 5-4. Half the plots had positive correlation coefficients and half had negative.
Also, half the plots had p-values less than five percent; but of those with low p-values,
half exhibited a negative trend and half exhibited a positive trend.

Finally, the optimal values for the mass transfer coefficient were calculated

for each velocity. An explanation of the calculation of optimal values is presented
in section 4.5.  The optimal values calculated were dependent upon the value for
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Table 5—4. Statistics: Linear Regressions of Ce/Cj vs Vapor Velocity

Pore Velocity (m/day) Correlation Coefficient p-Value
19.54 0.566 0.013
9.77 -0.298 0.234
5.01 -0.133 0.610
2.81 0.387 0.114
1.86 0.627 0.004
1.00 -0.493 0.037
0.489 0.072 0.779
0.201 -0.489 0.038

transverse dispersivity chosen; the reasons for this phenomenon, and the implica¬
tions it has for interpreting the results, are discussed in section 5.3. Figure 5-4 is a
plot of the optimal upper-bound and lower-bovmd values as a function of velocity.
The upper- and lower-boimd values are tabulated in Table 5-5. Between 2.8 and
19.5 m/d, the upper-bound is less than 4 percent higher than the lower-boimd. At
1.86 and 1.0 m/d, the upper-bound is higher by 13 and 8 percent, respectively.
Only below 1.0 m/d do the values differ significantly: by 30 percent at 0.5 m/d
and 56 percent at 0.2 m/d. For most of the range of the data, the upper- and
lower-bound values are essentially equal.

Figure 5-5 provides a visual representation of the scatter in the data. It is a
plot of the upper-bound values obtained for each data point along with the best
fit curve calculated from all 143 data points. The figure also shows two confidence
intervals, both at the 95 percent confidence level. The largest interval was calculated
using all 143 data points. The smaller interval was calculated by omitting the data
at 19.5 m/d; The best-fit curve obtained by omitting the data at 19.5 m/d was
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within 2 percent of the curve obtained using all the data. Thus, omitting the data
at the high velocity did not alter the best-fit curve significantly, but it did reduce
the range of the 95 percent confidence interval by about half.

Table 5—5. Upper-Boimd and Lower-Bound kf. Square Column

Pore Velocity   Upper-Bound ki   Lower-Bound ki
(m/d) (cm/s xlO") (cm/s xlO")
19.54 11.1 11.0

9.77 6.94 6.80

5.01 4.71 4.60

2.81 3.31 3.20

1.86 3.27 2.90

1.00 2.81 2.60

0.489 2.08 1.60

0.201 2.19 1.40

5.3   DISCUSSION OF LAB RESULTS

5.3.1  CIRCULAR COLUMN

Because the flow field in the circular column included vertical components of

advection, interphase mass transfer was probably limited by the interfacial resis¬
tance. For this reason, the lower-bound estimates for the data from this colunm
were expected to be close to the actual values of fc/. The major source of error
arose from the fax:t that the colunm was not symmetrical in the x-z plane about
the centerline, an assvimption required for the use of a two-dimensional solution.

The computer code (discussed in section 4.5) based on an analytical solution to
diffusive transport with interphase mass transfer was used to analyze the data from
the circular column. Initially, an attempt was made to determine simultaneously an
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optimal value for the mass transfer coefficient and an optimal value for the effective
transverse dispersivity at each velocity by minimizing the sum of the squares of the
errors (SSE). However, the data had no global minimum for the two variables; at a
given velocity, for every transverse dispersivity that was chosen, the optimal mass
transfer coefficient yielded the same SSE. As the effective transverse dispersivity
was increased, the value of the mass transfer coefficient at which the minimum SSE
was obtained decreased.

Figure 5-6 demonstrates this problem using data from the square column. It is
a plot of SSE vs mass transfer coefficient as a fiinction of the transverse dispersivity
for a pore velocity of 1.8 m/d. As the transverse dispersivity increases, the minimvun
point moves to the left in the figure, but the minimum value for SSE remains
unchanged at 247. Note that as the transverse dispersivity is increased to a very high
value (116 cm in the figure), the mass transfer coefficient that yields the minimum
SSE reaches a minimum (2.9 x lO""*). This is the lower-boimd value for ki at that
velocity, and it represents the condition for which interphase mass transfer is the
sole limiting process.

For these reasons, the best information that could be extracted from the data
obtained with the circular column were estimates of the lower-bound values for

the mass transfer coefficient. The effective transverse dispersion coefficient was in¬
creased until further increases in the dispersion value did not change the value of
the mass transfer coefficient at which minimum SSE was achieved. In this man¬

ner, 0.25 cm^/sec was determined to be a sufficiently high value for the transverse
dispersion coefficient. Figure 5-7 is a plot of the individual lower-bound values for
each data point and of the optimal lower-bound values obtained at each velocity.
The depth of saturated media used for these calctilations was the maximimi depth,
1.2 cm.
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5.3.2  SQUARE COLUMN

5.3.2.1   Mass Balances

The scatter present in the mass balance data shown in Figure 5-1 was expected.
In fact, the trend observed is precisely what was expected. Almost all of the scatter
at the high pore velocities results from the liquid-phase calculations. This can be
explained by considering the calculation of interphase mass flow rates based on the
liquid- and vapor-phase analyses

The vapor-phase mass flow rate is based upon only one concentration measiirement,
but the liquid-phase calculation is based upon the difference between two concen¬
tration measurements. The scatter in the value that results from the subtraction
will include scatter from both concentration measurements. This problem becomes
more pronoimced at higher pore velocities because the difference between the in¬
fluent and effluent concentrations is less. Thus, for a given absolute error in the
analysis, the relative error increases.

This fact can be seen in Figure 5-8, a plot of the interphase mass flow rate
calculated for each data point. To compare data for different concentrations at the
same velocity, the mass flow rates have been normalized by dividing by the influent
concentration. At the high velocities, the scatter in the liquid-phase analyses is
much greater than the scatter in the vapor-phase analyses. As velocity decreases,
so does the scatter in the liqviid-phase analyses. At the low velocities, most of the
scatter results from the vapor-phase analyses. Both curves have approximately the
same mean values, however. This fact, and the previously noted tendency of the
mass balances to scatter around zero, indicates that the quantity of data obtained
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in this study should minimize the effects of the scatter on the final estimates of ki
if the data axe analyzed with a technique that simultaneously uses all eighteen data
points for each velocity. However, the results shown in Figure 5-5 indicate that
care must be exercised when generating data at the high velocities to ensure the
smallest possible confidence interval on the parameters values for any correlation
which may be developed. In that figure, although the best-fit curves calculated with
and without the data at 19.5 m/d were essentially the ssime, the confidence interval
for the curve that included the data at the highest velocity was about twice the
interval for the curve which excluded that data.

5.3.2.2   Concentration Effects

Since the data gathered at each velocity were for three influent concentrations,
using all the data simxiltaneously from a single velocity to find an optimal ki implies
that ki is independent of concentration. For this reason, the data were analyzed
to ascertain the effect of influent concentration. Gibbs and Himmelblau (1963)
used precise methods to measure the concentration dependence of the ki of CO2
in water under turbulent conditions. They concluded that ki was moderately de¬
pendent upon concentration over significant concentration ranges. This dependence
was of the same degree to which diffusivity was affected by concentration. In this
study, the concentration only varied by one order-of-magnitude. This fact, com¬
bined with the scatter in the data, indicates that a concentration dependence for
fc/ may be difficult to detect in this data. Furthermore, Rathbun and Tai (1984)
found volatilization to be independent of concentration for 1,2-dichloroethane over
five orders of magnitude.

Reviewing the statistical parameters tabulated in Table 5-3, the data from 1.0
m/day had a p-value of zero, thus a trend was clearly detectable at that velocity.
However, an overall analysis of the data indicates that there really is no clear trend.
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For two of the plots, the correlation coefficients indicate a positive trend, while the
remaining six appear to have a negative trend. Furthermore, only three of the plots
have a p-value of less than 5 percent. There appears to be no detectable dependence
of ki on concentration. Plots of normahzed effluent concentration versus influent
concentration for 1.0 m/d and 2.8 m/d appear in Figure 5-3.

5.S.2.S   Vapor-Phase Velocity

Table 5-4 displays the statistical parameters calculated for the plots of nor¬
malized effluent concentration vs vapor-phase velocity. Half the plots had positive
correlation coefficients and half had negative. Also, half the plots had p-values less
than five percent; but of those with low p-values, half exhibited a negative trend
and half exhibited a positive trend. This indicates that the data do not exhibit a
detectable dependence of fc/ on the vapor-phase velocity.

The independence of the liquid-phase mass transfer coefficient from the vapor-
phase velocity is a reasonable result if the vapor-phase resistance predominated
under the conditions of this study. However, no data were generated that allow di¬
rect estimation of the vapor-phase resistance. An estimate of the percent resistance
in the liquid phase was obtained from literature on other natural systems. Mackay
and Yeun (1983) estimated a "still-air" fc^ of (0.10 ± 0.05) cm/s for mass transfer
of surface water agitated by the viscous drag of wind. Using this value for kg, the
percent resistance in the Hquid phase varied from 95.6 (for fcj = 1.2 X 10~^ cm/s)
to 99.2 (for ki = 2.0 x 10"^ cm/s).
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5.3.2.4    VyV^T- and Lower-Bound Estimates for ki

Since the liquid-phase mass transfer coefficient was independent of influent
concentration, all the data at a given velocity could be used to find an optimal
estimate for the mass transfer coefficient, fcj, at that velocity. However, one difficulty
remained: using the methods described in section 4.4.3, a reliable estimate for the
transverse dispersivity, a<, had not been obtained. Furthermore, as Figvu-e 5-6
demonstrated, the data could not be used to determine simultaneously an optimal
mass trsmsfer coefficient and an optimal transverse dispersivity.

To obtain some estimate of the transverse dispersivity, the toluene-water data
were used to calculate a lower-bound value for at. This was done by modeling
the system assuming that mass transfer at the interface occurred at equilibrivim
into a vapor-phase of zero concentration. Mathematically, this required a boundary
condition of zero for the liquid-phase concentration at the interface. Using all the
data at each velocity, an optimal estimate of the transverse dispersivity under these
assumptions was calculated. Since any resistance to mass transfer would decrease
the flux normal to the boundary if «< were held constant, the existence of mass
transfer resistance would require a higher cxt than calculated by this method. Thus,
the transverse dispersivity calculated under these assumptions represented a lower-
bound value. This value was found to be a function of the pore velocity. Figvire
5-9 is a plot of these dispersivity values. The fact that the optimal at calculated
under these assumptions varies with pore velocity is a clear indication that the mass
transfer coefficient is a function of velocity.

Using the lower-botmd values for the transverse dispersivity as a starting point,
an upper botmd was determined for the mass transfer coefficient. Figure 5-10 il¬
lustrates the approach used to calculate the upper-bound mass transfer coefficients.
The figure is a plot of optimal estimates of the mass transfer coefficient for different
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values of transverse dispersivity. The lowest value for oit in the figure is 0.15 cm.
Referring to Figure 5-9 reveals that this value is lower than the minimum at de¬
termined for a pore velocity of 0.20 m/d. Thus, in Figure 5-10 the value for the
optimal ki goes toward infinity as the pore velocity approaches 0.20 m/d. When the
value for at is increased to 0.30 cm (higher than the minimum a< for 0.20 m/d) the
optimal fcj at 0.2 m/d is finite; however, the optimal ki increases as the pore velocity
decreases from 0.50 m/d to 0.20 m/d. This result contradicts mass transfer theory
and the implications of Figure 5-9, both of which indicate that ki should decrease
as the pore velocity decreases. Thus, the transverse dispersivity is increased until
the optimal estimates for k] at 0.50 and 0.20 m/d are about equal. This occurs
at at = 0.75 cm, and the values for ki determined for this dispersivity represent
upper-bound estimates.

The fact that the lower-bound at shown in Figure 5-9 increases as the veloc¬
ity decreases from 0.50 to 0.20 m/d indicates that the value for ki is decreasing
between these two velocities. Thus, it is likely that the lower-bound estimates for
ki represent the true values since equal values for fc/ at the two velocities would
result in equal values for the lower-bound a/s. However, one certain conclusion is
that ki is between the upper- and lower-bound values. The region defined by these
bounds is fairly small for most of the flow regime. Above 2.8 m/d these values
differ by less than 4 percent; only for velocities below about 1 m/d do the values
differ by more than 15 percent. Table 5-5 lists the upper- and lower-bound values,
and Figvire 5-11 is a plot of these values ajid the lower-bound values for the cir¬
cular column. One notable feature of this plot is the close fit of the circular and
square column results. Considering the discrepancies between the circular column
and the assumptions of the models used to analyze the data, it is remarkable that
the circular column produced such good results. This may not be true, however,
for compovmds with higher mass transfer coefficients.
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Although the lower-bovmd values for ki probably represent the best estimates,
it is somewhat problematic that the transverse dispersivity could not be determined
exogenous to the mass trajisfer coefficient data. One solution to this problem may
be to use a compound with a high mass transfer coefficient to measure the transverse
dispersivity in-situ. For a large enough fc/, the mass transfer would be dispersion
limited. Under these conditions, a data set similar to the one generated here for
the ki estimates would allow for the estimation of at. Unfortimately, based on the
literature values for the ratio kj/kj *, few compounds have higher fcj's than toluene.
In fact, the best candidate might be oxygen.

One aspect of the inability to determine at is that, for compounds for which
the upper- and lower-bound estimates deviate considerably, the estimates of ki
obtained will depend upon the lowest velocity used to generate a data set. This can
be illustrated by using the toluene data set to generate the plot shown in Figure
5-12. Since the ultimate goal of this research is to obtain a correlation between fc(,
the compound characteristics, and system hydrodynamics, the figure is a plot of the
Sherwood number versus the Reynolds number. The lowest curve is for the results
obtained using the complete data set. The middle cvirve represents the results that
would have been obtained had the same data been generated, but without the pore
velocity of 0.20 m/day. Performing the analysis described above to obtain an at that
yields about the same ki for the two lowest velocities in the data set results in an
at of 0.30 cm being used to generate the middle curve. The upper curve represents
the results that would have been obtained had the data set only gone down to a
velocity of 1.8 m/d. These curves deviate Uttle at the high velocities, but show
greater deviation at the low velocities. Furthermore, the deviation throughout the
velocity range will be greater for compounds exhibiting a laxger separation between
the upper- and lower-bound values than toluene exhibited. This analysis indicates
that either a method must be developed for determining the transverse dispersivity
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in-situ, or any data set generated must extend to the lowest velocity possible and

attention must be paid to the amovmt of deviation that is found between the upper-
and lower-bound values.

5.4   COMPARISON OF THE COMPUTER CODES

The two codes described in section 4.5 returned comparable values for the

optimal ki estimates. Table 5-6 lists the optimal A;/'s for an at of 0.75 cm using

both codes emd analyses of the liquid phase. The optimal values from the two codes

agreed to within 11 percent. This suggests that the assumptions in the analytical

code did not introduce significant error, at least for the conditions encountered

during this study. However, since it is difRcvdt to know a priori that this will be the

case, it is suggested that the analytical code only be used for 'first-cut' analysis of the

data. The mmierical code should return more accvirate estimates than the analytical

code when the longitudinal dispersion is significant and when the concentration of

VOC in the vapor phase is greater than several percent of the equiUbrium vapor-

phase value. For this reason, it is recommended that the numerical code be used

for calculating ki for all future work and that only values for ki obtained from the

numerical code be used to determine a mass transfer correlation based on multiple

VOC's.

Table 5-6 also lists the estimates obtained using the numerical code and the

vapor-phase mass transfer rate data. Estimates based on the vapor phase actually

used the liquid influent concentration in addition to the vapor-phase data. A liquid

effluent concentration was calculated from the liquid influent concentration and the

vapor phase mass transfer rate, then these two liquid concentrations were used

to find optimal fc/ values. A comparison of the liquid-based and the vapor-based

calculations using the numerical code reveals good agreement. Below 19 m/d the

ki estimates differed by 15 percent or less. The largest difference, 30 percent, was
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Table 5—6. Upper-Botmd ki from Both Computer Codes

Pore Velocity k\'^ fcm/s^ Numerical kj    fcm/s) Analvtical
(m/d) Liquid Basis^^^ Vapor Basis^^) Liquid Basis^^^

19.5 11.9x10-" 9.05x10-" 11.1x10-"

9.77 7.33 xlO"'' 6.48x10-" d.94xl0-"

5.01 5.01x10-" 4.54x10-" 4.71x10-"

2.81 3.53x10-" 3.82x10-" 3.31x10-"

1.86 3.52x10-" 4.06x10-" 3.27x10-"

1.00 3.08x10-" 2.69x10-" 2.81x10-"

0.489 2.31x10-" 2.36x10-" 2.08x10-"

0.201 1.96x10-" 2.19x10-"

^'^ Optimal values of ki determined for at = 0.75 cm
(^) Based on liquid influent and effluent concentrations
^'^^ Based on liqtiid influent concentration and vapor-phase mass transfer rate mea¬
surement

obtained at 19.5 m/d, the velocity for which the variance in the liquid-phase data
was greatest.  To be consistent, either liquid or vapor analyses should be used for
the entire data set.  The variance of the liquid analyses was greater at high pore
velocities, while the variance of the vapor analyses was greater at low velocities.
Therefore, neither can be said to be preferable to the other for the entire range of
this data set. This will probably be true for data on other VOC's; thus, the choice
of which phase analyses should form the basis for the fc/ calculations will be specific
to a data set.

A plot of the results in Table 5-7 appears in Figure 5-13. Figure 5-14 shows
best-fit power function curves based on the optimal values in Table 5-7. The best-fit
power functions differ by less than 12 percent throughout the range of the data.

All mass transfer coefficients listed and plotted previously in this chapter were
based on the liquid analyses and vised the analytical code. The results from the
analytical code were chosen simply to provide consistency in data presentation. As
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noted above, the analytical code is best for initial calculations, but the numerical
code should be used for subsequent work and for the ultimate goal of obtaining a
mass transfer correlation for a number of VOC's.

5.5   Computer Simulation Under Ambient Conditions

A two-dimensional Galerkin finite element code was used to simulate the ap¬
proach to equilibrium at the saturated-unsaturated interface for a continuous release
of toluene under ambient conditions. The conditions used for the simulation are

presented in Table 5-7. The continuous release at a constant concentration repre¬
sents a situation that may occur if a spill of toluene reaches the phreatic surface
and some immobile organic phase is entrained in the saturated zone. Under these
conditions, the mass transfer of toluene from the entrained organic phase is rapid
and the concentration of toluene in water at the organic-aqueous interface quickly
reaches the solubility value (Poirier-McNeill, 1989). Thus, the region of entrained
organic phase may act as a continuous source of constant concentration for a long
time. For the simulation, the contaminated region occupied the upper 60 cm of the
aquifer.

The pore velocity chosen was at the low end of the range studied in this inves¬
tigation because field data suggest that the specific discharge near the water table
may drop rapidly to low values (Ronen et al, 1986). In fact, the velocity used in
this simulation is about 40-times higher than the velocity measured by Ronen et al.
within approximately 35 cm of the phreatic surface. Because the mass transfer data
do not extend to lower velocities, the choice of 0.20 m/d was as close to the results
of Ronen et al. as possible. The value of the mass transfer coefficient was near
the upper-bound for 0.20 m/d. Therefore, this simulation provided a conservative
estimate of the time to equilibrium.
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Table 5—7. Conditions and Paxameter Values for Simulation

Parameter Value Units

Pore Velocity 0.20 m/d
Mesh Peclet # 2.0

Mesh Courant # 1.0

aj 10.0 cm

at 1.0 cm

Porosity 0.40

ͣ^ 0.50

Concentration 100 mg/1
atx = 0

He 0.26

Di 9.5 X io-« cm2/s
D, 8.49 X 10-2 cm2/s
k, 2.0 X 10-^ cm/s
Kia 1.08 X 10-2 s-i

The mass transfer rate constant for liquid-vapor interphase mass transfer within
the imsatvirated zone was the product oiki = 1.0 x 10"^ cm/s and a specific area of
107.6 cm"^. This ki value for the immobile water was chosen for two reasons. First,
extrapolating the lower-boimd estimate for ki to zero velocity yielded approximately
this value. While it may not be advisable to extrapolate mass transfer coefficient
expressions beyond the region for which data were obtained, results from surface
water modeling provided a second justification for this value of fc/. Mackay and Yeun

(1983) indicated their best estimate of the "still-air" value for ki was (1.0±0.5) x 10"^
cm/s. Since wind was the primary source of liquid-phase agitation in their model,
their "still-air" value corresponded to zero pore velocity in the subsurface. The
specific area was calculated by the ratio of capillary pressure over surface free energy.
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For a coarse porous media with porosity 0.40, degree of water saturation 0.50, and
a capillary pressure of 0.40 meters of water under these conditions, the specific area
at 20°Cis 107.6 cm-^

Figure 5-15 shows the approach to equilibrium at three positions down-gradient
from the source. Position, x, is expressed as time of travel: the distance from the
source divided by the pore velocity. The x-axis in Figure 5-15 is dimensionless
time, 6, which is the time since the release began divided by the time of travel to
a point. The y-axis is the ratio of the vapor-phase concentration at the interface
to the the vapor-phase concentration that would be in equilibritim with the liquid
phase concentration at the interface. Three features of the figure axe notable: (i)
as X increases, the steady-state concentration ratio at the interface approaches the
equilibritim value; («) the steady-state vapor-phase concentration at the interface
is only about 95 percent of the equilibrium value; and {in) as x increases, the time
at which steady-state is achieved decreases. Although the VOC does not actually
achieve equilibrium, the time to steady-state for the VOC will be referred to as the
'time to eqmlibrium', ^e-

The third item above is partly an artifact of the use of 6 for the x-axis. This
can be seen in Figure 5-16, which is a plot of the approach to steady state for
a conservative, nonvolatile tracer under the same conditions as the simulation of
the toluene release. Once again, the x-axis is ^, however the y-axis is the ratio of
concentration at some time to the steady-state concentration. As in Figmre 5-15, the
time to steady-state, Osai decreases with increasing x- Since this is a conservative
tracer, the steady-state concentration ratio is 1.0. The reason 9,3 decreases as the
distance from the source, x, increases is that the system Peclet number increeises
with increasing distance. The limiting value for large distances from the source is
about 2.0 to 2.5.
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To more clearly delineate the extent to which mass transfer limitation is de¬

laying the approach to steady-state, plots of the approach to steady-state for the
conservative tracer and the approach to equilibrium for toluene at each of the three
X values were made. These appear in Figures 5-17 to 5-19. These figures can be
used to determine 63$ and 6^ for the three positions. These values, and the ratio

9e/dsa are presented in Table 5-8. The ratio decreases with increasing x but does
not equal 1.0. This illustrates two points. First, the third item noted in Figure 5-
15 is not entirely an artifact of the dimensionless time plot. Second, mass transfer
limitation is delaying $e for the VOC significantly beyond the delay which arises
from dispersion alone.

Table 5-8. ^e, ^as, and the Ratio Be/O^s for Different x

X Oe Sss ejd,.
(days) (-) (-) (-)

2.0 23 5.0 4.6
5.0 13 3.0 4.3
9.0 6.0 2.3 2.6

A rough estimate of the time to equilibrium under other ambient conditions
may now be obtained. Using the approximation that the concentration of a con¬
servative tracer will reach steady-state at 2 to 2.5 times the time of travel, and

that de/dgg is about 2.5 for distances greater than 10 x froin a source, the time to
equilibritmi for a point down-gradient from a release is about 5 to 6.3 times the time
of travel. Thus, for a point one month down-gradient from a toluene source, the

interfacial vapor concentration will be about 95 percent of the equilibrium value
within five to six months.  Prom this simulation, it appears that the equilibrium
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assumption may not be valid for a significant portion of the area within a plume.
Even under ambient conditions, only the points within 5 to 6 times-of-travel wiU

have interfacial vapor concentrations near equilibrium.

Of course, these conclusions do not apply for conditions of enhanced volatiliza¬

tion. Evaluating the eqmlibrium assumption for situations in which the vapor phase
is advected wiU require a significant amotmt of computer simulation tmder a vari¬

ety of subsurface conditions. However, the results of this simulation indicate that
interfacial concentrations will not be at equilibrium if the vapor is advected. Note
that for this simulation with a stagnant vapor phase the interfacial concentrations
only achieve 95 percent of equilibrium over the time simulated.
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-# 6   CONCLUSIONS AND RECOMMENDATIONS

6.1   CONCLUSIONS

The conclusions that can be made from this study are:
• A lab methodology has been developed to measure the mass transfer coefficients

of VOC's under conditions approximating those in the subsinrface;
• Two computer codes have been developed that can be used to analyze the data

generated with the lab methodology;
• The optimal values for mass transfer coefficient determined by the two com¬

puter codes were found to agree within 11 percent;
• The liquid-phase mass transfer coefficient for toluene in water under conditions

approximating those in the subsurface was measured and foimd to increase by
one order of magnitude for a two order of magnitude increase in pore velocity;

• A simulation of toluene transport in the subsurface imder ambient conditions
indicates that interfacial vapor concentrations may be within 95 percent of
equilibrium for points within 5 to 6 times-of travel from the source, but that
significant portions of a contaminant plume may not be near equilibrium; and

• The toluene mass transfer coefficients measured are small enough that the
satvirated-unsaturated interface may not be near equilibrium under most con¬
ditions encountered during enhanced volatilization or pump and piirge reme¬
diation.
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#

6.2   RECOMMENDATIONS

The following recommendations for further research are made:
• The lab methodology developed in this study should be used to generate similar

data on a number of VOC's and for different porous media sizes;
• The data for various VOC's and media sizes should be correlated using di¬

mensional analysis, and the exponents on the dimensionless groups should be
determined by either optimizing all the exponents to fit the data or by forcing
the exponent on diffusivity to conform to a theoretical value and optimizing
the remaining exponents to fit the data;

• The use of oxygen, or a compoimd with approximately the same mass transfer
coefficient as oxygen, should be studied to develop a method for determining
the transverse dispersivity in-situ; and

• The two-dimensional Galerkin finite element code developed for this study
should be used to simulate subsurface conditions during enhanced volatilization
and pump and pvirge remediation to determine conditions under which the
interfacial equilibrium assumption is not valid.
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7.1   NOTATION

Cc = concentration in CS2 extractions, (M/L')
Che = concentration in hexane extraction of aqueous effluent, (M/L^)
Chi = concentration in hexzine extraction of aqueous influent, (M/L^)
Ci = liquid-phase concentration in saturated domain, (M/L^)
C(6 = bulk liquid-phase concentration, (M/L^)
C* = liquid concentration in equilibrium with vapor phase, (M/L^)
C^^J^^ = interfacial liquid concentration in equil. with vapor, (M/L^)
C" = liquid-phase concentration in unsaturated domain, (M/L^)
C„ = vapor-phase concentration in unsaturated domain, (M/L^)
Ct,5 = btilk vapor-phase concentration, (M/L^)
C* = vapor concentration in equilibrium with liquid phase, (M/L^)
C* ^^j = interfacial vapor concentration in equil. with liquid, (M/L^)
dp = particle diameter, (L)
D{- = difFusivity of component a in the film in phase z, (L^/t)
DyD„,Di = molecular difFusivity, (L'^/t)
D/i = hydrodynamic dispersion tensor, (L'^/t)
Di = longitudinal dispersion coefficient, (L^/t)
Dj = transverse dispersion coefficient, (L'^/t)
5f = gravitational constant, (L/t^)
ifc = Henry's constant, (dimensionless)
J^ = advective mass flux of contaminant in i-direction, (M/L^-t)
Jf = total dispersive mass flux of contaminant in i-direction, (M/L'^-t)
jT = total mass flux of contaminant in z-direction, (M/L^-t)
Jg„t|,nt = mass flux of contaminant in liquid at interface, (M/L^-t)
Junal*"* = mass flux of contaminant in vapor at interface, (M/L'^-t)
J/ = mass flux into liquid based on ki and bulk concentrations, (M/L^-t)
J„ = mass flux into vapor based on k„ and bulk concentrations, (M/L^-t)
ki = liquid-phase mass transfer coefficient, (L/t)
k\ = liquid-phase mass transfer coefficient for compovmd i, (L/t)
ki ^ — liquid-phase mass transfer coefficient for oxygen, (L/t)
krf = first-order reaction rate at fast sites on solid phase, (t~')
kri = first-order reaction rate in liquid phase, (t~^)
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krs = first-order reaction rate at slow sites on solid phase, (t" )
kg = liquid-solid mass transfer rate constant at the slow sites, (f"^)
k„ = vapor-phase mass transfer coefficient, (L/t)
k\, = vapor-phase mass transfer coefiicient for compound i, (L/t)
k^''-' = vapor-phase mass transfer coefiicient for water, (L/t)
K = hydraulic conductivity in one dimension, (L/t)
K = hydraulic conductivity tensor, (L/t)
K^f = equilibrium constant for sorption at fast sites, (L"*/M)
Kes = equilibrium constant for sorption at slow sites, (L^/M)
Ki = overall mass transfer coefficient based on liquid phase, (L/t)
Kv = oversill mass transfer coefiicient based on vapor phase, (L/t)
Kia = overall mass transfer rate constant based on liquid phase, (t~^)
K„a = overall mass transfer rate constant based on vapor phase, (t~^)
/i = film thickness for phase i, (L)
I( = contact length for penetration theory, (L)
m = max nvunber of variables that combine w/o forming a dimensionless group
m/ = mass transfer rate based on liquid analyses, (M/t)
m„ = mciss transfer rate based on vapor analyses, (M/t)
McOi = molecular weight of CO2, (M/m)
ͣW^//20 = molecular weight of H2O, (M/m)
Mi = molecular weight of compound i, (M/m)
NxiNy^Nf = mass flux of water in principal directions, (M/L'^-t)
n = porosity of a porous media, (dimensionless)
Ug = porosity in the saturated domain, (dimensionless)
ria = porosity in the imsaturated domain, (dimensionless)
p = ntunber of dimensionless groups possible w/ Buckingham-tt method
p„ = vapor pressure of a pure compound, (F/L^)
Qa = toteil solid-phase concentration in saturated domain, (dimensionless)
q/a = solid-phase fast site concentration in saturated domain (dimensionless)
Qaa = solid-phase slow site concentration in saturated domain (dimensionless)
5„ = total solid-phase concentration in unsaturated domain, (dimensionless)
Qfu = solid-phase fast site concentration in unsaturated domain (dimensionless)
?»tt = solid-phase slow site concentration in unsaturated domain (dimensionless)
qi — specific discharge in the t-direction, (L/t)
R = universal gas constant, (F-L/m-T)
S = solubility of a VOC in water, (U/V)
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Sg = specific storage coefficient, (L~')

5^ = degree of water saturation in unsaturated media, (dimensionless)
t = time, (t)

t^ = period of time GAC sample vial was exposed to vapor effluent, (t)

At = increment of time, (t)

Vave = average velocity in a parabolic flow field (laminar flow), (L/t)

Vmax = maximum velocity in a parabolic flow field (laminar flow), (L/t)

Vx,Vy,Vz = pore velocity in principal directions, (L/t)

v,Vp,v = average pore velocity, (L/t)
v = pore velocity vector, (L/t)

Vc = volume of CS2 used for GAC extractions, (L^)

Vh = volume of hexane used for hexane-water extractions, (L^)
Vi = volumetric water flow rate through column, (L^/t)

Vw = volume of water used for hexane-water extractions, (L^)
x,y,z = principal directions in rectangular coordinates, (L)

Ax, Ay, Az = incremental lengths in the principal directions, (L)

a/= longitudinal dispersivity, (L)

at = transverse dispersivity, (L)

13 = exponent on difFusivity in mass transfer coefficient correlations, (dimensionless)
A = incremental operator, (dimensionless)

6/ = overall recovery of toluene: liquid-phase analyses, (dimensionless)

e„ = overall recovery of toluene: vapor-phase analyses, (dimensionless)

77 = number of variables used in Buckingham-tt method

9 = dimensionless time, t/x, (dimensionless)

de = dimensionless time to equilibrium interfacial conditions, (dimensionless)
833 = dimensionless time to steady-state for a conservative tracer, (dimensionless)
9 = average residence time of fluid in the mass transfer region, (t)
Km = compressibility of soil matrix, (L- t^/M)

Krv = compressibility of water, (L- t^/M)
fi = liquid-phase viscosity, (M/L-t)

p = density, (M/L')

Pb = bulk density of soil matrix, (M/L^)

pi = liquid-phase density, (M/L^)

T = porous media tortuousity, 0 < r < 1.0, (dimensionless)
(j> = piezometric head, (L)

X = distance from contaminant source expressed as time of travel, x/vp, (t)
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V = gradient operator for more than one dimension, (L   ^)
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8   APPENDIX B

• ANALYTICAL SOLUTION

• NUMERICAL SOLUTION
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8.1   ANALYTICAL SOLUTION

The analytical solution was for diffusion in one dimension in a finite domain
with mass transfer limitation at one boundary and no flow at the other boundary.

GOVERNING EQUATION: the diffusion equation in one dimension.

where C is concentration, D is difFusivity, x is position, and t is time.

BOUNDARY CONDITIONS:

ox
for    x = 0 (8-2)

dC
-D—^Ki{C.-C.)    , for    X = I (8-3)

where Ki is the overall mass transfer coefficient, Cg is the concentration that would
exist in the medium at the interface if it were in equilibrium with the exterior phase,
Ci is the concentration in the medium at the interface, and / is the location of the
interface.

INITIAL CONDITION:

C = Co    ,        for    0 < a: < / (8-4)

SOLUTION: (from Crank, 1975)

"A g-Ce ^ 1 _ V 2Icos(/?nx//)exp(-/3^J>t//^)
n=l<^0 - Ce £^ (/?2 + 12 + i:)coS^„
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^tan/3 = L
IK,

L =
D

(8-6)

(8-7)
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•

8.2   NUMERICAL SOLUTION

The saturated domain had two degrees of freedom, and the tmsaturated domain

had three degrees of freedom. To minimize computational burden, the governing

equations were modified to reduce the degrees of freedom to one for each domain.

This was done by resolving the temporal derivatives by a finite difference approxi¬

mation prior to applying the Galerkin finite element approximation for the spatial
derivatives.

8.2.1   SATURATED DOMAIN

The liquid-phase governing equation was

dC
Rf^ = -v-VCi + V- (D/.VC,) - KiCi^ (8-8)

------krsKefCl — ks— {KeaCl - qaa)
n n

Sorption on the sohd phase was modeled as a two-site mechanism. The total solid-

phase concentration was

qs = qss + Qfs (8-9)

where the concentration at the fast sites was calculated, once the liquid-phase con¬
centration was known, by

qfs = K^fCi (8-10)

The solid phase concentration at the slow sites could have been determined by
solving
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—^ = fc, (A'e^C/ - qss) - Ksqss (8-11)
simultaneously with the Uquid-phase equation, equation (8-8) . Instead, the prob¬

lem was reduced to one degree of freedom. To do this, a finite difference approxi¬

mation was applied to the temporal derivative of equation (8-11)

^" ^^ ^" = k,K,sC\-^' - {K + krs)q\V (8-12)
where the superscripts / and / -|- 1 denote the previous and present time steps.

Solving equation (8-12)  for the present time step yielded

^" 1 + At{k, + Ks) \l + At{K + kr.s)J      ' ^°      ^^
The temporal derivative in the liquid phase equation ((8-8) ) was approximated

by finite difference, then equation (8-13) was substituted for the 5^^^ term. This
yielded an expression for the liquid that depended on the previous and present

liquid-phase concentrations and on the previous solid-phase concentration.

8.2.2  UNSATURATED DOMAIN

As in the saturated domain, the total solid phase concentration was the sum
of the fast and slow site concentrations

9u = g/u + Qsu (8-14)

The governing equation for the slow sites was

-^ = ks{KesClu - qau) - kraqan (8-15)
8-5

NEATPAGEINFO:id=3726E160-C9D2-4D86-B498-15E52E229970



The temporal derivative was expressed as a finite difference by

^SL^ = KK^sClt' - ih + krs)qit' (8-16)
and the expression was solved for 5^^^. The liquid-phase equation in the unsatvirated
zone was

~  ( ~cr ) ^si^esClu - qsu)------^^krfKefClu
(8-17)

Once again, the temporal derivative of equation (8-17) was resolved by finite differ¬

ence and the equation for 5^^^ was substituted into the finite difference expression.

Then, the liquid-phase equation was solved for the present time step, C,^^. Finally,

the governing equation for the vapor phase

dC

-^ = -v-'„-VC„ + V-iDlVC,)-Kia{C„-H,Ciu) (8-18)

was treated similarly, and the result was an expression for the vapor-phase con¬

centration as a function of the present and previous vapor concentrations and the

previous solid and liquid concentrations.
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8.2.3  VALIDATION OF THE CODE

The numerical code was validated for advection and dispersion in the satu¬

rated liquid and unsaturated vapor phases, and for fast and slow sorption on the

solid phase in both domains. In addition, the liquid-vapor interphase mass transfer

within the saturated domain was validated. None of the validation resvdts for these

processes are presented here.

The code was also validated for interactions at the saturated-unsatvurated in¬

terface using the analytical solution presented in the previous section. This was

done by imposing a constant, uniform boundary condition at the interface. Two

figures for the validation of this interphase mass transfer are presented. For both

figures the initial concentration throughout the phase was 1.0 and the mass trans¬

fer coeflScient was 1.0 x 10~' cm/s. Figure 8-1 is a validation for mass transfer

from the vapor phase into a liquid phase with an equilibriiun concentration of 0.50

and a vapor-phase transverse dispersion coefficient of 2.5 x 10~* cm^/s. Figvire 8-2

is a validation for mass transfer from the liquid into the vapor with a vapor con¬

centration of 0.0 and a liqviid-phase transverse dispersion coefficient of 2.5 x 10"^

cm'^/s.
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