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ABSTRACT 

Zhixiang Luo: In-situ NMR Study of Molecular and Ionic Processes inside Carbon Nanopores 

(Under the direction of Yue Wu) 

Interactions of simple ions with water and interfaces play critical roles in many 

electrochemical and biological processes. They are especially significant in nanoconfined 

regions and have a profound impact in many applications, for instance nanofluidics and 

supercapacitors. This dissertation employs a nuclear magnetic resonance (NMR) technique to 

study their influence on the ionic processes inside carbon nanopores. To characterize the carbon 

micropore structure, a convenient NMR method is established by taking a 
1
H magic angle 

spinning (MAS) spectrum of the adsorbed water. A density functional theory (DFT) computation 

of the nucleus-independent chemical shift (NICS) yields a quantitative relationship between the 

NICS values and the micropore sizes. The carbon micropore size and distribution are derived 

from the chemical shift and the spectrum lineshape. For aqueous electrolytes inside uncharged 

carbon nanopores, the measurement of ion concentrations reveals a substantial electroneutrality 

breakdown. The specific ion effects and ion-ion correlations are shown to play crucial roles in 

determining the degree of electroneutrality breakdown. The importance of those interactions is 

further revealed by the asymmetric and nonlinear responses of ion concentrations to the charging 

of the confining carbon walls. Such information is obtained with a carbon supercapacitor built 

into the NMR probe. The NMR observations are validated by a numerical calculation of the ion 

distribution in the nanopores using the generalized Poisson-Boltzmann (PB) equation, 

demonstrating that the nonelectrostatic interfacial interactions can indeed dominate the 

electrostatic interactions and lead to the breakdown of electroneutrality inside nanoconfined 
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regions. Interfacial ion hydration is an essential part of the specific ion effects. Using in-situ 
23

Na 

and 
19

F NMR on carbon supercapacitors with different carbon pore sizes, I provide a molecular-

scale understanding of the permeation and dehydration of ions in voltage-gated carbon nanopores. 
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CHAPTER 1        INTRODUCTION  

1.1      Motivation  

1.1.1    Specific Ion Effects and the Hofmeister Series 

Ions are hydrated in aqueous electrolytes; the hydration structure and dynamics can be 

quite complex with interactions such as the dispersion forces and the hydrogen bonding playing 

important roles [1-13]. The properties of ion hydration vary significantly from ion to ion, even 

amongst ions with the same electrovalency (e.g. F
ï
 and I

ï
), thus they are ion-specific in contrast 

to the Coulomb interactions. When the ions in solutions are presented with an interface, 

unexpected phenomena can emerge because of the interplay between the ion, the solvent water 

and the surface via Coulombic and ion-specific nonelectrostatic interactions. Strongly hydrated 

ions such as F
ï
 and Na

+
 may prefer the bulk aqueous environment instead of the interface 

between water and a hydrophobic surface; in contrast, weakly hydrated ions may prefer the 

interface [14-18], as demonstrated in Figure 1.1.  

Ions vary in their effects on other fundamental properties of ionic solutions. Such specific 

ion effects have both fascinated and challenged the scientific community over more than a 

century, dating back to the report by Franz Hofmeister about ionic properties, arranged in series, 

with respect to their relative influence on the precipitation of egg white proteins from aqueous 

solutions [19-22]. This series, named the Hofmeister series, was found later to apply to a whole 

range of phenomena including viscosity, surface tension, freezing point depression and water 

activity coefficient etc. [17,18,23,24], with only minor changes of the order depending on the 

property investigated.  
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Figure 1.1: The specific ion effects on the ion distribution near the solution/air interface. (a-d): 

Snapshots of the molecular dynamics simulations. The coloring scheme is: water oxygen, blue; 

water hydrogen, gray; sodium ions, green; chloride ions, yellow; bromide ions, orange; iodide 

ions, magenta. (e-h): Densities (normalized by the bulk density) of water oxygen atoms and ions 

plotted vs. the z-distance in the direction normal to the interface. The colors of the curves 

correspond to the colors of the atoms in the snapshots. [25] 
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Below is the generally accepted ranking for anions although minor differences exist in 

different studies [17,18]: 

CO3
2ï

   SO4
2ï

   S2O3
2ï

   H2PO4
ï 
   F
ï 
  Cl

ï
   Br

ï
   NO3

ï 
  I
ï 
  ClO4

ï 
  SCN

ï  
 

The anions to the left side of Cl
ï
 are called kosmotropes (structure-makers), which promote the 

salting-out of proteins, increase the surface tension of aqueous solution, and induce a wide range 

of other effects. In contrast, the anions to the right side of Cl
ï
 are called chaotropes (structure-

breakers), which promote the salting-in of proteins, decrease the surface tension of aqueous 

solution, and also induce a wide range of other effects. The ranking for cations is much less 

systematic and is based on the salting-out efficiency. Some cations of interests are ranked below 

[18,26]:  

Li
+
   Na

+
   K

+
    Al

3+
    NH4

+
   H

+     
 

Although the Hofmeister series is a fundamental framework to study many kinds of 

biochemical systems involving salty solutions, the underlying mechanism of its general 

applicability remained unclear for a long time. In the last two decades, the Hofmeister effect has 

received unprecedented attention. A large amount of experimental and theoretical work was done 

to study the specific ion effects at the interface [14-16,27-50], leading to exciting discoveries 

such as the surface enhancement of halides [14-16,29,35,51-54] and insights into the Hofmeister 

series which reflects the systematic variations in the specific ion effects [17,18,20,24,26,46,55-

59]. Experiments indicate that the ion has negligible effects on the water structure beyond the 

first hydration shell [60], disproving the long-held speculation that the Hofmeister effect is due 

to the relative ability of ions to change the water structure network (water structure 

maker/breaker).  Instead, the direct ion interactions with the surface play an important and 

perhaps a dominant role in the interfacial specific ion effects [16-18,23,24,61-65]. 
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Another important area, less explored by experiments, is the consequences of the specific 

ion effects in the nanoconfined space. Although the theoretical investigations of nanoconfined 

electrolytes are extremely active [66-71], experimental reports remain scarce [72-81]. The 

prevalent surface-selective techniques for the study of the specific ion effects, such as the 

vibrational sum frequency generation spectroscopy (VSFG), the second harmonic generation 

spectroscopy (SHG) and the X-ray photoelectron spectroscopy, are not applicable for 

nanoconfined electrolytes.  

1.1.2    Nanoconfined Electrolytes 

Nanoconfined fluids, especially nanoconfined water, are ubiquitous in nature and often 

exhibit intriguing properties [72,82-86]. An important special subject of nanoconfined fluids is 

that of ionic solutions. In particular, aqueous ionic solution is a subject of vital importance but 

also a subject with major open questions [3-5,7-10,12,60,87-91]. Nanoconfined fluids are 

relevant to many scientific disciplines ranging from the energy storage in supercapacitors and 

fuel cells [92-112], to water desalination [113-115], to proteins and ion channels [116,117], and 

to nanofluidics [118-120].  

How ions distribute and migrate inside the nanoconfined space is one of the central and 

basic scientific questions in nanoconfined electrolytes. In the nanoconfined environment, the 

influence of the solvent-mediated interfacial effects is amplified due to the relatively small 

fraction of the bulk phase. As such, unusual phenomena could emerge in nanoconfined ionic 

solutions, with different ions of the same valence exhibiting very different properties [121,122]. 

The complexity and subtlety of the ionic processes in the nanoconfinement are reflected by the 

fact that despite the Nobel Prize winning work on the structure of K
+
 ion channel over a decade 

ago, the detailed mechanism of ion selectivity is still hotly debated [123,124].   
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The importance of nanoconfined fluids is also exemplified in technological applications 

such as carbon supercapacitors. A major puzzle in the last decade is the anomalous capacitance 

increase in pores less than 1 nm [99], shown in Figure 1.2. An explanation could not be achieved 

without looking at the ion distribution inside the nanopores. However, theoretical and 

experimental developments in this area are far from sufficient. Supercapacitors store energy in 

the electric double layer (EDL) formed at the interface between the solid electrode and the liquid 

electrolyte. But the EDL theory based only on electrostatic considerations, such as the Gouy-

Chapman theory, is not applicable in the scenarios of high electrolyte concentration and high 

electrode voltage. 

 

Figure 1.2: The dependence of specific capacitance on the pore size of carbon materials. The 

capacitance increases sharply when the pore size is less than 1 nm. A quantitative explanation 

cannot be achieved without looking at the ion distributions which are strongly affected by the 

specific ion effects in nanoconfinement. [99] 
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The Gouy-Chapman theory solves the PB equation with simplified assumptions where 

ions are treated as point charges interacting with their mean field and the solvent is treated as a 

structureless continuum. The molecular-scale structures, nonelectrostatic ion-surface interactions 

and ion-ion correlations are ignored. The Gouy-Chapman theory predicts a uniform ion 

distribution near an uncharged surface, which contradicts with the MD simulation shown in 

Figure 1.1. Modified theories accounting for the finite ion size [67,125,126], dispersive force 

[52,53,125,127-129], and ion-ion correlations [52,53,125,127-129] are just emerging, but their 

application in the nanopore confinement has not been verified by experiments. Moreover, nearly 

all theoretical simulations of nanoconfined electrolytes have used the charge neutrality condition 

as a starting point when the confining walls are not charged. This is intuitively expected since a 

substantial charge imbalance could be energetically unfavorable due to the strong electrostatic 

repulsion, especially inside a nanoconfined region. However, such an assumption is questionable. 

As we can see in Figure 1.1, cations and anions are separated near the interface. Inside the very 

small nanoconfined space, how would the tendency of charge separation induced by the 

interfacial specific ion effects negotiate with the electroneutrality condition? Can the charge 

neutrality be violated inside the nanoconfined space? What other unusual consequences can the 

specific ion effects lead to?   

1.1.3    NMR Approach for Nanoconfined Electrolytes and Specific Ion Effects 

The objective of this dissertation is to employ the NMR technique to investigate 

nanoconfined electrolytes. The nanoconfinement is provided by a high quality activated carbon 

derived from the polymer poly(etheretherketone) (PEEK) [130-133]. Compared to other 

activated carbons made from natural product precursors, the PEEK-derived carbon has several 

advantages. Firstly, it has a low density of defects and functional groups. Secondly, the pore size 
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is able to be tuned from 0.5 nm to 2 nm by controlling the physical activation condition. Thirdly, 

it consists of mainly micropores (less than 2 nm) and has a very narrow pore size distribution 

(PSD). All these properties are critical to investigate the manifestation of the specific ion effects 

in nanoconfined electrolytes and their pore size dependence. 

 

Figure 1.3: Illustration of an electrochemical system consisting of nanoconfined electrolytes in 

equilibrium with a bulk phase. The PEEK-derived activated carbon provides the confinement 

and its surface charge can be tuned by applying voltage. Electrolyte properties such as the ion 

distribution are important for many applications but are very challenging for experimental 

investigations. 

NMR is a quantitative, ion-selective and non-invasive technique well suited for 

investigating fluids in porous materials, especially in activated carbons [77,134-136]. Previous 

NMR studies have investigated hydrogen storage [133], electrolyte organization [136], and water 

adsorption [137] in activated carbons. The uniqueness of the activated carbon system is that the 

electrolyte confined in the nanopores has a different chemical shift from the electrolyte outside 

[133,138,139]. As a result, we have a fingerprint to selectively study nanoconfined electrolytes 
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in equilibrium with a bulk phase, as illustrated in Figure 1.3. Many insights on the ion 

distribution and transport can be gained by quantifying the average ion concentration in the 

nanopores.  

The role played by the specific ion effects can be evaluated in two ways. One is to 

systematically explore a series of electrolytes where the anions are chosen from the Hofmeister 

series and are known to vary in their interfacial interactions. The other way is to tune the surface 

charge on the confining walls, as shown in Figure 1.3. The contributions from the electrostatic 

and nonelectrostatic interactions can then be separated. Owing to the good conductivity of 

activated carbon, the surface charging can be easily achieved by applying a voltage on the carbon 

electrodes as it is usually done in a carbon supercapacitor.    

1.1.4    Dissertation Outline 

Chapter 2 describes the synthesis and characterization of the PEEK-derived activated 

carbon. A series of activated carbon with different pore sizes and narrow PSDs is obtained. A 

convenient NMR method based on the NICS mechanism is established to characterize the PSD 

of the activated carbons, with the aid of DFT calculations to establish the quantitative 

relationship between the NICS value and the pore size. 

Chapter 3 reports the NMR measurement of the average ion concentrations inside the 

carbon nanopores for a series of sodium salts whose anions are chosen from the Hofmeister 

series. The specific ion effects on the electroneutrality breakdown are evaluated. The dependence 

of the ion concentrations on the surface charging is measured by the in-situ NMR on a carbon 

supercapacitor.   The role of ion-electrostatic ion-surface interactions and ion-ion correlations are 

discussed. 
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Chapter 4 focuses on the numerical calculation of the ion distributions inside the 

nanopores to elucidate the mechanism of the electroneutrality breakdown. The generalized PB 

equation accounting for the ion-specific interfacial interactions is solved both inside and outside 

the nanopores simultaneously. A new boundary condition permitting induced surface charge is 

employed.  

Chapter 5 reports the in-situ NMR observation of the ion permeation and dehydration in 

the voltage-gated carbon nanopores. A molecular-scale understanding is provided for the ion 

transport into nanopores whose size is comparable to the hydrated ion size, shedding lights on 

the physics of the interfacial specific ion effects in nanoconfinement.  

1.2       NMR Principles 

NMR is the main technique used in this dissertation to probe the molecular and ionic 

processes inside activated carbon nanopores. A brief review of the NMR principles is provided 

here before discussing the in-situ NMR results.   

1.2.1    Magnetization 

A nucleus with spin quantum number I has an angular momentum Ὅᴐ and magnetic 

moment ‘ ‎Ὅᴐ, where ᴐ is the Planck constant and ‎ is the gyromagnetic ratio. Table 1.1 lists 

the gyromagnetic ratios for nuclei relevant to this dissertation. When a nucleus is placed in an 

external static magnetic field B0 along the z-direction, the interaction energy splits into 2I+1 

levels 0 0mE B mm gÖ =-=- B̯  with the magnetic quantum number , 1, 1,m I I I I=- - + » -. In 

thermal equilibrium, the probability for the spin to stay on each energy level follows the 

Boltzmann distribution, 0exp( ) exp( )m

m

B B

E m
P

k T k T

g
´ - =

B̯
. The net magnetization of N non-

interacting spins is [140,141] 
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0

0

0

exp( )

exp( )

I

m I B

I

m I B

m
m

k T
M N

m

k T

g

g
g

=-

=-

=

ä

ä

B̯

̯
B̯

    (1.1) 

In the high temperature approximation, i.e. 0 Bk Tg̯B , this reduces to  

2 2

0

0

( 1)

3 B

N B I I
M

k T

g +
=

̯
      (1.2) 

Table 1.1: Nucleus gyromagnetic ratio and natural abundance [142] 

Nucleus Spin Natural Abundance (%) ( )6 -1 -1 10  rad s Tg Ö Ö  ( )-1MHz T
2

g

p
Ö  

1
H 1/2 ~100 267.522 42.577 

2
H 1 0.015 41.066 6.536 

11
B 3/2 80.1 85.847 13.663 

13
C 1/2 1.1 67.283 10.708 

15
N 1/2 0.37 -27.126 -4.317 

19
F 1/2 ~100 251.815 40.078 

23
Na 3/2 ~100 70.808 11.269 

 

The nuclear spin precesses along the external magnetic field and is governed by the 

Hamiltonian 

0 zH Ig=-B       (1.3) 

The precession angular frequency, known as the Larmor frequency, is 0Bw g=- . Here the 

positive and negative signs of ɔ mean different precession directions.  

If an oscillating magnetic field at the Larmor frequency is applied perpendicular to the 

static field, say 1 1 cos( )B B tw= x , the macroscopic net magnetization is then tipped away from 
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the z-direction. After the perturbation, the macroscopic net magnetization precesses along the 

static field B0 and generates an oscillating electromagnetic signal that can be picked up by a 

sensitive radio-frequency detector. This signal is often referred to as the free induction decay 

(FID).  

1.2.2    Relaxation 

Two relaxation processes are important in the NMR: the transverse relaxation and the 

longitudinal relaxation. In the classical picture, the Bloch equations describe the time evolution 

of the net magnetization:  

2

2

0

1

( )

( )

( )

x x
x

y y

y

zz
z

dM M

dt T
dM M

dt T
M MdM

dt T

g

g

g

= ³ -

= ³ -

-
= ³ -

M B

M B

M B

     (1.4) 

where T2 is the transverse relaxation time and T1 is the longitudinal relaxation time. After the 

perturbation which moves the net magnetization from z direction to ïy direction, the evolution of 

the macroscopic magnetization has the form: 

0 2

0 2

0 0 1

sin( )exp( / )

cos( )exp( / )

exp( / )

x

y

z

M M t t T

M M t t T

M M M t T

w

w

= -

=- -

= - -

    (1.5) 

For spin >1/2 nuclei such as 
23

Na, the electric quadrupole coupling plays a dominant role. 

For spin 1/2 systems, the most important relaxation mechanism is the through-space dipolar 

coupling between spins. The rotational and translational motion of the molecule results in a 

fluctuating magnetic field at the site of spins. For molecules containing only two spins of the 
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same type, such as 
1
H in H2O, the intramolecular dipole-dipole interaction dominates the 

relaxation process, and the relaxation times are given by [142] 

2

1

2

2

1 3
[ ( ) 4 (2 )]

10

1 3
[3 (0) 5 ( ) 2 (2 )]

20

b J J
T

b J J J
T

w w

w w

= +

= + +

    (1.6) 

where
2

0

34
b

r

m g

p
=-

̯
is the dipole-dipole coupling constant (r is the intramolecular distance 

between the two spins) and 
2 2

( )
1

c

c

J
t

w
w t

=
+

 

is the spectral density, i.e. the Fourier transform of 

the autocorrelation function (ct is the correlation time).  

1.2.3    Chemical Shift 

The local magnetic field that a spin sees is not exactly the same for all spins even when 

the external magnetic field 0B  is very uniform. It depends on the local electronic environment 

because electrons are magnetic. This results in changes in the Larmor frequency. The frequency 

shift depends on the magnetic field strength, but the ratio of the shift over the Larmor frequency 

is fixed, and this is called the chemical shift in diamagnetic materials, the Knight shift in metals, 

and the paramagnetic shift in paramagnetic materials. The expression for the chemical shift is as 

follows: 

0

0

w w
d

w

-
=       (1.7) 

where 0w  is the Larmor frequency of a reference compound. Tetramethylsilane (TMS) is usually 

used as the reference for 
1
H, 

13
C and 

29
Si.  

The chemical shift is very useful in probing the local structure and environment. In this 

dissertation, the chemical shift in two scenarios is of particular interest. One is the chemical shift 
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of hydrated ions which reveals important information on the hydration number. The other is the 

chemical shift in the activated carbon nanopores. The sensitive dependence of the chemical shift 

on the nanopore size provides a unique way to measure the PSD [139]. 
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CHAPTER 2        PROBING CARBON MICROPORES BY NUCLEUS INDEPENDENT 

CHEMICAL SHIFT  

An accurate determination of the PSD of activated carbon is a challenging problem, 

especially for the subnanometer-sized micropores. Here, a simple room temperature method is 

introduced for determining the PSD of activated carbons based on the 
1
H MAS NMR spectrum 

of adsorbed water. The observed NMR chemical shift is determined by the NICS mechanism. A 

DFT computation of the NICS yields a quantitative relationship between the observed chemical 

shift and the micropore size. This relationship provides a direct link between the lineshape of the 

1
H MAS spectrum and the PSD. 

2.1      Introduction  

Activated carbons (ACs) are widely used in many applications such as water treatment, 

chemical purification, catalysis, and energy storage devices [1]. All these applications depend 

strongly on the porous structure of carbons characterized by a complex network consisting of 

micropores (< 2 nm), mesopores (2 ~ 50 nm), and macropores (> 50 nm)[2]. In particular, the 

micropore network with characteristic pore sizes below 2 nm plays a crucial role. The adsorption 

isotherm measurement is the conventional approach to characterize the PSD. Among the probe 

molecules (He, Ar, N2, CO2, H2O etc.), the N2 adsorption at 77 K is the most frequently used for 

ACsô characterization [3]. Several theoretical models are employed to interpret such adsorption 

isotherms and to derive the surface area and PSD. Here, the most well-known is the Brunauer-

Emmett-Teller (BET) equation for the interpretation of the N2 adsorption isotherm. However, 
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this method fails in micropores where the micropore filling is an important adsorption 

mechanism but it violates the assumptions of the BET theory [2].  

Alternative methods such as the Dubinin-Stoeckli equation [4] have also been proposed 

to determine the PSD of micropores. However, this equation is semi-empirical. It is based on the 

assumption of a Gaussian PSD and requires the knowledge of the binding energy [4]. Recently, 

the relationship between N2 or Ar isotherms and the pore size has been predicted using the DFT 

[5-7]. This method needs information on the interaction potentials and requires isotherms 

measured at extremely low relative pressure P/P0<10
-5

 (P0 is the saturated vapor pressure) which 

is very time consuming. Besides the adsorption isotherm measurements, several other methods 

for characterizing the PSD of ACs have also been introduced, including the NMR cryoporometry 

[8], relaxometry [9], and diffusometry [10]. However, complicated experimental methods and 

techniques are required in these approaches.  

Simple characterization methods are highly desirable for a convenient and reliable 

measurement of carbon PSDs in the micropore range.  Here, a novel method is introduced to 

characterize the PSD by taking a room temperature 
1
H MAS NMR spectrum of a known quantity 

of water added to the AC sample. This approach is made possible by a DFT calculation of the 

NICS [11], which establishes a quantitative relationship between the micropore size and the 

NICS in ACs. This method is applicable to samples with graphite-like local internal surfaces 

which can produce a NICS. It only requires taking one 
1
H MAS spectrum of the water/carbon 

mixture and involves no additional knowledge such as the interaction potentials or adsorption 

mechanisms.   
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2.2      Experimental Details and DFT Calculation 

2.2.1    Sample Preparation  

The high temperature polymer PEEK  was used to prepare the ACs by a method slightly 

modified from the previously reported procedure [12]. The sample preparation process is divided 

into two steps: carbonization and activation. The carbonization process creates very small 

micropores and provides seeds for further micropore growth upon activation. The activation 

process enlarges the micropores by a high temperature H2O vapor reacting with the weak bonds 

in the carbonized sample. During the carbonization, 1 g of granulated Victrex
®
 PEEK

TM
 was 

placed in the center of a tubular furnace and heated under argon flow to 900°C with a ramp rate 

of 45°C/min.  After 30 min at 900°C, t he carbonized chunks were cooled down to room 

temperature under argon flow and then ground into fine particles of approximately 0.5 mm in 

diameter. The ground material was heated up again to 900°C and activated under the water vapor 

carried by the Ar gas flow for a chosen time period before cooling down to room temperature. A 

longer time activation leads to a larger micropore size and a larger burn-off value (BO), which is 

defined as the ratio of the mass reduction during the activation step to the sample mass before the 

activation but after the carbonization: ( )BO /c a cm m m= - , where am  is the mass after the 

activation and cm  is the mass before the activation but after the carbonization. The PEEK 

precursor loses approximately 50% of its mass in the carbonization step. The activated carbon 

sample is labeled based on its BO value, for instance, P-92 represents an AC sample with a BO 

value of 92%. Here ñPò represents the precursor PEEK. Figure 2.1 is a transmission electron 

microscope (TEM) image of the P-92 AC sample.  
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Figure 2.1: TEM image of a carbon sample with BO = 92% activated at 900°C . 

2.2.2    NMR Experiment  

The 
1
H MAS NMR spectrum was recorded on a 9.4 T magnet (400 MHz for 

1
H) with a 

TECMAG APOLLO spectrometer and a Chemagnetics 4mm MAS probe. About 10 mg carbon 

powder was loaded into the MAS rotor with an air tight O-ring plug. The 
1
H spectrum was 

acquired at a spinning speed of 8 kHz (all NMR spectra in this chapter were taken under 8 kHz 

MAS unless otherwise specified). A background 
1
H MAS spectrum of the dry sample stored in a 

desiccator was first recorded. It had a weak featureless broad peak of 60 ppm, containing about 

204 10³  protons/gram, and was subtracted from all the spectra presented in this chapter. After 

that, a known amount of distilled water was injected into the sample-containing MAS rotor using 

a syringe. Water was adsorbed in the micropores immediately after the injection and the sealed 

sample reached equilibrium in less than 5 min as monitored by the NMR spectra. The amount of 

water added to the AC sample was determined both by the volume of injected water and by 

measuring the weight change of the MAS rotor. To verify the reversible water adsorption in the 



 
 

25 
 

micropores, the sample was dried in a desiccator for 48 hours after the NMR experiment and the 

background spectrum was taken again. The two background spectra (before adding water and 

after drying in a desiccator) were identical, indicating that no permanent chemical bonds are 

formed in the process of the experiment. The water loading was also implemented by placing AC 

samples in a saturated water vapor at room temperature for 20 hours. The 
1
H MAS spectra of 

water loading by the vapor adsorption and by the liquid injection were compared. 

2.2.3    DFT Calculation Approach 

All the DFT computation results were obtained using Gaussian 09-b01 [13]. The internal 

surface structure of ACs was mimicked by the central carbon ring of the circumcoronene 

molecule (shown in Figure 2.2). The circumcoronene structure was optimized at the B3LYP/6-

311G(d) level [14]. The NICS was computed by the Gauge-Independent Atomic Orbital (GIAO) 

method [15-19]. The ghost atom [20] used to probe the NICS was placed at three different 

locations in the center ring, namely, above the ring center, above the carbon atom and above the 

C-C bond center, as illustrated in Figure 2.2. At each location, the NICS value was evaluated as a 

function of the distance to the carbon surface.  

 

Figure 2.2: The molecular structure of circumcoronene and the three locations of the ghost atom 

(purple dots). 
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2.2.4    Chemical Shift Mechanism in AC Micropores 

The chemical shift mechanism resulting from the interatomic ring current, such as that of 

a benzene molecule [21],  has been recognized for a long time [22,23]. The diamagnetic response 

of the cyclic conjugated ʌ electrons in benzene to the applied magnetic field leads to an upfield 

chemical shift [21,23]. This effect has been observed in 
1
H NMR spectra for several different 

adsorbates, such as hydrogen [24], water [25], ammonia [26] and others, on the surface of 

aromatic systems. Since the chemical shift is due to the diamagnetic and paramagnetic effects of 

the ring current associated with the aromatic and anti-aromatic compound, it is independent of 

the probe atom. An upfield NICS value indicates the existence of a diatropic ring current [27]. 

Therefore the so-called NICS index is widely used for characterizing the aromaticity and 

antiaromaticity [11,27,28].  

As expected, there is also a large NICS effect in ACs. Figure 2.3 shows the static 
1
H, 

19
F, 

and 
23

Na spectra of a 1M NaBF4 aqueous solution injected into a P-40 sample. Two well-

resolved peaks are clearly observed in all three spectra. The left peak of the 
1
H spectrum, peak A, 

is due to the water stored in large mesopores and/or macropores. It is slightly shifted upfield by 

0.1 ppm compared to that of the bulk water due to the isotropic bulk magnetic susceptibility 

effect. Since the whole sample experiences the identical isotropic bulk magnetic susceptibility 

effect, it is suitable to use peak A as a reference for measuring the NICS value. Setting the 

chemical shift of the left peak as 0 ppm for all three nuclei, the right peaks, peak B, on all three 

spectra exhibit the same chemical shift of -7.7 ppm. Peak B is associated with the water adsorbed 

inside the micropores [25]. The upfield shift of peak B with respect to peak A is due to the NICS 

effect [21-23]. It is not related to any effect of chemical bonding since all three nuclei exhibit the 

same chemical shift.  
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Figure 2.3: Static 
1
H, 

19
F, 

23
Na spectra of a P-40 AC sample filled with 1 M NaBF4 solution. The 

left peak (peak A) is set as the reference (0 ppm) and the right peaks (peak B) of all three nuclei 

exhibit the same chemical shift of -7.7 ppm due to the NICS effect. 

2.2.5    DFT Calculation of NICS 

The NICS value as a function of the distance between the probe atom and the carbon 

surface (carbon atom center), ()rd , can be obtained from the DFT calculation [29]. Here the 

central carbon ring of the circumcoronene molecule is used to model the carbon micropore 

surface (Figure 2.2). The shielding tensor of the NICS can then be calculated using the DFT 

method at the position specified by the NICS probe atom. The calculation result of ()rd  is 

shown in Figure 2.4a. The NICS at three different locations, namely, above the ring center, 

above the carbon atom and above the C-C bond center, are nearly identical when the distance r is 

larger than 0.32 nm. Since the water molecule cannot approach the surface closer than this 

distance, ()rd  is assumed to be independent of the horizontal position on a graphitic surface. 

For the convenience of calculation, ()rd  is fitted empirically in the region 0.3 nm 3.0 nmr¢ ¢

with a stretched exponential function
 
() ( )0exp /r A r r

b
d è ø= -

ê ú
. An excellent fitting is obtained 
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with the parameter 24.6 1.2 ppmA= ° , 0 0.23 0.01 nmr = ° , and 0.75 0.02b= °  as shown in 

Figure 2.4a. 
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Figure 2.4: (a) The dependence of the NICS on the distance from the molecule to the surface 

obtained by a DFT calculation. Three probe atom locations are used: over the ring center, over 

the carbon atom, and over the bond center of the central carbon ring of circumcoronene. The 

solid line is an empirical fit of the numerical ()rd  with () ( )0exp /r A r r
b

d è ø= -
ê ú

. The inset 

shows the difference between the DFT calculation and the fit. (b) The relationship between the 

pore size d (atom center to center for a slit-shaped pore) and the averaged NICS avgd  deduced 

from Eq. (2.2). The solid line is an empirical fit of the numerical result with Eq. (2.3). The inset 

shows the difference between the values from Eq. (2.2) and Eq. (2.3). 
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2.2.6    NICS Averaging in Slit-Shaped Pores 

A simple exchange model is assumed to correlate the NICS-related isotropic chemical 

shift with the pore size. As shown in Figure 2.5, inside a slit-shaped pore [30], water molecules 

are distributed throughout the internal space of the micropores. On the NMR timescale of 10 ms, 

a water molecule can explore all the nanopore space because of its fast translational motion. 

Since the NICS is a function of the distance from the molecule to the surface, as shown in Figure 

2.4a, the measured NICS-related isotropic chemical shift of a fully filled micropore is the NICS 

averaged over the pore space and can be calculated as 

()
() ( ) ()

2

d w d w d w

w w w
avg d w d w d w

w w w

r dr d r dr r dr

d

dr dr dr

d d d

d

- - -

- - -

-

= + =
ñ ñ ñ

ñ ñ ñ

   (2.1) 

where  avgd  is the averaged NICS, d is the pore width (from carbon center to carbon center) of 

the slit-shaped pore, and w, chosen as 0.32 nm [24], is the closest distance between the water 

hydrogen and the carbon layer. The NICS contributions from both the carbon surfaces are taken 

into account in Eq. (2.1). 

 

Figure 2.5: Illustration of water molecules inside a slit-shaped pore of width d (carbon center to 

carbon center). w is the closest distance that water molecules can approach the surface. 
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2.2.7    Correlation between the Pore Size and the Chemical Shift  

By plugging () ( )0exp /r A r r
b

d è ø= -
ê ú

 into Eq. (2.1), the averaged NICS value, ‏ , can 

then be calculated as a function of the pore size d by 

() ( )0/2

2

d w
r r

avg

w

A
d e dr

d w

b

d
-

-
=
- ñ                                (2.2) 

The function in Eq. (2.2) can be inverted numerically to obtain the dependence of the 

pore size d on ‏  and this numerical result is shown in Figure 2.4b. Again, for the convenience 

of future usage, the numerical result of d versus ‏  is fit ted empirically with the following 

function 

( ) ( )1 1 2 2 0exp / exp /avg avgd A A dd d d d= - + - +    (2.3) 

The fitting parameters are 1 16.1 0.2 nmA = ° , 1 0.531 0.008 ppmd=- ° , 2 3.83 0.05 nmA = ° , 

2 3.75 0.06 ppmd=- °  and 0 0.57 0.01 nmd = ° . As shown in Figure 2.4b, an excellent fit is 

achieved. Figure 2.4b shows that the water contained in the mesopores larger than 3 nm produces 

a NICS value less than 2 ppm, which will contribute to peak A rather than peak B due to its 

exchange with the intergranular water. Peak B corresponds to the water contained in the 

micropores ( 2 nmd¢ ). 

A complete micropore filling is important for the application of this model, especially for 

large micropores. Figure 2.6a compares the 
1
H MAS NMR spectrum of a P-0 sample with water 

adsorbed under saturated water vapor pressure for 20 hours with that by liquid water injection. 

After 20 hours exposure to the saturated water vapor, the mass ratio of the adsorbed water to P-0 

is 0.19. Its spectrum shows a single peak B and the water is only adsorbed into the micropores. 

The AC external surface is hydrophobic therefore no significant water condensation occurs. The 
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internal surfaces of all the accessible micropores have a graphite-like surface structure, giving 

rise to a nearly identical NICS. Further water injection with a syringe increases the water to AC 

mass ratio from 0.19 to 0.39. At this point, peak A emerges, but peak B remains the same. This 

indicates that the micropores are already fully filled with water during the 20-hour exposure to 

the saturated water vapor. The additional water injected only goes to the large mesopores and/or 

macropores, giving rise to peak A. For comparison, liquid water is injected into a dry P-0 AC 

sample directly and the spectrum (Figure 2.6a) shows an identical peak B with that after 20-hour 

exposure to the saturated water vapor. Thus, the water injection method also results in fully filled 

micropores.  

Figure 2.6b shows the 
1
H MAS NMR spectra of a P-92 AC sample filled with different 

amount of water by the liquid water injection using a syringe. Here, peak B appears first and 

grows in intensity as the amount of adsorbed water increases. After the mass ratio of water to 

carbon reaches 1.42, peak A starts to emerge while peak B stops growing. It is noticed that in 

Figure 2.6b, peak B shifts gradually toward a smaller NICS value as its intensity increases with 

increased water filling. A 0.7 ppm chemical shift difference is observed between the spectra of 

partially filled and fully filled P-92. When a small amount of water is initially added into the 

micropores, water molecules are preferentially adsorbed on the surface and spend, on average, 

more time near the surface where the NICS effect is large. With more water added, the pore 

space is gradually filled up and the water distribution averaged over time is close to the volume 

average used in Eq. (2.1). Therefore, the measured NICS-related isotropic chemical shift (shift of 

peak B with respect to the shift of peak A) of a fully filled micropore would have a less negative 

value (lower field) compared to that of a partially filled micropore, as shown in Figure 2.6b.  
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Figure 2.6: (a) 
1
H MAS spectra of water in a P-0 AC sample with different water filling methods: 

Adsorption in saturated water vapor pressure (black), vapor adsorption followed by liquid water 

injection (red); liquid water injection by a syringe (blue). The inset shows the overlay of the 

three spectra. The identical peak B indicates that the micropores are fully filled by each method. 

(b) 
1
H MAS spectra of water in a P-92 AC sample at different water filling level with 

water/carbon mass ratio ranging from 0.38 to 1.83. The chemical shift of peak B at low filling 

level (0.38) differs by 0.7 ppm from that of fully filled  micropores (mass ratio 1.42 and above). 

There are some sharp peaks in peak A, which are probably due to water in mesopores or 

intergranular space that are resolved under MAS.  



 
 

33 
 

2.2.8    Micro pore Volume 

The amount of water adsorbed inside the micropores can be measured quantitatively by 

the NMR and can be used to calculate the micropore volume. Since the 
1
H MAS NMR spectra 

clearly resolve the peak associated with the water in the micropores from the peak associated 

with the water outside, the amount of water inside the micropores can be easily determined from 

the known amount of the added water and the ratio of peak B intensity versus the total spectral 

intensity. The total micropore volume per unit mass of AC sample, /B sV m , can be calculated by  

1 wB B

s w total s

mV A

m A mr
= Ö Ö       (2.4) 

where wm  and sm  are the water mass and the AC sample mass, respectively, 
30.9 g/cmwr=  is 

the water density in micropores [31], totalA  is the total spectral intensity, and BA  is the intensity 

of peak B. 
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Figure 2.7: 
1
H MAS spectra of water-filled AC samples. BO values are indicated in the figure. 
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After the pore size d as a function of ‏  being established, it is straightforward to 

calculate the dominant pore size of the micropores in an AC sample using the chemical shift of 

peak B. The 
1
H spectra of water-filled ACs samples with different BO values are shown in 

Figure 2.7. Table 2.1 summarizes the information extracted from the spectra including the 

measuredavgd  and the corresponding pore size d, as well as the micropore volume and the 

micropore surface area. The pore size defined as the surface to surface distance is determined by 

* 0.34 nmd d= - where the carbon atom diameter, 0.34 nm, is taken from the solid-solid 

Lennard-Jones interaction parameter [32]. The micropore internal surface area is calculated from 

the pore volume and the pore width 
*d  by 

*

2 B

s

V
S

m d
=

Ö
       (2.5) 

The 92% and 0% BO AC samples are also characterized by the nitrogen adsorption 

isotherms (Figure 2.8). The typical Type I adsorption isotherm indicates that the dominant pore 

type is the micropore. The BET area (5 points fitting at the relative pressure range from 0.05 to 

0.3) and the total pore volume of the 92% BO sample are 
22888 m gand 1.55 cm

3
/g, 

respectively. The 0% BO sample has 
30.18 cm g total pore volume. The micropore volume 

calculated by the MAS NMR method agrees very well with the nitrogen adsorption method in 

both the 92% and 0% BO samples as shown in Table 2.1. As discussed in section 2.3.4, the 

internal surface of all accessible micropores has graphite-like structure, thus the specific surface 

area (SSA) of the AC samples should be smaller than the theoretical SSA of graphene (2360 

m
2
/g). Therefore, the SSA of the 92% BO sample calculated by the present method (

21912  m g ) 

is quite reasonable.  
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Figure 2.8: Nitrogen gas adsorption isotherms of 0% BO and 92% BO AC samples. P/P0 in the x-

axis is the relative pressure of nitrogen gas at 77K.  

Table 2.1: The MAS NMR characterization of AC samples with different BO values. The 

chemical shift of peak B is referred to water 
1
H outside the nanopores. d is the carbon pore size 

from carbon center to carbon center assuming a slit-shaped pore. d*= d-0.34 nm is the effective 

pore size from carbon surface to carbon surface.  

BO(%) 
1
H peak B 

center  (ppm) 

Pore size d  

(nm) 
Pore size  

*d  

(nm) 

Micropore 

Volume 

(cm
3
/g) 

Micropore 

surface area 

(m
2
/g) 

0  -9.3  0.92 0.58 0.19  642  

15  -8.3  1.02 0.68 0.25  747  

29  -7.2  1.15 0.81 0.38  928  

42  -6.5  1.25 0.91 0.51  1117  

54  -5.8  1.38 1.04 0.67  1290  

65  -5.3  1.47 1.13 0.88  1553  

74  -4.8  1.59 1.25 1.00  1603  

82  -4.4  1.71 1.37 1.18  1719  

89  -4.3  1.74 1.40 1.39  1992  

92  -3.9  1.89 1.55 1.48  1912  

 

2.2.9    Peak Broadening and PSD 

Compared with the static spectra, the full width at half maximum (FWHM) of the 
1
H 

spectrum under MAS is significantly reduced from 4.6 ppm to 1.3 ppm, as shown in Figure 2.9. 
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Although the peaks of both the static and MAS spectra have the same average chemical shifts, 

the large anisotropic broadening in the static spectra obscures the contribution of the intrinsic 

NICS distribution associated with the PSD. In the MAS spectra, the anisotropic broadening is 

removed [33] and the linewidth of peak B is dominated by the PSD. The transverse relaxation 

time T2 under MAS is about 6 ms, which contributes to an intrinsic line broadening of 0.13 ppm. 

This is much smaller compared to the observed FWHM of 1.3 ppm, indicating that the peak 

width is mainly determined by the NICS distribution. Therefore, it is possible to derive the PSD 

from the MAS spectrum. 

6 4 2 0 -2 -4 -6 -8 -10 -12

Chemical Shift (ppm)

 MAS

 Static

 

Figure 2.9: The 
1
H spectra of water in a P-92 AC sample. The static spectrum (dashed line, red) 

has a FWHM of 4.6 ppm and the MAS spectrum (solid, black) has a FWHM of 1.3 ppm. 

The function of the pore volume versus the pore size, ()V d , is needed to calculate the 

PSD. The pore volume distribution function ()V d  can be calculated from the MAS NMR 

lineshape ()I d  by 

() () () () ()d d ' dV V d d I d I d dd d d d= ´ =ñ ñ ñ     (2.5) 
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Therefore, () () ()'V d I dd d´ . This relates the PSD, ()V d , to the MAS NMR lineshape ()I d  

and the chemical shift-pore size relationship()' dd , where ()' dd  can be obtained directly by 

taking the derivative of the function in Eq. (2.2) with respect to d. The NMR spectra in Figure 

2.7 can then be transformed into the PSDs, which are shown in Figure 2.10. The distribution is 

scaled so that the area under the curve is proportional to the total pore volume listed in Table 2.1.  

1.0 1.5 2.0 2.5 3.0 3.5

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

 

 

P
S

D
 (

c
m

3
/g

/n
m

)

Pore Size (nm)

 0   wt% BO

 15 wt% BO

 29 wt% BO

 42 wt% BO

 54 wt% BO

 65 wt% BO

 74 wt% BO

 82 wt% BO

 89 wt% BO

 92 wt% BO

 

Figure 2.10: The PSDs obtained from the 
1
H MAS NMR spectra. As the BO value increases, the 

average pore size and the PSD increases. For the 15 BO and 29 BO samples, the pore size is not 

very uniform because the activation extent is not the same for the interior and the edge of an 

PEEK particle.    

Since the NICS effect is a local effect, it does not require the surface to be graphite-like 

continuously over a large scale. It is important to realize that the NICS NMR porometry 

technique is not an atomic-scale structural imaging technique. It probes the local structure 

averaged over a certain length scale and measures the average pore size over that length scale. 

The carbonization temperature is a crucial parameter in the sample preparation for making the 

surface locally graphite-like. All the AC samples discussed in this work are carbonized at 900 
o
C. 
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Graphitic crystalline domains can be clearly observed in the TEM image for samples carbonized 

at a temperature above 1000 
o
C (Figure 2.11). High carbonization temperature makes the atomic 

hybrid orbital predominantly sp
2
-like rather than sp

3
-like, and makes the graphite-like domain 

larger. The structural model employed for the NICS calculation is circumcoronene. A larger 

graphite-like domain could give rise to a slightly larger (on the order of 1 ppm [29]) NICS effect. 

This would give rise to an uncertainty in the determined pore size of approximately 0.08 nm (or 

8%) for an average pore size of 1 nm (carbon atom center to center) and 0.36 nm (or 18%) for an 

average pore size of 2 nm (carbon atom center to center). 

 

Figure 2.11: A TEM image of a 0% BO sample carbonized at 1100 
o
C. Graphitic crystalline 

domains can be clearly observed. 

As mentioned above, the NMR porometry based on the NICS measures the average pore 

size over a certain length scale. This length scale of the averaging is determined by the diffusion 

length l of the probing molecule (H2O in the current experiment) over the NMR time scale (Ὕᶻ , 

which is about 600 ɛs in the activated carbon system. Since the diffusion coefficients of water 

molecules and BF4
ï
 ions inside the AC micropores are on the order of 10 210 m s-  [34,35] and 
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12 210 m s-  [36] respectively, the estimated diffusion range during the NMR time scale is about 

600 nm for water and 60 nm for BF4
ï
.  

Figure 2.12 compares the lineshape of the 
1
H and 

19
F spectra. The spectra are scaled to 

have a similar intensity in peak B for the convenience of lineshape comparison. As we can see, 

1
H and 

19
F have very similar lineshape except for the small hump on the right shoulder of the 

1
H 

spectrum. This is due to some small micropores that are accessible to water but not to the BF4
ï
 

ions. The similar lineshape between 
1
H and 

19
F spectra indicates that the length scale of the 

averaging in the NICS NMR porometry technique is around 60 nm or less. The diffusion of 

water molecules can be restricted within micropores by barriers such as the pore throats. As it 

was reported [37], when the probe molecules enter the micropore space, they tend to stay in this 

space and the diffusion coefficient of the probe molecules confined inside the AC micropores 

can be very small ( 13 24 10 m /s-³  for ethanol) and the length scale of averaging can be even 

smaller than 60 nm.  
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Figure 2.12: 
1
H, 

19
F MAS spectra of a P-32 AC sample filled with 1M NaBF4 solution. 
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Nevertheless, the PSD measured by the NICS NMR porometry is a course-grained one 

over the length scale of the diffusion averaging. In the AC samples where micropores and 

mesopores are mixed in a very short length scale, for example, less than l0 nm, the NICS NMR 

porometry would then provide a pore size averaged over the micropores and the mesopores. In 

this case, peak B will merge with peak A and this could occur in the samples with a very high 

BO value [24]. Figure 2.13 compares the water 
1
H spectra in P-89 and P-94 AC samples. There 

is clearly a qualitative change in the 
1
H spectrum of P-94 AC sample. Here, peak B nearly 

collapses and merges with peak A. The high degree of activation creates a lot of open structures 

where water molecules can effectively go through the micropores and the mesopores over the 

time scale of Ὕᶻ, causing the merging of peak A and peak B. This averaging effect gives rise to a 

seemingly smaller micropore volume in P-94 even though the BO value is higher. In this case, 

the present technique is no longer effective for a quantitative pore structure characterization. 

 

Figure 2.13: The 
1
H spectra of water in P-89 (dash-dotted line) and P-94 (solid line) AC samples. 

The intensity (spectral area) is scaled by the water/AC mass ratio. 
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2.3      Conclusions 

NMR is a powerful tool for studying porous media. The NICS NMR porometry technique 

introduced here is suited for investigating activated carbons with pore size smaller than 2 nm, a 

challenging pore size range for traditional characterization methods. This simple technique offers 

information on the pore size, PSD, pore volume, and surface area. It is based on a room 

temperature 
1
H MAS NMR spectrum of H2O adsorbed in the carbon micropores. Because of the 

NICS effect, a distinct chemical shift is identified for H2O molecules adsorbed inside the 

micropores. The total micropore volume of the ACs can be calculated from the intensity of the 

peak associated with water in micropores and the total amount of water added to the sample. A 

straightforward relationship between the PSD and the lineshape of the MAS NMR spectrum is 

established, allowing the determination of the PSD from the lineshape of the 
1
H MAS NMR 

spectrum. All these are made possible by DFT calculations which establish the function of the 

NICS versus the distance between the probe atom and the graphitic surface. It is expected that 

this function is widely applicable for materials with local surface structures similar to a graphitic 

surface, so the only remaining task in the future usage of this method is to take a room 

temperature 
1
H MAS spectrum with a known quantity of water added to the sample. From this, 

the micropore size distribution can be derived in a straightforward way. 
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CHAPTER 3        ELECTRONEUTRALITY BREAKDOWN AND SPECIFIC ION 

EFFECTS IN NANOCONFINED AQUEOUS ELECTROLYTES  

In the previous chapter, a unique NMR method was established to identify nanoconfined 

molecules in activated carbons. Here I take advantage of this to selectively investigate various 

sodium salts aqueous electrolytes in nanoconfinement where the interfacial interactions play 

critical roles. Specifically, I study how the ion distribution in nanopores is affected by the 

nonelectrostatic interactions. This is a challenging problem that cannot be approached by other 

experimental techniques.  

3.1      Materials and Methods  

3.1.1    Nanoconfined Electrolytes Preparation 

Similar to Chapter 2, the high quality nanoporous carbon derived from PEEK polymer 

was used to provide the hydrophobic nanoconfinement. Unless specified, all results discussed in 

this chapter were obtained on activated carbon P-40, which has an average pore size of 0.9 nm 

determined by the MAS NMR method introduced in the previous chapter. Activated carbon P-92 

(average pore size 1.9 nm) was also used and was specified when it was encountered. 

A series of sodium salts was purchased from Sigma-Aldrich and used as purchased 

without further purification. The purity is >99.0% expect for NaBF4 (>98%). The aqueous 

electrolytes were prepared to contain 1 mol kg
-1

 Na
+
 cations except for NaF (0.8 mol kg

-1
 

because of its lower solubility in water). A simple procedure was followed for preparing the 

nanoconfined aqueous electrolyte. In general, 30 ɛL electrolyte was injected into 20 mg P-40 

sample. The mixture was then tightly sealed in an NMR sample tube. P-40 has a pore volume of 
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0.5 cm
3
 g

-1
 therefore 30 ɛL electrolyte is sufficient to fill the nanopores and about two thirds of 

the electrolyte is left in the intergranular space. 

3.1.2    Static NMR on Uncharged P-40  

The 
1
H, 

23
Na, 

19
F (for NaF and NaBF4), and 

15
N (for NaNO3, 

15
N enriched) static spectra 

on the electrolyte/P-40 mixture were measured with a 400 MHz pulsed NMR system at room 

temperature (293 K). A single-pulse sequence was used for the measurement and the last delay 

was set long enough so that the signal was fully recovered after each scan. The acquisition of the 

FID signal was started at 5 ɛs after the 90 degree pulse. The 90 degree pulse of Na
+
 inside the P-

40 nanopores was shown to be the same as Na
+
 in the intergranular space as well as in the pure 

aqueous electrolyte solution. In addition, there were no 
23

Na sidebands under 7 kHz MAS. All 

these indicate that the quadrupole interaction effect is negligible here for the 
23

Na NMR.  

16 12 8 4 0 -4 -8 -12 -16 -20
23

Na chemical shift (ppm)

 NMR spectrum

 Na
+
 out of pore

 Na
+
 in pore

 peak sum

 

 

Figure 3.1: The deconvolution of 
23

Na spectrum to obtain the intensities of ions inside and 

outside the nanopores.  
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To calculate the ion concentrations inside nanopores, the two peaks in the 
23

Na NMR 

spectrum ï representing ions in the nanopores and ions in the intergranular space, respectively ï 

are deconvoluted to obtain the intensities Ain (inside nanopores) and Aout (outside nanopores), as 

demonstrated in Figure 3.1. Since the total number of Na
+
 cations (ntot) associated with the entire 

NMR spectrum is known based on the amount of the injected electrolyte, the portion inside the 

P-40 nanopores could be calculated by 

ὲ ὲ                         (3.1) 

Using the same procedure the amounts of water inside and outside nanopores can be determined. 

From these numbers the Na
+
 concentration c inside the P-40 nanopores can be calculated. The 

concentrations of BF4
ï
 and NO3

ï
 inside and outside the nanopores can be determined similarly.  

3.1.3    In -situ NMR on P-40 Supercapacitor  

As a model system to investigate electrolyte properties under nanoconfinement, the 

electric conducting property of the activated carbons is an additional benefit which allows a fine 

control of the surface charge to tune the electrostatic interactions. This is achieved by 

incorporating a device similar to a supercapacitor [1-3] into the NMR probe. The modified 

supercapacitor design is shown in Figure 3.2. The supercapacitor consists of two electrodes made 

of pure P-40 separated by a glass fiber and immersed in the aqueous electrolyte (1 mol kg
-1

 

NaBF4 or NaNO3). Each electrode is 3 mm long and 2.5 mm in diameter. One electrode is 

shielded with a copper foil so that the detected NMR signal comes only from a single electrode. 

Voltage is applied between the two electrodes. In the charging process, cations are driven away 

from the surface and anions are attracted to the surface on the positive electrode such that the net 

ionic charge on the electrolyte side balances the electric charge on the carbon surface.  
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Figure 3.2: An illustration of the modified supercapacitor built into the NMR probe for 

controlling the P-40 surface charging. The device consists of two P-40 electrodes immersed in 

the electrolyte and separated by a glass fiber. One electrode is covered by a copper foil to enable 

a single-electrode NMR measurement which is carried out in-situ when voltage is applied 

between the two electrodes. 
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Figure 3.3: Plots of charging voltage vs. time and current vs. time. The voltage is increased by 

0.1 V every 4 hours. A current spike is observed immediately after the voltage increase because 

of the capacitive charging. The charging process usually takes about 2 h because the device is 

not optimized for fast charging (no binder or carbon black is added to increase the conductivity 

and the electrode is very long). The electric current is not zero after 2 h probably due to the 

leaking current or some slow processes in the nanopores. Such slow processes are usually not 

useful for supercapacitors that undergo fast charging or discharging. So the spectrum taken after 

3.5 h charging is used for analysis. 
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In-situ 
19

F and 
23

Na NMR experiments are carried out on a homemade probe which is 

equipped with a charging system controlled by Labview. The P-40 supercapacitor is charged 

from 0 V to 1.0 V with a step of 0.1 V. Figure 3.3 shows the typical curves of charging voltage 

vs. time and current vs. time. Each constant voltage step is held for 4 hours. A current spike is 

observed immediately after voltage is increased, indicating the capacitor charging. The current 

drops to a small value after about 2 hours, indicating equilibrium is reached. The small current is 

probably due to leakage or slow ionic processes in the ultromicropores. The static NMR spectra 

are acquired after 3.5 h charging for each step. For the 
19

F NMR, the spin-lattice relaxation time 

(T1) is 0.7 s and the last delay is 5 s. For 
23

Na, T1 is 20 ms and the last delay is 0.5 s. The 

charging has little effect on T1, Ὕ
ᶻ, and the 90 degree pulses for both 

19
F and 

23
Na.   

3.2      Results and Discussions 

3.2.1    Electroneutrality Breakdown in Nanoconfinement 

Figure 3.4 shows the normalized ion concentrations, c/c0, where c is the average ion 

concentration in the nanopores and c0 is the injected electrolyte concentration (1mol kg
-1

 except 

for NaF 0.8 mol kg
-1

 due to its lower water solubility), for NaF, NaNO3, NaBF4 electrolytes in P-

40 and NaBF4 electrolyte in P-92. One of the surprising phenomena revealed by measurements 

shown in Figure 3.4 is the drastic concentration difference between the cation and the anion, 

particularly significant in the nanoconfined aqueous electrolytes of NaNO3 and NaBF4. The 

concentration inside nanopores is c/c0=1.92 for BF4
ï
 and c/c0=0.64 for Na

+
. In the larger pore 

sample of P-92, the ion concentration inside the nanopores is c/c0=1.34 for BF4
ï
 and c/c0=0.70 

for Na
+
. The anomalous concentration difference is a strong indication of the neutrality 

breakdown of the total charge inside the nanopores. As expected, the extent of electroneutrality 
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breakdown is less in P-92 which has larger pores. Nevertheless, the electroneutrality breakdown 

is still significant.   
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Figure 3.4: The cation and anion concentrations of NaF, NaNO3, and NaBF4 electrolytes inside 

the P-40 nanopores. The NaBF4 electrolyte in a larger pore size sample (P-92) is also shown for 

comparison. The error bar is calculated using the error propagation method taking into account 

the standard error of the NMR spectrum deconvolution.   

The possibility that the electrolyte neutrality might be maintained by other ions such as 

H
+
, OH

ï
 or the trace impurities can be ruled out in the current experimental approach. Take NaF 

electrolyte in P-40 as an example to estimate the amount of H
+
 and OH

ï
. The PEEK-derived 

activated carbon is of high quality and has a low density of surface functional groups [4,5]. So all 

the H
+
 and OH

ï
 in this system are from water dissociation (depending on the point of zero charge 

and pH, the activated carbon can be positively or negatively charged, but the source of the charge 

still comes from water dissociation and the subsequent adsorption of H
+
 or OH

ï
). Since only a 

limited electrolyte is injected into the activated carbon, the electrolyte amount in the 
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intergranular space is only about three times the amount inside the carbon nanopores. The 

intergranular electrolyte pH is measured to be 10 in the slurry. Therefore the net charge due to 

H
+
 and OH

ï
 inside the carbon nanopores is at most 43 10-³  mol kg

-1
, which is negligible 

compared to the ion concentration inside the nanopores (Na
+
 0.17 mol kg

-1
, F
ï
 0.24 mol kg

-1
). 

Similar estimate can be applied to other ions and the trace impurities (less than 1%) in the as-

purchased chemicals. Even if the impurities are all segregated into the nanopores, the maximum 

concentration is at most four times the impurity concentration in the bulk electrolyte. This would 

give rise to an estimated impurity concentration of 0.04 M, which is insignificant compared to 

the charge imbalance on the order of 0.5 M. This shows that the electroneutrality breakdown 

inside the carbon nanopores is an intrinsic property of the nanoconfined aqueous electrolytes in 

this system.  

3.2.2    Specific Ion Effects on Ion Concentrations 

Another intriguing phenomenon beyond the electroneutrality breakdown revealed by the 

data in Figure 3.4 is the strong influence of anions on the Na
+
 concentration. Although the 

experiments are carried out with similar electrolyte concentrations and electrolyte/carbon ratios, 

the Na
+
 concentrations vary significantly among different electrolytes. The Na

+
 concentration for 

the NaF electrolyte in nanopores is highly suppressed while that for NaNO3 is very close to the 

injected electrolyte concentration. It is interesting to note that the anion concentration increases 

in the order F
ï
 < NO3

ï
 < BF4

ï
 with F

ï
 concentration being also highly suppressed in the 

nanopores while NO3
ï
 and BF4

ï
 concentrations being greatly enhanced. The F

ï
 < NO3

ï
 < BF4

ï
 

ranking based on their concentrations is fully consistent with the ranking of the Hofmeister series 

where the anions are known to have different affinities toward a hydrophobic surface [6].  
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Figure 3.5: The Na
+
 concentration inside nanopores for different sodium salt electrolytes plotted 

in the sequence of the Hofmeister series. The error bar is deduced using the same method 

described in Figure 3.4.  

The systematic test on a series of sodium salt electrolytes, whose anions are chosen from 

the Hofmeister series SO4
2ï

 < F
ï 
< Cl

ï
 < Br

ï
 < NO3

ï 
< I
ï 
< BF4

ï
 < ClO4

ï
, provides more insights 

into the anion-dependent Na
+
 concentrations inside nanopores. The normalized average Na

+
 

cation concentration c/c0 for the sodium salt series is shown in Figure 3.5. The Na
+
 concentration 

in the nanopores increases gradually from Na2SO4 to NaClO4 following the anion Hofmeister 

series with NaNO3 being a clear exception (and slightly for NaI). It is of note that the Na
+
 

concentration in the nanopores is highly suppressed to c/c0<0.2 for Na2SO4 and NaF, <0.4 for 

NaCl and NaBr, and <0.7 for NaI and NaBF4. Even though I
ï
 and BF4

ï
 are ranked to the right 

side (the chaotropic side) of NO3
ï
 in the Hofmeister series, c/c0 =0.86 for NaNO3 is significantly 

higher than that of NaI and NaBF4. It is also of note that unlike other electrolytes, the Na
+
 

concentration in nanopores for NaClO4 is substantially enhanced (c/c0=1.32) compared to the 

bulk electrolyte concentration. Because a limited amount of electrolyte is added to the sample, 

the Na
+
 concentration outside the nanopores also differs from c0. The Na

+
 concentration in 
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nanopores normalized by that outside the nanopores shows slightly different values from c/c0. 

But the trend of the Na
+
 concentration increase as well as the NaNO3 anomaly remains the same.    

The strongly anion-dependent Na
+
 concentration inside the carbon nanopores revealed by 

the quantitative NMR analysis demonstrates the intriguing interplay between cations and anions. 

Na
+
 is a strongly hydrated cation with a hydration free energy of -87 kcal/mol, hydration number 

of 5 to 6 in the first hydration shell [7,8], and no affinity toward a hydrophobic surface [9]. In 

fact, the strong hydration leads to a free energy barrier of several kBT (T=300 K) or higher for 

Na
+
 ions to enter a hydrophobic nanopore with the diameter less than 2 nm [10]. This is clearly 

reflected by the low value of c/c0<0.2 for Na
+
 in NaF. Theories predict F

ï 
< Cl

ï
 < I

ï
 to be the 

ranking based on their affinity toward a hydrophobic surface [9]. This trend is expected to hold 

for most anions in the Hofmeister series where the hydration enthalpy becomes less negative 

toward the chaotropic side of the series [11].  In the nanopore confinement, the different ion-

water and ion-surface interactions among those anions lead to the difference in the Na
+
 cation 

concentration.  

The specific ion effects are ubiquitous in electrochemical and biological systems 

[6,9,12,13]. It is fascinating that the ionsô effects on many different properties such as viscosity 

[14,15] and surface tension [21,33] all follow the same trend as described by the Hofmeister 

series. The commonality here is the ion hydration and the unique properties of water. It was 

suggested [6] that the Jones-Dole coefficient B in viscosity is positive (e.g., F
ï
) when the ion-

water interaction is stronger than the water-water interaction, whereas it is negative when the 

water-water interaction is stronger than the ion-water interaction (e.g., BF4
ï 
and NO3

ï
). In fact, 

the sign change in B (positive to negative) is correlated with the NMR observation that the anion 

concentration changes from being suppressed to being enhanced. This indicates that the relative 
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strength of the ion-water interaction versus the water-water interaction also plays a dominant role 

in the specific ion effects in nanoconfinement.  

3.2.3    Ion Distribution Theory  

More insight into the anionôs influence on the Na
+
 concentration can be gained by 

looking at the various factors determining the ion distribution near the interface. The ion 

distribution for ion i with valency zi is given by [16,17]  

”ὼ ÅØÐ     (3.2) 

where e is the elementary charge, Ώ is the de Broglie thermal wavelength of ion i, ɛi is the 

chemical potential of ion i, ɣ(x) is the electrostatic potential at the location x inside the 

nanopores, Vi
ext 

(x) is the ion-surface potential that depends on the ion-specific affinity toward 

the interface [17,18], and corri (x) is the free energy contribution from ion-ion correlations. For 1 

mol L
-1

 monovalent ions, the electrostatic correlation [19] is of minor importance and corri (x) is 

dominated by excluded-volume interactions. corri (x) can be obtained from theories or molecular 

dynamics simulations [17] that include molecular-scale structural information. In general, corri 

(x) depends on both the ion-specific short-ranged pair potential and the ion concentrations. The 

latter are implicitly affected by the electrostatic potential ɣ(x). The ion concentration measured 

by NMR is the value averaged over the pore width d: 

”Ӷ ᷿”ὼὨὼ       (3.3) 

Although the ion-surface potential Vi
ext 

(x) depends on the distance between the ion and 

the surface [18,20], it is expected that the mean potential ὠ  for anions in P-40 nanopores, 

defined by  

ÅØÐ‍ὠ ᷿ÅØÐ‍ὠ ὼ Ὠὼ    (3.4) 
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follows the anion ranking in the Hofmeister series. As such, a larger ὠ  value for the more 

chaotropic anion would lead to a higher anion concentration in the nanopores and that would 

attract more Na
+
 counterions electrostatically. Of course, this argument does not take into 

considerations of the ion-ion correlations (i.e. ὧέὶὶὼ π).  

In electrolytes, ions donôt just interact with the mean electrostatic field. They are also 

affected by the neighboring ions through short-ranged pair interactions, that is, the ion-ion 

correlations. These interactions also contribute to the total free energy and have an impact on the 

ion distribution. The ion-ion correlations can have electrostatic origins. For instance, if there is a 

cation at position r, there will be a reduced probability to find another cation and an enhanced 

probability to find an anion in its vicinity because of the Coulomb interactions. The ion-ion 

correlations can also have nonelectrostatic origins. For instance, ions cannot occupy the same 

position because of their finite ion size. This leads to the excluded-volume correlation [20,21]. In 

addition, an attractive or repulsive potential can also be resulted from the ion hydration and the 

water-mediated interactions [17,20]. The ion-ion correlations based on the electrostatic and ion-

specific interactions are predicted to be of crucial importance in nanoconfined electrolytes 

[17,19,22,23]. Although the preferentially adsorbed anions in the nanopores could attract Na
+
 

cations via electrostatic interactions as demonstrated by the experiments, the higher Na
+
 

concentration associated with the NaNO3 electrolyte is not due to the anomalous interfacial 

affinity of NO3
ï
, since its concentration is consistent with the ranking of the Hofmeister series, 

i.e. lower than the BF4
ï 
concentration (Figure 3.4). Clearly, the ion-ion correlations must be 

invoked to explain the abnormal Na
+ 
concentration in NaNO3. The correlations of Na

+
 with NO3

ï
 

appear to be stronger than that with I
ï
 and BF4

ï
, suggesting a more negative mean correlation 

( ὧέὶὶ) for Na
+
 inside the nanopores, defined by 
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 ÅØÐ‍ὧέὶὶ ᷿ÅØÐ‍ὧέὶὶὼ Ὠὼ   (3.5) 

It is interesting to note that the formation of solvent-separated Na
+
 and NO3

ï
 ion pairs in the bulk 

electrolyte has been recognized by both computational and experimental studies [24,25]. The 

formation of solvent-separated Na
+
 and ClO4

ï
 ion pairs was also found in the bulk electrolyte 

[26]. Such molecular-scale ion-ion correlations could become more significant at the interface 

and in the nanoconfined environment, giving rise to the observed anomaly in the Na
+
 

concentration of NaNO3 and the substantially enhanced Na
+
 concentration in the NaClO4 

aqueous electrolyte. 

3.2.4    Ion Concentrations in Charged Nanopores 

To demonstrate how the nonelectrostatic specific ion effects, including the ion-ion 

correlations, dominate the electrostatic interactions inside the nanopores and lead to the 

intriguing electroneutrality breakdown, the dependence of the ion concentration on the confining 

wall surface charging is measured with the in-situ NMR [27-29]. Figure 3.6 shows the ion 

concentration inside P-40 nanopores versus the charging voltage for NaBF4 electrolyte. The 

anions and cations are measured by 
19

F and 
23

Na NMR respectively. With positive charging (+V), 

both the Na
+
 and BF4

ï
 concentrations respond linearly to the charging voltage. The influence of 

the nonelectrostatic interactions is reflected on the huge initial concentration difference at 0 V. 

Because the surface is already crowded with anions at 0 V, further positive charging is unlikely 

to bring in more anions to the surface where the nonelectrostatic interaction dominates. 

Therefore, such a linear behavior is expected because the ion concentration change is mainly due 

to the ions away from the interface and is affected by the change of the electrostatic interaction.  
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Figure 3.6: Nanoconfined ion concentrations for 1 mol kg
-1

 NaBF4 electrolyte in P-40 versus the 

charging voltage. The error bars are calculated from the standard error of the NMR spectrum 

peak fitting. 

In contrast, both Na
+
 and BF4

ï 
exhibit nonlinear behaviors with negative charging (-V). 

The Na
+
 concentration increases with voltage from 0 to 0.6 V but then starts to decrease with 

further negative charging. Concomitantly, the initial linear decrease of the BF4
ï
 concentration 

levels off beyond 0.6 V. The nonlinear behavior, particularly the unexpected Na
+
 concentration 

decrease with negative charging beyond 0.6 V, demonstrates the competing effect between the 

ion-ion correlations and the ion-surface electrostatic interactions. The attractive Coulomb 

interaction between Na
+
 and the negatively charged surface tends to bring Na

+
 into the nanopores, 

whereas the decreased BF4
ï
 concentration favors dragging Na

+
 out of the nanopores. When the 

latter effect dominates, the Na
+
 concentration can actually decrease with further negative 

charging. It is also interesting to note that even at 1.0 V charging, the BF4
ï
 concentration in the 

nanopores is still higher than that of Na
+
, demonstrating the strong ion-surface attractions that 
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overcomes the enormous Coulomb forces due to the net charge in the nanopores and the 

repulsion between the anions and the negative charged surface.   
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Figure 3.7: Comparison of the Na
+
 concentrations c(V)/c(0) for NaBF4 and NaNO3 electrolytes 

versus the charging voltage. The error bars are smaller than the marker size.  

The influence of anions on the cationôs behavior via the ion-ion correlations is evidenced 

by comparing the Na
+
 behaviors for NaBF4 and NaNO3 electrolytes shown in Figure 3.7. For the 

convenience of comparison, the concentration has been normalized by their respective value at 0 

V. With positive charging, the Na
+
 concentration in both NaBF4 and NaNO3 decreases linearly 

because it is mainly affected by the change in electrostatic interactions. However, drastically 

different behaviors are observed with negative charging: while the Na
+
 concentration in NaBF4 

electrolyte first increases then decreases, the Na
+
 concentration for NaNO3 changes much less 

with charging voltage, indicating that the correlation between Na
+
 and NO3

ï
 is stronger than that 

in NaBF4. The Coulomb attraction between the cations and the negatively charged surface is 
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completely compensated by the ion-ion correlations which drag Na
+
 out of the nanopores when 

the anions are repelled from the nanopores.  

3.3      Conclusions 

In summary, a quantitative NMR measurement was employed to investigate the 

electroneutrality condition in nanoconfined aqueous electrolytes. A substantial electroneutrality 

breakdown of the total charge was observed inside uncharged activated carbon nanopores. The 

ion-specific interfacial interactions and the ion-ion correlations were found to play critical roles 

in determining the extent of the electroneutrality breakdown. These effects were further 

investigated in charged carbon nanopores which led to strong asymmetric responses between 

cations and anions to the confining wall surface charging. Moreover, the anion imposes a great 

influence on the cationôs behavior via the ion-ion correlations.  

This study demonstrates that graphite-like porous carbon provides an ideal model system 

and the novel in-situ NMR approach opens a new avenue for quantitative experimental 

evaluations of various ion-specific interactions near the interface and under nanoconfinement. 

Although our work is based on aqueous electrolytes, it can be generally applied to other systems 

such as organic electrolytes and ionic liquids, where the strong ion-specific properties beyond the 

electrostatic interactions (e.g. ion solvation, interaction with the surface, ion-ion correlations) are 

also of relevance. The NMR approach is also of great value for comparing theoretical models 

[20,30,31], where the possibility of the nanoconfinement-induced electrolyte non-neutrality is 

often ignored and the neutrality of the total charge in nanoconfined regions is usually assumed a 

priori . 
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CHAPTER 4        NUMERICAL CALCULATION OF ION DISTRIBUTION IN SLIT  

NANOPORE 

In the previous chapter, the NMR experiment reveals the electroneutrality breakdown 

inside carbon nanopores and how it varies with the pore size and the ion properties. Here I 

propose a new model to solve the generalized PB equation in slit-shaped nanopores. The 

numerical calculation supports the conclusion that the electroneutrality breakdown is caused by 

the ion-specific interfacial interactions and the ion-ion correlations.  

4.1      Introduction  

The PB equation is widely used to predict the interfacial ion distribution and the double-

layer force in electrochemistry, colloidal science, biological and geological physics [1-3]. 

Several assumptions are made to solve the PB equation to obtain the electrostatic potential in the 

diffuse layer. For example, ions are treated as point charges and the finite ion size is ignored, 

they only interact with the mean electrostatic field and the nonelectrostatic interactions (such as 

the hydration shell overlapping in high concentrations) are not accounted for, the solvent is 

assumed to be a continuum with a constant permittivity, etc. Because of these limitations, the PB 

equation is only appropriate for the situation of low salt concentrations (smaller than 0.2 M for a 

monovalent electrolyte) and for potentials not exceeding 50-80 mV. Significant improvements 

have been made in the last two decades [4-11] in the quantitative prediction of the double layer 

capacitance even for room temperature ionic liquids (RTIL). The finite ion size and the excluded 

volume are taken into account [4,10,11]. The effect of ion polarizability and image charge are 
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considered [5-7,9,10,12]. The short-ranged electrostatic and nonelectrostatic correlations beyond 

the mean field interactions are also addressed [8,11,13-15].  

On a planar surface, the surface charge density is commonly used as a boundary 

condition to solve the PB equation [16]. The surface charge usually results from ion adsorption 

to the surface or ionization of the surface functional groups. A zero net charge is assumed if there 

is no specific ion adsorption and no functional groups, as in the case of the water/air interface 

[7,12] or the self-assembled monolayer (SAM)-water interface [6]. While this boundary 

condition works well on electrochemical surfaces without nanoconfinement or in large 

nanochannels, it could not predict the observed electrolyte non-neutrality in uncharged carbon 

nanopores. A possible reason is that induced surface charge is not accounted for in the boundary 

condition. Considering the increasing interest in the application of nanoelectrochemistry [17,18], 

supercapacitors [19-25] and nanofluidics [26-28], it is worthwhile to look for solutions based on 

new models that do not require this boundary condition.  

4.2      Theoretical Development 

4.2.1    Nanopore Model 

The nanopore model is shown in Figure 4.1. Two large perfect conductor plates (infinite 

electric conductivity) are separated by a distance d to provide the 1D planar nanopore 

confinement. The conductor plate assumption is to simplify the calculation but the methodology 

can be generally applied to thin (nanometer thickness) and non-conducting confining materials. 

The pore center is located at x=0. The nanopore wall (the inner surface of the plate) is located at 

x1 and the outer surface (toward the bulk solution side) is located at x2. Since a perfect conductor 

is assumed, the thickness of the plate does not matter as all charges will be screened by the plate. 

The ion has a radius a, which defines the closest distance from the ion center to the surface, i.e. 
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the Helmholtz plane. I assume initially that cations and anions have the same radius, and later 

discuss different ion radii (a+ and aï). A monovalent aqueous electrolyte with a concentration of 

1 mol/L is used. The solvent water is treated as a continuum with dielectric constant 78.5e= . 

At room temperature (298K), the Debye length is 0.304 nm.  

 

Figure 4.1: The 1D slit-shaped nanopore model. The electrodes are treated as two large perfect 

conductors. The pore center is located at x=0. The inner surface of the plate is located at x1 and 

the outer surface is located at x2. a is the ion radius which defines the closest distance from ion 

center to the surface. The blue curve is an illustrative electric potential distribution. 

4.2.2    Generalized PB Equation 

The Poisson's equation in electrostatics relates the electric potential y to the excess 

charge density ɟ,  

2

0

r
y

ee
Ð =-                (4.1) 

where Ů is the dielectric constant and Ů0 is the vacuum permittivity. The charge density ɟ is 

determined by both the concentrations of cations and anions,  

z c F z c Fr + + - -= +             (4.2) 
































































