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Abstract
Digital advertising and technology companies are resigned to a new privacy imperative. They are bracing for a world

where third-party tracking will be restricted by design or by law. Digital resignation typically refers to how companies

cultivate a sense of powerlessness about privacy among internet users. Our paper looks through this optic from the

other end of the lens: How is the digital advertising industry coping with the increasing salience of privacy? Recent devel-
opments have forced companies to implement “privacy-preserving” designs—or at least promise some semblance of priv-

acy. Yet, the industry remains dependent on flows of data and means of identification to enable still-desired targeting,

measurement, and optimization. Our paper analyzes this contradiction by looking at systems that aim to replicate existing

functionalities while protecting user “privacy.” We call this a form of “cynical resignation” and characterize its key man-

euvers as follows: (a) sanitizing surveillance; (b) party-hopping; and (c) sabotage. We argue that this “cynical resignation” to a

privacy imperative represents a policy failure. In the absence of decisive interventions into the underlying business models

of data capitalism, companies offer techno-solutionism and self-regulations that seem to conform to new laws and norms

while reinforcing commitments to data-driven personalization. This may benefit the largest tech companies, since their

privileged access to first-party data will make more companies reliant on them, and their computational power will be

even more valuable in a world where modeling is used to compensate for the loss of third-party data and traditional meth-

ods of personal identification.
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Introduction
It looks like last-call at adtech’s big-data bonanza. The
digital economy is bracing for a world where third-party
tracking may be restricted by design or by law (Keller,
2022; Veale and Borgesius, 2022). Platform companies
like Google and Meta spent the last decade turning behav-
ioral data into historic advertising fortunes (Crain, 2019;
West, 2019). Today, they are trying to protect those
fortunes in the face of regulatory headwinds, infrastruc-
tural changes, cultural pressures, and economic turmoil
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(Graham, 2022; Lomas, 2022). As marketers lose easy
access to cheap data from third-party cookies and cross-app
conversion tracking, industry leaders are publicizing a
range of “privacy-preserving” technological solutions cen-
tered around first-party data and inferential machine-
learning systems (Apple, 2021; Schiff, 2023). These solu-
tions promise to replicate existing capabilities without flout-
ing users’ expectations or data governance laws. It appears
that the ad-supported tech sector is becoming resigned to a
new privacy imperative (Bindra, 2021; IAB Tech Lab,
2022; Mudd, 2021).

To parse the appearance from the realities, we analyze
this “pivot to privacy” using critical concepts of resignation
and cynicism. Digital resignation typically refers to how
companies cultivate a sense of powerlessness about
privacy among individuals, leaving data subjects exposed
to unwanted tracking and exploitation (Draper, 2017;
Draper and Turow, 2019). It gestures to the normalization
of the belief that people should not expect privacy online.
Our paper looks through this optic from the other end of
the lens: How are digital tech companies and the advertising
industry writ large coping with the increasing salience of
privacy as a policy and public-relations issue? Recent
developments have forced companies that monetize data
to begin implementing “privacy-preserving” designs—or
to at least declare respect for user privacy. At the same
time, the digital economy remains dependent on flows of
data and means of identification to enable the ad targeting,
measurement, and optimization that market actors still
demand. How are adtech and platform companies reconcil-
ing this contradiction?

Our paper shows how these companies are performing
“privacy” without meaningfully changing the dynamics of
data capitalism. Examining some emergent technological
and self-regulatory solutions, including first-party tracking,
cookie-less identification, and “clean room” data launder-
ing, we argue that these solutions, while including some
good-faith efforts, ultimately amount to a form of “privacy
cynicism” (Hoffmann et al., 2016). They proceed from
narrow definitions of privacy and sidestep related concerns
about discrimination, power asymmetries, and the institu-
tional structure of media systems. Furthermore, companies
with large incumbencies or strategic positions along
advertising and data supply chains are using privacy as a
pretense to take steps that will make the whole ecosystem
more dependent on firms that own first-party data, control
infrastructural bottlenecks, or market well-branded “artifi-
cial intelligence” services.

“Privacy-preserving” adtech thus represents a cynical
resignation. Companies concede that they must react to
new laws and cultural norms, but their solutions aim to
reproduce the status quo or even justify anticompetitive
behavior. A main contribution in our paper is to character-
ize some key strategic maneuvers being executed by means
of these privacy solutions. We call these maneuvers: (a)

sanitizing surveillance (using computational techniques to
obfuscate data flows); (b) party-hopping (pursuing more
invasive first-party tracking, or turning third-party data
into first-party data via partnerships and acquisitions);
and (c) sabotage (restricting data access to disadvantage
rivals and increase market power). Priorities and tactics
vary across firms and industrial sectors, but, overall, we
observe efforts to contain and exploit the force of today’s
privacy imperative.

These theatrics have real implications. As tech com-
panies are becoming resigned to legal, technological,
and cultural regimes wherein gestures toward privacy
are necessary and perhaps lucrative, these same compan-
ies are moving to define the boundaries of what privacy
will mean and how it will work. Their maneuvers are nor-
malizing a paradigm that purports to “solve” privacy using
“privacy-enhancing technologies” (PETs). This techno-
solutionism is rooted in an information-security mindset
that views the world in terms of adversaries and vulnerabil-
ities, not in terms of social relations and power structures.
Many critical theories regard privacy as a profoundly public
matter (Cohen, 2013; Nissenbaum, 2009). By contrast, the
pivot to first-party surveillance and proprietary PETs repre-
sents a privatized way of doing privacy. Divorced from a
political-economic critique of surveillance business models,
this approach advances an abstract view of “privacy without
power” (Marwick, 2022), offering technical fixes for what
are actually social problems. Even as these fixes remedy
some real abuses, they reinforce marketing and technology
companies’ cynical disposition toward data governance—
that despite promises about empowering sovereign consu-
mers, “privacy lies outside the purview of democracy, as
do most of the important decisions about the structure
and values of our communications infrastructures” (Crain,
2021). Without intervention to change the status quo, the
companies best-positioned to leverage first-party datasets,
control infrastructural junctions, and exercise massive com-
puting power will determine what privacy means for end
users, and how competitors and clients will have to conform.

The following sections analyze this cynical pivot to
privacy. Our arguments are based on close readings of
public-facing texts, including technical documentation,
trade reportage, and publicity. We examined company web-
sites, blogs, and press releases, followed coverage of relevant
industry developments in popular newspapers and trade pub-
lications (e.g. AdExchanger and Digiday), and synthesized
these findings with insights from an extensive review of crit-
ical literature. We focus on materials from the last five years
and from advanced capitalist economies in the Global North
because legal, technical, and cultural developments have
brought concerns about privacy in adtech to the forefront
of public and business discourses in these places over that
timeframe. Of course, adtech spans the globe, and human
rights to privacy are universal, so these issues resonate
across jurisdictions, with local specificities. Further research
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should extend, qualify, or challenge our claims in light of
contexts beyond this paper’s scope.

Our research approach led us to study recent privacy
initiatives by adtech companies and to inductively
develop a set of critical categories to characterize them.
The empirical examples we present are not drawn from a
representative sample, but they do illustrate key themes
that emerged from our close attention to industrial trends.
The initiatives we examine are, in some cases, prospective
or experimental. Nevertheless, as companies articulate what
“privacy-preserving” means to them, we get a chance to
scrutinize corporate values and push for more rigorous
responses. To be clear, some of the techniques discussed
below may curb certain harms, and we believe that many
system designers working on these solutions are well-
intentioned. The space examined here is not monolithic.
But the patterns we detail clearly illustrate that “privacy-
preserving adtech” is largely about preserving adtech profits.

The new privacy imperative and the old
data dependencies
Major sectors of contemporary capitalism center around the
extraction and processing of personal data (Birch, 2020;
West, 2019). In the technoscientific culture of modern busi-
ness, organizations exercise what Fourcade and Healy
(2017) call a “data imperative,” collecting any available
data assets in the hope that they can be exploited now or
later. Platform enclosure of this information and the infra-
structures for circulating, storing, and computing actionable
insights from it has concentrated political-economic power
among large companies functioning like for-profit knowl-
edge and logistical utilities (Plantin et al., 2018; Viljoen
et al., 2021; Wu and Taneja, 2021). Interlocking depend-
encies among data processors and the customers of data-
derived services have extended platform institutions
throughout online media industries (Nieborg and Poell,
2018; van der Vlist and Helmond, 2021).

Advertising has been one of the most reliable ways to
convert data assets into revenue (Mellet and Beauvisage,
2020), and marketing today is completely intertwined
with surveillance and discrimination (Darmody and
Zwick, 2020; Gandy, 2021; Wachter, 2020). Chasing
explosive growth in the scale and speed of personalization,
the digital advertising industry became acutely dependent
on forms of user identification and monitoring that facilitate
core operations, such as audience segmentation, the valu-
ation of impressions, and the analytics that power probabil-
istic bets and optimization of decisions about whom to
target, how to bid at auction, and so on. This business
model helped tracking mechanisms—and partners who
facilitate and profit from them—become pervasive on web-
sites and mobile apps. Meanwhile, ad-supported social
media thrived on a continuous supply of consumer data

(Crain and Cohen, 2023), so much so that Jasmine
McNealy (2022: 1678) describes platforms like Facebook
as “large-scale phishing operations designed to collect
information about users deceptively and surreptitiously.”
These dynamics helped nearly-ubiquitous surveillance and
scoring become part of everyday experience in “the
society of algorithms” (Burrell and Fourcade, 2021).
Automating the conversion of almost any online behavior
into investment opportunities, adtech processes were inte-
grated into the capital circuits of the commercial internet
(Crain, 2019; McGuigan, 2023). As Tanya Kant (2021)
suggests, “It is not an overstatement to propose that user tar-
geting underpins the online economy as we know it.”

After a long binge, however, a hangover is setting in. The
data collection and processing at the heart of these business
models have slammed into the counterforce of an emergent
legal regime. That regime is exemplified by existing laws,
such as the General Data Protection Regulation (GDPR)
and the California Privacy Rights Act (CPRA), as well as
proposed rulemaking by the Federal Trade Commission
and the U.S. Congress, and a growing number of regulatory
judgements and court proceedings that challenge aspects of
corporate conduct (Swant, 2023). Even though regulatory
actions are rooted in different privacy ideologies across jur-
isdictions (Whitman, 2004), data governance requirements
are pushing towards global changes in adtech. Data flows
that were enabled by default are now subject to legal frictions
that portend existential problems for market configurations
premised on circulation, speed, and automation. E.U. regula-
tors, for example, recently fined Meta $414 million in a
ruling that effectively bars Facebook and Instagram from
making users accept personalized advertising as part of
their terms of service (Satariano, 2023). Other data protec-
tion authorities have ruled against the legality of pixel track-
ing, industry consent frameworks, and the Real-Time
Bidding protocol central to programmatic advertising
(Lomas, 2023). Despite uneven GDPR enforcement
(Mizarhi-Borohovich et al., 2023; Sivan-Sevilla, 2022)
and corporate efforts to influence public and legal opinions
(Corporate Europe Observatory, 2022), it is clear that
business-as-usual runs afoul of the law (Veale and
Borgesius, 2022).

Corporate policies, encoded in technical infrastructures,
are also interrupting data conduits. Two major developments
stand out: (a) Apple’s App Tracking Transparency (ATT)
protocol requires apps and ad intermediaries to obtain
consent before tracking users across apps; and (b) the
impending elimination of third-party cookies on web brow-
sers threatens to break many targeting and measurement
functionalities in web advertising. We discuss each in turn.

ATT was rolled out alongside iOS 14.5, marking a
significant change in the way that apps collect and share
data. User-level tracking on mobile apps has been accom-
plished using device identifiers that marketers and apps
could access by default. ATT flips that, requiring opt-in
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permission from users. If users do not opt-in, the buyers and
sellers of ad inventory will not have access to device IDs
and the associated data. This “signal loss” interrupts the
routine practice of deciding how to bid on ad inventory
based on calculations of individuals’ probable value. For
example, developers who advertise their apps want to rec-
ognize the population of users who spend money on
in-app purchases—and then to attribute the revenue those
users generate to the advertising event(s) that motivated
them to download the app. ATT has been catastrophic for
major brokers in this marketplace. Analysts reckon that it
may have cost Meta $10 billion in revenue in 2022
(Bobrowsky, 2022). As we discuss below, however, Apple’s
budding advertising business stands to benefit from its
position as an authorized data processor in the iOS ecosys-
tem (Haggin, 2021). Apple can now provide targeting and
measurement capabilities that are no longer available to
companies unable to obtain user permission—an obligation
from which Apple exempts itself, since the company does
not define its first-party data collection as a privacy violation
(Kollnig et al., 2022).

Meanwhile, web advertising is preparing for the
so-called “deprecation” of third-party cookies, which have
been the main mechanisms for identifying, tracking, and
profiling web users and for evaluating advertising oppor-
tunities (Turow, 2011). Following its peers, Google has
pledged to no longer support third-party cookies in the
Chrome browser. Although the company has delayed this
phasing out twice (Lawler, 2022), Google is preparing for
post-cookie adtech with a suite of proposals collectively
termed the “Privacy Sandbox.” This comprises a range of
services to facilitate advertising use cases, such as retarget-
ing, audience segmentation, and measurement/attribution,
based on data that is collected, processed, and stored on
the “client side” (via the browser). Its first high-profile solu-
tion, which sorted users into “cohorts” of similar people,
crashed under critical blowback—both in terms of its
privacy weaknesses (Wodinsky, 2021a) and its likelihood
of making other companies even more reliant on Google’s
data and targeting abilities (Wodinsky, 2021b). Despite
these hiccups, Google is proceeding with a corporate-led
realignment of data governance in adtech.

The writing on the wall appears portentous. Circuits of
feedback, analysis, and optimization that the digital adver-
tising industry packaged into revolutionary promises of pro-
gress and growth are no longer guaranteed. Analysts at
McKinsey recently identified “privacy protection” as “one
of the megatrends shaping the evolution of the web”
(Ahuja et al., 2022). Another report called the demise of
third-party tracking a “reckoning” that will “threaten the
US digital advertising industry—and compel its transform-
ation” (Brodherson et al., 2021). Yet, despite the bold rhet-
oric, adtech firms have pivoted to privacy with a mix of
hesitation and finesse. Their path forward is hedged by
thickets of deep-rooted mechanisms and mindsets.

Adtech is a vast sociotechnical assemblage, difficult
to reform. The technologies and partnerships that have
allowed many companies to leverage or monetize per-
sonal data are infrastructural to digital advertising
markets and professional routines (Alaimo, 2022; Mellet
and Beauvisage, 2020). They are also entangled in the
plumbing that distributes media content and facilitates
access to mediated experiences (Braun, 2019; van der
Vlist and Helmond, 2021). Control over these logistical
and informational infrastructures is highly stratified.
Google, for example, dominates markets for adtech services,
and its position in audience-aggregation via search, YouTube,
and beyond enables it to bundle products and steer clients’
money toward its own properties (Srinivasan, 2020). The
company operates like a for-profit utility, absent regulatory
constraints, and it appears disinclined to relinquish its status
(Hagey et al., 2022). Large adtech platforms, in short,
manage whole ecosystems, leveraging data across sites and
services and setting rules that affect many other businesses.

Adtech’s maintenance also draws on a staunch ideo-
logical defense. Many professionals, academics, and pol-
icymakers treat it like a law of nature that advertising
should be the primary mechanism for financing content
and services online. Industry spokespeople insist that
advertising—especially targeted digital advertising—not
only sustains the “free” internet, but actually anchors a
load-bearing pillar of the entire US economy (IAB, 2022).
It follows that as long as certain security risks can be miti-
gated with technical designs and industry self-regulation,
putting data to work for personalization and optimization
yields unassailable market efficiencies and increases in con-
sumer welfare (Deighton and Kornfeld, 2020). Overall, the
adtech catechism holds that robust privacy rules threaten
to disfigure the internet, sending disastrous shockwaves
through adjoining industries and whole ways of life
(Winslow, 2022; see Baik, 2020). While the Ads Privacy
Lead at Google says “moving to a more private model
isn’t just an option—it’s a necessity,” she maintains that
personalized advertising is required to “pay for the web
everyone wants” (Norburn, 2022). Thus, even as the
ad-supported technology sector will admit that privacy is
a “fundamental human right” (Apple, 2022), a massive
inertia weighs against any structural transformation.

These observations reveal a different privacy paradox,
wherein companies enriched by commercial surveillance
at once promise a privacy-first future and yet also affirm
their commitment to data-driven advertising as the essential
economic foundation of digital citizenship. We argue, then,
that this pivot to privacy can be characterized as a cynical
resignation. Cynicism, in our usage, differs somewhat
from the typical formulation of privacy cynicism. The
latter describes individuals’ subjective responses to their
perceived lack of agency (Hoffmann et al., 2016; Lutz
et al., 2020); by contrast, we observe companies acting
within the constraints of law and public opinion but also

4 Big Data & Society



asserting their agency to define or protect operating condi-
tions that favor their interests. While these companies are
compelled to react to a new privacy imperative, they still
feel empowered to exercise control over the direction and
intensity of their reactions—and over the shaping of priv-
acy’s practical contours. Advertising companies perform
resignation in public, admitting, for example, that “the
web ecosystem is at risk if privacy practices do not keep
up with changing expectations” (Bindra, 2021). And, yet,
they continue to lobby for legal frameworks that would pre-
serve existing business models and/or impose compliance
costs which they can bear but competitors cannot. On the
other hand, adtech’s pivot does mirror the usual definition
of privacy cynicism, albeit from the perspective of data con-
trollers rather than data subjects, in that we find high
privacy concerns co-existing with only modest counter-
measures. Keller (2022: 11–12) summarizes the tension
playing out internationally: “the advertising sector is
making changes to accommodate demands from regula-
tors and courts for better data protection. Yet, it is fair
to say that the online commercial sector in the UK, EU
and the United States remains largely committed to the
idea that reformed behavioural advertising is a legitimate
and necessary feature of the digital economy.”As an article in
the New York Times puts it, the practice of “gathering
people’s online data for targeted advertising is not going
away” (Chen and Wakabayashi, 2022). Indeed, some
cookie replacements may be more privacy-invasive (Kemp,
2022). Michael Veale (2022) sums things up neatly, suggest-
ing that as Google, Apple, and others reconstruct adtech, they
“might redefine privacy more than they reform profiling.”

This is the continuation of a well-established thrust and
parry. Critical scholars raised concerns decades ago about
how addressable marketing manifests “rational” discrimin-
ation (Gandy and Simmons, 1986), while administrative
researchers countered with assurances that the pro-economic
boons would outweigh any anti-social drawbacks (Blattberg
and Deighton, 1991). When public sentiments tilt toward the
critical concerns, marketing and technology companies have
a track record of using privacy rhetoric and self-regulations
to make commercial surveillance more palatable (Regan,
1995). These maneuvers have tended to manage perceptions
more than to confront underlying problems. Privacy policies,
for example, were introduced in the 1990s, offering a pre-
tense of transparency and user empowerment; and yet
many people have misperceived these policies as assur-
ances that companies will protect privacy, rather than
notices of the data collection and processing allowances
to which individuals consent (Draper and Turow, 2019).
These and other transparency mechanisms secured, rather
than challenged, market arrangements rooted in the com-
modification of personal information (Crain, 2018), and
they individualized privacy as a matter of informed con-
sumer choice (Draper, 2017). Consumer sovereignty was
illusory, however, since privacy policies harbor a

“transparency paradox” (Nissenbaum, 2011): a fulsome dis-
closure of commercial surveillance practices would be too
complex for reasonable persons to digest, while a human-
legible privacy policy cannot explain everything it authorizes.

The recent developments described above have raised
the curtain on a pivotal new act in this ongoing drama.
The next section details some high-profile solutions that
are being marketed to resolve the current contradiction
between social and legal demands for privacy, on the one
hand, and industry demands for data-driven optimization,
on the other.

Industry response to the new privacy
imperative
The shift toward “privacy-preserving” solutions impacts the
entire adtech sector—from publishers and intermediaries on
the “sell” side, who generate revenue through providing
access to audiences, to advertisers and intermediaries on the
“buy” side, who try to locate high-value users within those
audiences. We demonstrate how the industry is reacting to
privacy pressures by examining a set of technological interven-
tions across each sequence in the “activation” of data-driven
advertising. That sequence includes: (a) identification of consu-
mers; (b) targeting consumers with ads; (c) measurement and
attribution of ad campaigns; and (d) optimization of invest-
ments in advertising. The “privacy-preserving” solutions
under study propose to replicate and maintain existing capaci-
ties across this sequence of distinct steps.

Identification lets sellers and buyers recognize users and
associate their characteristics and predicted value with
unique identifiers. This informs granular targeting and
allows advertisers to recycle observed conversions into
future targeting criteria. Attribution and optimization pro-
cesses enable efficiency comparisons across targeting
tactics based on key performance indicators, allowing
advertisers to further refine their activation efforts. This
sequence has depended on third-party cookies, conversion
pixels, and mobile ad IDs. Going forward, these activities
will rely on abilities to associate user identities with person-
ally identifiable information (PII), to pair first-party data
with data from other sources, to create anonymous attribu-
tion reports, and to use machine learning to infer insights
from platform-enclosed first-party tracking. Given the status
companies like Google and Apple hold in the advertising eco-
system, they are positioned to benefit most from these shifts
(Kollnig et al., 2022). They (and a few others) are rushing
to deepen their stake in adtech’s circuits of value and
data, while companies without the same platform power
are scrambling to protect themselves from obsolescence.

“Encrypted” identification solutions
Third-party cookie IDs have been a “key prerequisite in per-
sonalized/targeted advertising since all user-centric data is
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associated with [them]” (IAB Europe, 2020). The depreca-
tion of third-party cookies is leading industry actors to seek
“Universal” or “Alternative” IDs that identify users based
on PII and first-party cookies and require those who identify
consumers to follow certain norms that limit their ability to
use collected data. In contrast to current third-party cookie
identification, “Universal ID” solutions offer explicit
opt-out mechanisms and potentially promise more transpar-
ency on the data being collected. The practicality of those
alleged improvements, however, remains questionable.

The three primary identification architectures suggested
by the industry are as follows: The Trade Desk’s Unified
ID 2.0, that is expected to reach 250 million people;
LiveRamp’s RampID, that is expected to cover more than
250 million people; and the Secure Web Addressability
Network (SWAN), that is expected to include top-20 pub-
lishers and advertisers (Asim, 2021).

Trade Desk’s Unified ID (UID) 2.0 aims to let sellers and
buyers of online ads match encrypted user IDs in the bid-
stream that circulates information about impressions being
sold in programmatic auctions. The proposed architecture
requires users to login to participating websites via email
or other PII. The login email is then encrypted and con-
verted to a “UID2 token” that is refreshed periodically by
the system. Those obfuscation mechanisms ensure that
the email address cannot be traced back to the user, but
do not prevent the matching of IDs to the same user by
those who hold access to the raw data. Such a UID 2.0 iden-
tifier is likely to provide wide and persistent visibility of the
user by the governing bodies (“UID2 Operators”) and par-
ticipating bodies, like registered Demand-Side Platforms
(DSPs) that match user IDs from the seller to the buyer
side. Users can “opt-out” of the UID2 framework, but pub-
lishers and service providers may limit access to their pro-
ducts for users who decline to log in. Practically, the onus is
on publishers to explain why they need an email address
and how personalized advertising powers the “free and
open web that users appreciate” (Titone, 2021). This “opt
out” mechanism will only prevent publishers from creating
UID2 tokens and block the ability of DSPs to bid on ads to
show to those users.

For the SWAN solution, an individual is identified via a
first-party cookie when they first visit a publisher site that
has adopted the architecture (Thomson and Rescorla,
2021). Upon loading the publisher page, the user is pre-
sented with a pop-up asking for consent to show persona-
lized advertising on the current site and other sites that
have adopted the solution. Here, again, the burden is on
the publishers to communicate the value exchange to the
users. As part of the pop-up, the user also has the option
to share their email address, which can serve as an identi-
fier. Regardless of whether they share their email address,
a first-party cookie is placed by the initially visited pub-
lisher site within the SWAN network that creates a pseud-
onymous identifier stored on the user’s browser. The

identifier is potentially based on PII, making it more deter-
ministic than a third-party cookie identifier, and enables
persistent identification of the user across all participating
websites.

The LiveRamp RampID architecture is distinct from the
previous two, in that it is interoperable with other ID solu-
tions (Asim, 2021), making the identification instrument
even more persistent since it can identify the user across
all three ID solutions. The RampID uses user email
addresses, upon login to publishers’ sites in exchange for
content. Instead of placing a first-party cookie, LiveRamp
matches IDs across partners (Asim, 2021). Once a
RampID is created, LiveRamp provides cookie syncing
across industry actors to match user IDs in DSPs, for
example matching to The Trade Desk’s cookies. Once a
publisher’s and a marketer’s Ramp IDs are linked, the mar-
keter can buy the user impression. The ability of this solu-
tion to further identify users in the ecosystem is also
attached to other offline PII (phone number, address
history), based on information that advertisers can match
with first-, second-, and third-party data.

Each of these solutions creates an identifier that enables
advertisers to track users across sites, replicating that cap-
ability enabled by third-party cookies. The cookie-less
IDs rely on first-party data—users’ PII—passed to a centra-
lized governing actor or through various page redirections
(in the case of SWAN), that is then distributed to “registered
actors” who can identify the user in the bid stream.
Cross-site tracking and profiling is therefore enabled
for “authorized partners,” who get users’ consent and
conform to the contractual terms of these ID architectures.
In that regard, little has changed—advertisers and ad
servers are still gathering large amounts of user browsing
history data for targeting purposes. Those proposed identi-
fication architectures are in fact designs of new tracking
systems that come with self-regulatory controls of how
the data should be handled and how the real user identity
should be masked. Alarmingly, the solutions mostly use
PIIs as identifiers, making user IDs more deterministic and
potentially more persistent than third-party cookie IDs.
Importantly, however, the new identification architectures
do pose one tracking limitation: only those who are registered
to use each solution will have cross-site visibility on users. By
contrast, third-party cookies let any party involved in the ad
auction gain visibility on individuals’ online behavior.

“Tidying” targeting through clean room solutions
There is a growing trend in adtech towards investing in
technology that can exploit the first-party data that organi-
zations own. As companies lose the ability to pair that
data with other sources via third-party cookies, the digital
advertising industry is turning to data clean rooms as a
“privacy-preserving” method for maintaining profiling
capabilities.
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At a high-level, a clean room is a software environment
that allows an organization to pair its first-party data with
other sources, including other organizations’ first-party
data and purchased third-party data from data brokers. The
name highlights the objective of sanitizing cross-partner
data pooling through mutually agreed upon privacy practices
(IAB Technology Laboratory, 2023a). A data clean room
does not allow participating parties to view joined data
sets, preventing reidentification of users or the exposure of
PII. Deterministic PII such as email address or a universal
ID solution often serves as the identifier that can pair datasets
together (Haggin, 2022; Hercher, 2023a).

The primary uses of data clean rooms take place from
the buyer side and include: the maintenance of audience
insights and segmentation for targeting, campaign meas-
urement and attribution, and audience modeling and acti-
vation capabilities that can be used internally within an
organization and exported for targeting across activation
channels, such as display, search, or social media. These
capabilities would allow for continued insight into behav-
ioral and contextual signals for targeting, the creation of
look-a-like audiences, and optimization based on user beha-
viors (IAB and Ipsos, 2023).

While many solutions fall under the label of data
clean rooms, the different types of developers often have
various goals and particular values to contribute to their
customers’ digital advertising capabilities. Clean rooms
developed by major platforms, such as Google’s Ads
Data Hub and Amazon’s Marketing Cloud, are character-
ized as walled gardens, which allow platforms to leverage
the significant amount of first-party data kept within the
platform (Hercher, 2023a). These clean rooms may be
bundled with these platforms’ other ad and cloud infrastruc-
ture offerings, and can be tooled in order to offer direct acti-
vation of audience segments and ad campaigns. These
provide efficiencies and a powerful incentive for users to
select them over alternatives. Platforms have come to
define this technology as “privacy compliant” based on
control over the flows of first-party data and ability to track
user behavior across various locations within its own suite
of products (Hercher, 2023b). Alternatively, clean rooms
developed independently by parties that are not primary
sites of activation allow for advertisers to store and match
their data in a centralized location and export it for use else-
where (Hercher, 2023b). This matching process carried out
by non-platform parties is primarily done for the purpose
of creating segments for targeting that advertisers can push
to activation channels. Independently developed clean
rooms highlight that it would be almost impossible to coord-
inate compliance across all parties involved in creating an
interoperable output and have transparency into the various
data flowing in and out of the clean rooms (Hercher, 2023a).

Since the practices in this type of privacy-preserving
environment derive from different definitions of privacy
and limitations of data usage, the employment of a data

clean room does not guarantee compliance with laws or
industry norms. Consequently, the IAB has been attempting
to standardize elements of clean room services. It has intro-
duced “Open Private Join and Activation” guidelines for
data enrichment that occurs through the pairing of different
first-party data sets (IAB Technology Laboratory, 2023b).
This acknowledges that the solution is being used to match
data sets using personally identifiable information, with visi-
bility from the parties involved, to continue granular level tar-
geting. Furthermore, this technology does not allow outside
parties to see if the paired data contains information related
to sensitive categories that violate privacy norms.

“Anonymous” ad attribution solutions
Attribution refers to the capability of linking ad views or
clicks—called “source events”—to subsequent consumer
behaviors, like a purchase or app download—called “target
events.” Third-party cookies and tracking pixels currently
enable this through persistent monitoring of identifiable
users. These linkages let advertisers measure the effectiveness
of ad campaigns and optimize accordingly to maximize ROI.
In preparation for the post-third-party tracking era, Google,
Meta, and Apple have publicized new attribution solutions
that, according to company documents, “improve” user
privacy by inserting sophisticated technologies into the medi-
ation of these data flows (Apple, 2021; Nalpas and White,
2021; Taubeneck et al., 2022).

All three solutions promise to mask user identity during
the generation and distribution of aggregated reports that
link source and target events. Their designs are complex
and some implementation details are vague. But, in
general, they aim to reduce the ability of unauthorized
actors to identify, track, and profile individual users, while
still joining the records of events that are generated by a
user’s behaviors. They accomplish this via a suite of tech-
nical mechanisms. The Interoperable Private Attribution
(IPA) system proposed by Meta and Mozilla, for instance,
uses unique identifiers called “write-only match keys,”
which are stored on and only readable by the local device,
to record source and target events from the same user; the
IPA system then generates reports by way of a multi-party
computation method that disperses personal information
and encryption keys across trusted servers, so that useful
insights can be gleaned without allowing a single party to
access complete records of user behavior; those reports
aggregate data and use differential privacy techniques to
obfuscate individuals within a crowd; finally, privacy
budgets, which restrict actors’ abilities to query the servers,
prevent adversaries from deanonymizing attribution data
with brute force (Taubeneck et al., 2022). Google and Apple
use some but not all of these same techniques, and their
approaches lean heavily on special permissions granted to
Chrome and Safari browsers as well as Apple iOS. For
example, Apple’s SKAdNetwork, which lets registered ad
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networksmeasure the impact of advertising on appdownloads
and engagement, is considered private by design and thus
exempted from Apple’s ATT mechanism (Apple, 2023).
They also add delays to the production of attribution
reports to further obfuscate users’ identities. Essentially,
these companies claim that as long as the identifiers
assigned to users are not accessible to third parties, and
as long as the anonymous information associated with
individuals is stored locally (on a device or browser)
or cryptographically protected, then the data collection
and analysis required to provide attribution services is
privacy-compliant.

These solutions aim to maintain accurate reporting on
the performance of ad campaigns while promising to
conceal user identity and limit the data shared in attribution
reports. Observing and influencing users, however, is still
the priority; the goal remains to induce higher value con-
sumer behaviors at lower advertising costs. While they
improve certain information-security functions, like pre-
venting data leakage, these “private” attribution solutions
continue to service corporate demands for online surveil-
lance. They use clever technological designs both to
guard against adversarial abuses, and to protect the
premise that advertisers, intermediaries, and platforms
are all entitled to determine how effectively digital ads
are performing.

“Privacy-safe” optimization
The last set of solutions examined here takes us into the
black-box magic of optimization. Meta and Google are
both steering advertisers toward adtech products that use
machine learning to identify valuable consumer targets
and optimize marketing performance, exercising near-total
algorithmic discretion about where to serve ads. These
products, branded respectively as Meta’s Advantage+1

and Google’s Performance Max, are not strictly “privacy-
preserving,” but they are definite responses to the chal-
lenges and opportunities encountered in adtech’s pivot to
privacy. “PMax isn’t a privacy product,” a trade reporter
explains. “But it’s part of a future digital ad model
without third-party tracking” (Hercher, 2022a). Meta, on
the other hand, explicitly markets Advantage+ functions
as “privacy-safe” means for scaling the delivery of perso-
nalized advertisements (Meta, 2022). In particular, Meta is
trying to work around the difficulties posed by Apple’s
ATT (Murphy and Criddle, 2023). “Having read the
room,” as one observer puts it, “Meta is investing in AI
to develop and deploy privacy-enhancing technologies
(PETs) to underpin its ad platform” (Schiff, 2023).

Meta and Google position these products in the familiar
registers of automation and optimization. In Advantage+
and Performance Max, clients specify conversion targets,
the price they want to pay for those conversions, and
budget caps, and these systems work to maximize each

campaign’s return on advertising spend. These systems
are designed to compensate for the new limitations on third-
party measurement and data sharing. Take Meta for
example. Rather than relying just on “its conversion pixel
and [software development kit] to connect impressions to
conversions,” Meta ingests advertisers’ sales records by
integrating the latter’s databases into its servers (Hercher,
2022b). This shifts the processing of conversion records
from a third-party relationship, wherein Meta observes
events on advertisers’ websites or apps, to something that
looks like a second-party relationship, where advertisers
share the first-party sales data they collect. While ATT
stops Meta from monitoring the cross-app chain of events
from ad exposure to purchase behavior, “Apple can’t
block a company from piping its CRM, CDP or data ware-
house to Meta” (Hercher, 2022b). And where conversion
data are missing, these optimization systems fill in the gaps
with probabilistic modeling. By shifting responsibilities
for measurement and data ownership among parties, and
because Meta and Google do not report granular details
to advertisers about how these black boxes target or influ-
ence individual users, this whole arrangement has a
veneer of privacy.

These solutions have garnered attention for being
opaque but effective (Murphy and Criddle, 2023). They
also demonstrate the broader transition away from situating
“ground truth” in advertising around widely accessible
behavioral signals and toward the use of machine-learning
models that rely on massive first-party data assets and com-
puting resources. Meta, for instance, has reportedly
“invested in dramatically expanding its computing power
in order to train these more complex AI models on larger
data sets” (Murphy and Criddle, 2023). Large platform
companies are, in these cases, promising to replicate the
optimization capabilities that marketers are used to by
absorbing more adtech and data-analytic functionalities
and by leaning more on inferential profiling and evaluation.
Through these products, Meta and Google can tell a com-
pelling story about why advertisers should continue to see
their platforms as the best options for maximizing ROI;
and they can, at an operational level, exert additional
control over the distribution of ad revenue, perhaps favoring
their own properties. Google and Meta may steer customers
toward these products by making them prerequisites for
accessing other spending channels. For example, adverti-
sers who want to promote themselves on Google Maps
now must use Performance Max (Hercher, 2022a). This
not only pumps revenue through these pipes, but it also
builds the training data necessary for optimization. And
since Meta and Google only tell ad clients how much
money was spent and how much revenue was likely pro-
duced, all the information about what placements worked
and what users converted stays with the platforms. This
could drive adoption through a network effect: as adverti-
sers feed data into these systems, and as the models learn
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to recognize valuable prospects for certain products, those
models become more attractive to other advertisers target-
ing the same people. In sum, platform companies are
using these products to exploit and intensify information
asymmetries, while presenting them as solutions that will
comply with restrictions on third-party tracking.

Few details about the inner workings of these products
are publicly known. What is clear, however, is that they
represent a waypoint for adtech’s pivot to privacy,
wherein optimization is powered by inferential machine
learning, third-party tracking is replaced with first-party
tracking and data-sharing partnerships, and platforms
internalize more computing and logistical operations
within walled gardens, increasing dependency on those
core adtech companies. These maneuvers are emblem-
atic of an approach to “privacy” that we call cynical
resignation.

Cynical resignation
Analysis of industry responses to the new privacy imperative
demonstrates how the recent wave of privacy regulations—
including the GDPR, CPRA, and increased momentum
behind the passage of a US federal privacy bill—have
left tech firms cynically resigned to a world in which
they will have to comply with new privacy mandates,
even as they continue to lobby against them and resist
enforcement. This is a reversal of conventional under-
standings of privacy resignation in that it is companies
that are now resigned to the persistence of privacy
regimes, rather than consumers being resigned to routine
privacy invasions via commercial surveillance (Draper
and Turow, 2019; Lutz et al., 2020). Corporate resignation
to privacy mandates is, unlike that of many consumers,
cynical rather than apathetic: while they “perform”
privacy, companies are simultaneously attempting to get
ahead of these mandates in order to ensure that core ele-
ments of their business model will remain untouched
(Hagey et al., 2022).

Under current policy approaches, this appears to be a
largely successful maneuver: policy proposals concen-
trate on third-party data tracking and data security, offer-
ing significant leeway to firms to both develop technical
interventions that enable them to sidestep meaningful
privacy measures and pursue market strategies that go
even further, enabling a few of the biggest firms to
profit and consolidate power. In this section we character-
ize these maneuvers in three forms, mapping the industry
playbook for cynical privacy resignation.

Sanitizing surveillance
One of the means through which firms evade privacy man-
dates is through the development of computational techni-
ques that enable them to obfuscate data flows and sanitize

profiling activities. While these technological systems
may be technically compliant with privacy regimes, they
do not make any meaningful underlying change to the prac-
tices that animated privacy concerns in the first place—
particularly concerns that are sensitive to issues of power.
For example, significant investments in PETs enable firms
to comply with requirements not to retain data that reflects
individual-level tracking, while still allowing them to profit
from the underlying insights that can be derived from this
data. Such methods include the use of multi-party computa-
tion, which enables multiple parties to match and query
data from multiple business partners without revealing
individual-level information, and the use of “clean rooms”
that enable ad targeting to take place within a secure envir-
onment operated by a third party, without the targeting firm
gaining direct access to individual insights.

These create growth opportunities for firms that maintain
a cloud infrastructure business, because they are able to sell
features such as clean room services as add-on compliance
features for their potential clients. This enables their clients
to do such things as retain anonymized audience sets
within a clean room over time for persistent tracking,
and combine data from across many subsidiary platforms
(Hercher, 2023c). What they do not do is meaningfully
address the role of data as a key source of tech firms’
power. Indeed, some of the regulatory moves happening
around PETs are being used to avert more bright line
data protection measures (Veale, 2022).

Another example is the turn to inferences as the key
locus of insights (Solow-Niederman, 2021). Google in
2021 announced plans to shift to using “data-driven attri-
bution,” which substitutes industry standard “last-click”
attribution methods with algorithmic models designed to
infer the connection between ad impressions and user
activity in the absence of the data that cookies or other
identifiers provide (Srinivasan, 2020). As one trade publi-
cation describes it, “Data-driven attribution may not be
more privacy-compliant than last-click [attribution], in
and of itself. But in a privacy-forward environment
where connecting ad impressions to online user activity
is often prohibited, it will be the reliable methodology”
(Hercher, 2021). Though this data is probabilistic, and
does not contain personal identifiable information, it never-
theless retains the information asymmetries that character-
ize other models in behavioral advertising, in many ways
concentrating these asymmetries even further by position-
ing Google’s algorithmic models as the ground truth on
which publishers and advertisers can evaluate the effective-
ness of their placements.

Party-hopping
Maximizing information asymmetries is at the heart of
the second technique that characterizes cynical privacy
resignation, what we’re calling “party-hopping”: pursuing
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more invasive first-party data practices in lieu of disreput-
able third-party practices. It is a policy dodge enabled by
failures to enforce a meaningful definition of privacy.
Party-hopping works on the premise that data collection
and processing are unproblematic so long as the number
of companies accessing or owning that data can be restricted.
It both dismisses data minimization and encourages consoli-
dation. While many companies are able to engage in first-
party tracking, big tech firms—which can draw on their
network effects and combine streams of data drawn from
subsidiaries within the platform ecosystems they control—
benefit most from this transition, and several emerging indus-
try techniques illustrate how they intend to maximize this
data advantage.

One example of party-hopping is through the develop-
ment of new technologies that enhance companies’ first-
party tracking capabilities. The clean rooms described
above offer one illustration of what this looks like in prac-
tice. While many clean rooms are designed for interoper-
ability, those offered by Google, Amazon, and Meta
function as walled gardens, as one recent industry article
bemoaned: “The privacy magic isn’t in encryption or
even the degree to which unbeknownst users are tracked
online, it’s whether the data in held in the hands of one
company” (Hercher, 2023b). By drawing clients into the
use of their clean room technology and integrating it with
their other service offerings, cloud providers are able to
keep more users operating within their walled gardens
(Hercher, 2023b). Meta’s development of its Meta Pixel
to replace its standard conversion pixel is an additional
example. The former triggers the website hosting it to set
a first-party cookie on the user’s browser and then share
data with Meta. This acts as a workaround to get past
Apple’s intelligent tracking prevention, which blocks third-
party cookies, enabling Meta to replicate the data flows
established prior to Apple’s “privacy enhancing” measures
(Zawadziński and Wlosik, 2022).

Universal ID solutions work along a similar principle.
By cloaking persistent tracking in the legitimating cover
of a first-party consent agreement, unique identifiers and
profile data can once again be activated across sites by
various advertisers and intermediaries who signed up for
the same global ID solutions. SWAN, for example, effect-
ively turns every publisher within the network into a “first
party,” making users eligible to be targeted by advertisers
across sites of other SWAN partners, despite encryption
of user-level information by site. As discussed further
below, Apple’s ATT also hinges on the pretense that, by
definition, first-party tracking is legitimate and third-party
tracking is not.

Across these examples are a set of techniques that large
tech firms are best placed to exploit in environments where
third-party tracking is eroded. By controlling bottlenecks,
such as browsers, devices, cloud computing, and market-
places, they have the capacity to technologically innovate

around regulatory environments to preserve their data
advantage. And where this fails, they have the capital to
buy their way into data advantages.

Sabotage
A third model of cynical resignation takes the form of what
we describe as sabotage—using “privacy” as a means of
disadvantaging rivals and increasing market power. This
strategy not only seeks to retain core elements of data track-
ing in advertising, it reinforces platforms’ dominance in the
market by directly undermining external competitors’ abil-
ities to gain insights from third-party data. Our terminology
here draws on Shapiro’s (2023) Veblen-influenced defin-
ition of platform sabotage as the strategic withdrawal of
efficiency from other market actors. This is quite applicable
to digital advertising, whose quintessential value propos-
ition is marketing efficiency, and wherein access to personal
data and addressable targeting capabilities are considered
the fundamental sources of that efficiency (Turow, 2011).
We call this sabotage because an offending company does
not improve its products so much as withhold perceived
efficiencies from the rest of the marketplace.

Apple’s announcement of its App Tracking Transparency
privacy tools is a case in point. ATT mandates that when
apps seek to collect user information to share it with third
parties, a window must show up on the Apple device
asking for permission, and if the user declines the app
must stop tracking the user’s data. The announcement of
this measure led Meta to take out full-page newspaper
ads denouncing the feature as harmful to small businesses.
It also led Germany’s competition regulator to initiate a
proceeding against Apple to review ATT’s impact on
other companies, specifically examining whether Apple’s
ability to unilaterally set rules for its app store had anticom-
petitive effects on the market.

This maneuver should be viewed in light of Apple’s
growing advertising business. As mentioned above, ATT
operationalizes privacy in a self-serving way; its definition
of “tracking” prohibits third-party data collection (absent
opt-in consent), while Apple’s own first-party data collection
and personalized advertising services are exempted from
such prohibitions and permissions requirements (Kollnig
et al., 2022). That means advertisers can get more detailed
data about the performance of their ads if they buy from
Apple rather than other ad-sellers, and that apps financed
by personalized advertising may become more dependent
on Apple. As one analyst told the Wall Street Journal,
“it’s not really clear why they would withhold [perform-
ance data]…unless they were just really trying to privilege
their own ad networks” (Haggin, 2021). This party-based
privacy policing generates a windfall for the company.
In the first six months after the launch of ATT, Apple’s
advertising business reportedly tripled its market share
(McGee, 2021).
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Similarly, Google’s intention to block third-party cookies
on Chrome and its subsequent implementation of Privacy
Sandbox foreshadow significant downstream effects for
other companies (Wakabayashi, 2021). This led to com-
plaints by publishers and the UK Competition and
Markets Authority, both of whom worried that Privacy
Sandbox would have negative impacts on competition in
the digital ads market. The result was a negotiated set of
concessions made by Google in exchange for the CMA’s
agreement not to pursue an investigation. The agreement
is heavily reliant on a monitoring trustee to track and
evaluate whether Google has adequately complied with
these commitments (Competition and Markets Authority,
2022). This is not the first time Google has used
“privacy” to justify terms of service and data sharing (or
withholding) that make its own adtech products more
valuable to advertisers and publishers, relative to competi-
tors (Srinivasan, 2020).

FTC Commissioner Rebecca Kelly Slaughter (2021: 21)
remarked on these sorts of practices in a recent speech:
“Shutting off the data spigot for others while filling your
own well is the kind of anticompetitive innovation that
we’re bound to see more of if this space remains unregulated.”
Where privacy regulations fail to take into account these kinds
of industry practices, they are likely to result in further con-
centration of data advantages in the hands of large tech
firms who are positioned to benefit from platform sabotage.

Conclusion: the fight to define meaningful
change
The digital advertising industry, and the tech sector more
broadly, is forging ahead with a paradigm that may define
and encode the meaning and function of privacy for the
foreseeable future. Now that they’ve accepted a world in
which privacy remains salient, their actions indicate firms
are seeking to bring privacy within their own control: par-
ading behind a welcome rhetoric about privacy-preserving
technology, while actively working to reproduce their exist-
ing profit centers. The largest among these firms are exploit-
ing privacy through self-regulatory technical measures that
cement their power and make small firms more dependent
on them. In such a system, only the largest firms have the
data, scale/reach, and computing capacities to solidify the
status quo while simultaneously performing “compliance”
with laws and norms. Consider, for example, the black-box
optimization products that Meta and Google are positioning
as catch-all adtech solutions for a “privacy-first” future.
These combine all of the tactics described above: they
enrich the platforms’ own first-party data with first-party
sales data that advertising clients integrate into ad-targeting
databases; they use machine-learning models to sanitize
surveillance and discrimination; and they let these compan-
ies claim further control over the allocation of advertisers’
money and hoard data and computing resources.

Adtech’s apparent pivot thus takes advantage of a policy
gap: in the absence of privacy mandates that are sensitive
to political-economic and sociotechnical power, these
firms can perform privacy without making fundamental
changes to the business model. Each of the maneuvers
described above—sanitizing surveillance, party-hopping,
and sabotage—work in concert to solidify adtech compan-
ies’ ability both to retain the status quo and to avert regula-
tory interventions that would invoke structural changes to
the digital economy in favor of protecting users’ privacy.
Given this, cynical resignation may be interpreted as the
product of a policy failure: a failure to introduce strong
curbs on corporate data collection and profiling, and a
failure to anticipate tensions between privacy and competi-
tion policy that has enabled these companies to take steps to
ensure the broader public gets neither.

To make privacy meaningful, and forestall these self-
interested moves by companies, policy measures have to
tackle the structural harms at the root. For example, data
minimization, collection limitation, and purpose limitation
measures can be one effective means through which to
cut off firms’ access to data (Center for Democracy &
Technology, 2022). Other regulatory proposals could
ban certain types of business models wholesale, or insti-
tute strong curbs on profiling activities (US Congress,
2022). And stronger competition enforcement, particularly
enforcement that treats privacy harms as an example of
toxic competition (Stucke, 2022), can avert firms’ use of
acquisitions to both build a stronger foothold in the adver-
tising ecosystem and expand their access to data flows,
ensuring that we don’t face a race to the bottom as firms
seek to leverage privacy rhetoric to their own gain. The
industry’s newfound commitment to privacy opens a pol-
itical horizon to define what it will mean to honor that
commitment.
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Note

1. Advantage+ is branded onto a suite of automated optimization
products; for simplicity, we use the label as a general umbrella.
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