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ABSTRACT

Yu Deng: Generalized Change-Point Hazard Models with Censored Data
(Under the direction of Jianwen Cai and Donglin Zeng)

In many epidemiology studies, the biomarkers and survival endpoints of diseases are collected to investigate the association between risk factors and disease incidence. The risk of the disease may change when a certain risk factor exceeds a threshold. Finding this threshold value is important for individual risk prediction and disease prevention. In this dissertation, we develop semiparametric statistical approaches for the change point in both univariate and clustered survival data.

Family studies are very popular in public health studies due to its cost-efficiency in collecting the data. In Chapter 3, we propose a Cox-type marginal hazards model with an unknown change point for clustered event data. The marginal pseudo-partial likelihood functions are maximized to estimate the change point. We develop a supremum test and $m$ out of $n$ bootstrap to make inferences of the change point. We establish the consistency and asymptotic distributions of the proposed estimators. We evaluate the small sample performance of the proposed methods via extensive simulation studies. Finally, the Strong Heart Family Study dataset is analyzed to illustrate the methods.

To improve the performance in identifying the high-risk individuals, we propose a change hyperplane model, which is an extended change point model based on a linear combination of multiple risk factors. We develop the Cox proportional hazards model and Cox-type marginal hazards model with a change hyperplane for univariate and clustered event data in Chapter 4 and 5, respectively. To ensure identifiability, two different sets of criterion are shown to be equivalent and proved to guarantee the identifiability. The two-step procedure
with application of the genetic algorithm is applied to maximize the partial or pseudo-
partial likelihood function. We introduce the $m$ out of $n$ bootstrap to generate confidence
intervals for the change hyperplane parameters. The supremum tests with score and robust
score statistics are conducted to verify the existence of the change hyperplane in univariate
and clustered data, respectively. The asymptotic properties of the proposed estimators
are derived in both cases. The performance of the proposed approach is demonstrated via
simulation studies and analyses in the Cardiovascular Health Study and the Strong Heart
Family Study.
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CHAPTER 1: INTRODUCTION

Change-point effects have been observed in many epidemiology studies. The identified change points of certain biomarkers are applied to predict disease risks. Such risk scores may influence the decision of early intervention. For example, in the Strong Heart Family Study, Zhao et al. (2014) found that participants with leukocyte telomere length (LTL) less than the first quartile have a significantly higher risk for developing incident diabetes compared to those with LTL longer than the first quartile. In addition, the change point based on LTL has also been observed to depend on some other biomarkers, such as triglycerides, HDL, etc. Thus, finding the threshold value based on a single or multiple covariates is important for identifying at-risk individuals. Furthermore, one important characteristic of such studies is that the collected samples may be correlated, e.g. family data. Consequently, it is of utmost interest to develop a rigorous and comprehensive framework to conduct the change point analysis for both univariate and clustered survival data subject to censoring.

Change Point Analysis for Clustered Event Data

The Cox proportional hazards model (Cox 1972) has been widely applied to estimate the association between potential risk factors and disease incidence under the assumption of independent observations. The change point analysis has been extensively studied in the univariate Cox proportional hazards model (Liang et al. 1990; Luo 1996; Pons 2002; Luo 1996; Gandy et al. 2005; Gandy and Jensen 2005; Jensen and Lütkebohmert 2008; Luo and Boyett 1997, Pons 2003, Kosorok and Song 2007). Among them, Luo and Boyett (1997), Pons (2003), Kosorok and Song (2007) assumed a non-smooth “jump” effect at an unknown
threshold of a covariate. A two-step procedure is applied to maximize the partial likelihood to obtain the change point and regression coefficients. The consistency and asymptotic distribution of the proposed estimator are proved by Luo and Boyett (1997) and Pons (2003), respectively. Kosorok and Song (2007) generalized the asymptotic properties in the Cox model to the class of transformation models. However, the developed asymptotic properties and inference procedures for the univariate case cannot be applied directly to clustered survival data. The major difficulty for the change point analysis in the Cox marginal hazards model is the complicated asymptotic distribution of the change point estimator for clustered data. In Chapter 3, we focus on developing a Cox-type marginal hazards model (Lee et al. 1992, Cai and Prentice 1997) with an unknown change point in a covariate for clustered survival data.

**Change Hyperplane Model for Univariate Survival Data**

To improve the performance in identifying the rules to classify the high-risk individuals, we extend the change point model to the change hyperplane model, where the change hyperplane is based on a linear combination of multiple risk factors. The change hyperplane in the Cox proportional hazards model can be viewed as a single index. The single index has been widely applied in the Cox proportional hazards model as a remedy of the violation of the proportional hazards assumption. Wang (2004) and Huang and Liu (2006) assumed unspecified smooth link functions of the single index. However, the estimation approach in the single index Cox model cannot be directly applied to the change hyperplane model, because the unknown smooth function in the single index model is replaced by a discontinuous indicator function in the change hyperplane model. The change hyperplane function equals one or zero depending on whether the single index is larger or smaller than the change point. In addition, we prove that the convergence rate of the change hyperplane estimators is $1/n$ as opposed to the convergence rate $1/\sqrt{n}$ in the single index model. Consequently,
the asymptotic properties for the single index Cox proportional hazards model cannot be extended to the Cox proportional hazards model with a change hyperplane. In Chapter 4, we propose a partially linear Cox proportional hazards model with a change hyperplane.

**Change Hyperplane Model for Clustered Event Data**

The strong heart family study is a family-based longitudinal study. The observed change point for incident diabetes may depend on more than one covariate. Finding the change hyperplane which has a significant association with the incidence of diabetes helps gain the understanding of the disease and evaluate the risk of each individual. However, the model proposed in Chapter 4 can only handle univariate data. Considering the varying number of cluster sizes, the asymptotic distributions of the change hyperplane estimators become more complicated. Aiming at gaining a wider application of the change hyperplane model, we consider a Cox-type marginal hazards model (Lee et al. 1992) with a change hyperplane based on multiple covariates for clustered survival data in Chapter 5.

**Outlines of the Dissertation**

In this dissertation, we conduct a literature review in Chapter 2. In Chapter 3, we develop a Cox-type marginal hazards model with an unknown change point depending on a single covariate for clustered survival data. In Chapter 4, we propose a partially linear Cox proportional hazards model with a change hyperplane. In Chapter 5, we investigate the Cox-type marginal hazards model with a change hyperplane for the Strong Heart Family Study. In Chapter 6, we discuss possible extensions and future work.
CHAPTER 2: LITERATURE REVIEW

2.1 Semiparametric Regression Models for Censored Data

2.1.1 Cox Proportional Hazards Model

The Cox proportional hazards model (Cox 1972) has been widely used to study the effect of covariates on failure times. Cox (1972) assumed that the hazard function for the failure time $\tilde{T}$ given the vector of covariates $Z(t)$ follows

$$
\lambda(t|Z_i) = \lambda_0(t) \exp\{\beta^T Z_i(t)\},
$$

(2.1)

where $\lambda_0(t)$ is an unspecified baseline hazard function, $\beta$ is a $p \times 1$ vector of unknown parameters, and $i = 1, ..., n$ is the subject indicator. The Cox proportional hazards model is a semiparametric model with the linear combination of the covariates as the parametric part and the unspecified positive baseline hazard function as the nonparametric part.

Cox (1975) proposed the partial likelihood to estimate the parameters of interest. We assume that the observed failure time $T_i = \min(\tilde{T}_i, C_i)$ is the minimum of the failure time $\tilde{T}_i$ and the censoring time $C_i$, $\Delta_i = I(\tilde{T}_i \leq C_i)$ is the failure indicator, where $I(.)$ is the indicator function, and $T_i$ and $C_i$ are independent conditional on $Z_i$. Thus, the partial likelihood function is written as

$$
L(\beta) = \prod_{i=1}^{n} \left[ \frac{\exp\{\beta^T Z_i(T_i)\}}{\sum_{i=1}^{n} I(T_i \geq T_i) \exp\{\beta^T Z_i(T_i)\}} \right]^{\Delta_i}.
$$
Obviously, the partial likelihood function depends only on the parameters of interest \( \beta \), and does not depend on the infinite dimensional nuisance function \( \lambda_0(t) \). In order to obtain the estimates of \( \beta \), we maximize the partial likelihood using the Newton-Raphson method, which is equivalent to solving the score equation given by

\[
U(\beta) = \frac{\partial \log L(\beta)}{\partial \beta} = \sum_{i=1}^{n} \Delta_i \left\{ Z_i(T_i) - \frac{S_n^{(1)}(T_i; \beta)}{S_n^{(0)}(T_i; \beta)} \right\} = 0,
\]

where \( S_n^{(r)}(t; \beta) = \frac{1}{n} \left\{ \sum_{i=1}^{n} Y_i(t) Z_i^{(r)}(t) \exp \{ \beta^T Z_i(T_i) \} \right\}, \ Y_i(t) = I(T_i \geq t), \) and \( r = 0, 1 \).

For the proposed maximum partial likelihood estimators, Tsiatis (1981) and Andersen and Gill (1982) established the large sample properties by showing the strong consistency and asymptotic normality. Andersen and Gill (1982) generalized the proof by using counting process. Under asymptotic regularity conditions, \( \sqrt{n} \left( \hat{\beta} - \beta_0 \right) \) converges in distribution to a normal random variable \( \sqrt{n} \left( \hat{\beta} - \beta_0 \right) \rightarrow_d N(0, I_1(\beta_0)^{-1}) \), where \( I_1(\beta) = \int_{0}^{\tau} v(t; \beta) s^{(0)}(t; \beta) \lambda_0(t) dt, \ s^{(r)}(t; \beta) = E \left\{ Z_i^{(r)}(t) Y_i(t) \exp \{ \beta^T Z_i(t) \} \right\}, \ v(t; \beta) = \frac{s^{(2)}(t; \beta)}{s^{(0)}(t; \beta)} - \frac{s^{(1)}(t; \beta)}{s^{(0)}(t; \beta)} \right\}, \) and \( r = 0, 1, 2 \).

### 2.1.2 Proportional Hazards Model for Clustered Survival Data

The clustered failure time data are commonly seen in the observational studies and clinical trials. The correlated data can be multiple types of events within one subject or a small cluster of subjects. When failure time data are correlated, the original Cox proportional hazards model is no longer applicable, because the model depends on the assumption that the observations are independent of each other. Later, Andersen and Gill (1982) extended the Cox proportional hazards model to a more generalized version, whose intensity function can be applied to clustered events. The model assumed that the later occurring events would not be unaffected by the earlier events within the same individual. In addition to this model, there are two most commonly used approaches: marginal models and frailty models. The difference between these two models is whether to explicitly specify the dependence
structure for the intra-cluster association or not. If the correlation among the observations is of interest, then the frailty model is preferred because it explicitly specifies the correlation structure for the observations within the same cluster. However, the marginal models are desirable when we focus on making inferences on the population average effect of risk factors on failure times. We discuss these two types of models in the following sections.

**Marginal Model**

The marginal models assume that the multivariate failure times follow the proportional hazards assumption in their marginal distributions. Wei et al. (1989) proposed the marginal model with failure-specific baseline hazard function and failure-specific regression parameters. Later, Lee et al. (1992) proposed a marginal model with common baseline hazard function for the situations that were consisted of correlated failure times from small groups. Combining the models in Wei et al. (1989) and Lee et al. (1992), Spiekerman and Lin (1998) and Clegg et al. (1999) proposed a general Cox-type regression model. The proposed model included both models as special cases. It allowed for both the failure-specific baseline hazard functions for different types of failures and the common baseline hazard functions for the cluster within the same type of failure. Here, we focus on clustered event data, instead of multiple event data. We assume that $i = 1, ..., n$ is the cluster indicator, and $j = 1, ..., K_i$ is the subject indicator within the $i$th cluster. For the $j$th subject in the $i$th cluster, the marginal hazard function is given by

$$
\lambda(t|Z_{ij}) = \lambda_0(t) \exp\{\beta^T Z_{ij}(t)\},
$$

(2.3)

where $\lambda_0(t)$ is an unspecified baseline hazard function, $\beta$ is a $p \times 1$ vector of unknown parameters, and $K_i$ is bounded. Let the observed failure time $T_{ij} = \min(\tilde{T}_{ij}, C_{ij})$ be the minimum of the failure time $\tilde{T}_{ij}$ and the censoring time $C_{ij}$, $\Delta_{ij} = I(\tilde{T}_{ij} \leq C_{ij})$ be the failure
indicator, and $T_{ij}$ and $C_{ij}$ be independent conditional on $Z_{ij}$. The corresponding pseudo-partial likelihood function is written as

$$L(\theta) = \prod_{i=1}^{n} \prod_{j=1}^{K_i} \left( \frac{\exp \{ \beta^T Z_{ij} (T_{ij}) \}}{\sum_{l=1}^{n} \sum_{k=1}^{K_i} I(T_{lk} \geq T_{ij}) \exp \{ \beta^T Z_{lk} (T_{ij}) \}} \right)^{\Delta_{ij}}. \quad (2.4)$$

The score equation is generated based on this pseudo-partial likelihood function (2.4). Lee et al. (1992) proved that the estimators based on the estimating equations, which ignored dependencies among the failure times, would still be consistent. Even though the model does not specify the dependence structure in the model, the correlation is adjusted for inference. The estimators are asymptotically normally distributed with a sandwich-type variance estimator.

In addition to this mentioned estimating method, several other approaches were developed for estimating the parameters of interest. Liang et al. (1990) proposed a different estimating equations for $\beta$, which replaced the elements of the pseudo-partial likelihood function by combinations of all possible pairs of failure times in a cluster. Cai and Prentice (1995) and Cai and Prentice (1997) proposed weighted partial likelihood estimation equations for failure-specific and common baseline hazard functions, respectively. This weighted method could improve the efficiency when pairwise dependencies are strong and censoring rates are moderate.

**Frailty Model**

Unlike the marginal models, the frailty model, which is first studied by Clayton and Cuzick (1985), incorporates a frailty term which induces dependence among correlated data. The frailty model for clustered data is specified as

$$\lambda(t|Q_i) = Q_i \lambda_0(t) \exp \{ \beta^T Z_{ij}(t) \}, \quad (2.5)$$
where $Q_i$ is assumed to be independent and identically distributed under the frailty distribution. Conditional on the frailty $Q_i$, the proportional hazards assumption still holds for each subject. In Clayton and Cuzick (1985), it assumed that the frailty $Q_i$ followed a gamma distribution with mean one and an unknown variance. The other popular frailty distributions are proposed, for example, positive stable distribution (Hougaard 1986b), inverse Gaussian distribution (Hougaard 1986a), log Normal distribution (McGilchrist and Aisbett 1991), and uniform distribution (Lee and Klein 1988).

EM algorithm has been proposed to estimate the regression parameters in the frailty model with the assumption of gamma distribution (Klein 1992, Nielsen et al. 1992). The main step is to take a numerical integration for conditional expectations, and then take the maximization. If the Laplace transform of the frailty distribution is known, then EM algorithm is applicable in estimation for that class of distributions (Parner et al. 1997). The consistency and asymptotic distributions of the estimators in the frailty model with the assumption of the gamma distribution were proved in Murphy (1994) and Murphy (1995), respectively.

2.2 Semiparametric single-index model

The single-index model is becoming more and more popular in medical or economic studies. The reason is that it reduces the dimensionality of the covariates $X$ by introducing the single index $\beta^T X$, which is a linear combination of all the covariates $X$. The model is first proposed in the linear regression, which is given by

$$Y = g(\beta^T X) + \epsilon, \quad (2.6)$$

where $Y$ is the response variable, $g(.)$ is the unknown univariate link function, $\beta$ is an $p$-dimensional unknown index vector, and $\epsilon$ is a random variable with $E(\epsilon | X) = 0$. In this model, the index vector $\beta$ is only identifiable under certain criterion. There are two criterion
which are most commonly seen. One way is to assume that $\|\beta\| = 1$ with its first non-zero element positive, the other way is to assume one of its non-zero elements to be one.

In the single-index model, one of the most challenging problem is to estimate the unknown link function $g(.)$ and the index vector $\beta$. There are two most commonly applied estimators: average derivative estimator and semiparametric least square estimator. We introduce these two estimators and their asymptotic properties in the following sections.

**Average Derivative Estimation**

Härdle and Stoker (1989) applied a nonparametric estimating approach to obtain the marginal density $f(X)$ such that 

$$
\hat{f}_{an} = n^{-1} a_n^{-p} \sum_{j=1}^{n} K\left(\frac{X-X_i}{a_n}\right),
$$

where $K(.)$ is a kernel function, $a_n > 0$ is the bandwidth, $a_n \to 0$, and $p$ indicates that $K(.)$ is a function of $p$ arguments. Under general conditions, $\hat{f}(X)$, $\hat{f}(X)'$, and $\hat{t}(X) = -\frac{\hat{f}(X)'}{\hat{f}(X)}$ are consistent estimators of the corresponding counterpart in $\delta$. Thus, the average derivative estimator $\hat{\delta}$ is defined as

$$
\hat{\delta} = \frac{1}{n} \sum_{i=1}^{n} \hat{t}(X_i)y_i I(\hat{f}(X_i) > b_n),
$$

where $b_n$ is a trimming bound such that $b_n \to 0$. This method leads to a $1/\sqrt{n}$ consistent estimator and the proposed estimator is proved to be asymptotically normally distributed.

**Semiparametric Least Squares Estimator**

The objective function in the single-index model is expressed as

$$
J(\beta) = E\left(\left[ y - E\{y|g(\beta^T X)\}\right]^2 \right).
$$

Since $E\{y|g(\beta^T X)\}$ is unknown, Ichimura (1993) proposed to a kernel estimator, which is

$$
\hat{E}(\beta^T X_i) = \frac{\sum_{j\neq i} y_j K\left(\frac{g(\beta^T X_i) - g(\beta^T X_j)}{a_n}\right)}{\sum_{j\neq i} K\left(\frac{g(\beta^T X_i) - g(\beta^T X_j)}{a_n}\right)},
$$

where $K(.)$ is a kernel function, the bandwidth $a_n > 0$, and $a_n \to 0$. Then $\beta$ is estimated by
minimizing the least square function $J(\beta) = \frac{1}{n} \sum_{i=1}^{n} \{ y_i - \hat{E}(\beta^T X_i) \}^2$. In addition, Ichimura (1993) established consistency and asymptotic normality of the proposed estimator. The selection of the bandwidth was later studied in Hardle et al. (1993).

These two estimators were originally proposed to estimate the link function and the index vector in Model (2.6). They can also be adapted to other forms of the single-index models. Carroll et al. (1997) extended the single-index model (2.6) to the generalized partially linear single-index model, which is written as $Y = \alpha^T Z + g(\beta^T X) + \epsilon$. Obviously, when $\alpha \equiv 0$, it is reduced to Model (2.6). The other form of the extended model is to include more than one single index in an unknown link function $g(\cdot)$, which is given by $Y = g(\beta_1^T X, ..., \beta_D^T X) + \epsilon$ (Cook and Li 2002, Xia et al. 2002, Yin and Cook 2002).

In censored data, the Cox model assumes that the covariates has a log-linear relationship with the hazard function. However, this assumption may not be valid under some situations. Wang (2004) generalized the exponential link function to an unspecified form $\lambda(t|Z) = \lambda_0(t)g \{ \beta^T Z(t) \}$, where $g(\cdot)$ is the unknown link function. They presented a two-step iterative algorithm to estimate the link function and regression parameters $\beta$. The iterative algorithm is based on the proposed kernel estimated local log partial likelihood and global partial likelihood. The unknown link function $g(\cdot)$ is estimated by the local likelihood approach. Let $r(v) = \{ g^{(1)}(v), ..., g^{(p)}(v)/p! \}^T$, where $g^{(p)}(v)$ represents the $p$th order of derivatives of the function $g(\cdot)$ at $v$. Then $r(v)$ could be obtained through the following local log partial likelihood

$$\sum_{i=1}^{n} \left( K_a \{ \beta^T Z_i(T_i) - v \} \left[ \{ \beta^T Z_i(T_i) \}^T r(v) \right] \right)^{\Delta_i},$$

where $K_a(\cdot)$ is the kernel function with the bandwidth $a$, and $Y_i(t) = I(T_i \geq t)$. Based on the estimated $r(v)$, we can obtain the function $g(\cdot)$ through integration, since $g(Z(t)) \approx$
\[ g(v) + \{\beta^T Z(t)\}^T r(v). \] Then we can estimate \( \beta \) through the global partial likelihood
\[ l(\beta, \bar{g}) = \sum_{i=1}^n \left[ \bar{g}\{Z_i(T_i)\} - \log \left\{ \sum_{j=1}^n \exp[\bar{g}\{Z_j(T_i)\}]Y_j(T_i) \right\} \right]^{\Delta_i}. \] The asymptotic properties are established for the estimated link function.

The advantage of the model proposed by Wang (2004) is that it does not have any assumption for the relationship between the hazard function and risk factors. However, the interpretation based on the estimated link function is not straightforward. Thus, the model, which combines the Cox proportional hazards model and the single-index model, is of great interest. For example, Huang and Liu (2006) extended the Cox proportional hazards model as
\[ \lambda(t|Z) = \lambda_0(t) \exp\{g(\beta^T X)\}, \] where \( g(.) \) is the unknown smooth function. This model keeps the log linear relationship between the hazard function and \( g(\beta^T X) \). This model is applied when there is a violation of the linear relationship between the risk factors and the log of the hazard function. Thus, it provides a more straightforward interpretation for the regression parameters based on the Cox proportional hazards model. In the paper, they adopted a spline smoothing approach to approximate the unknown link function \( g(.) \), and then maximized the partial likelihood to estimate \( \beta \). Define \( B_j, j = 1, \ldots, k, \) are the B-spline basis functions (De Boor 1978). Then the unknown link function is expressed by
\[ g(\beta^T x) = \sum_{j=1}^k \gamma_j \bar{B}_j(\beta^T x), \] where \( \bar{B}_j(u) = \int_0^u B_j(s)ds \), and \( \gamma_j, j = 1, \ldots, k, \) are unknown parameters. Both the unknown \( \beta \) and \( \gamma_j, j = 1, \ldots, k, \) are estimated by maximizing the following partial likelihood function
\[ L(\beta) = \prod_{i=1}^n \left[ \frac{\exp\left\{ \sum_{j=1}^k \gamma_j \bar{B}_j(\beta^T X_i(T_i)) \right\}}{\sum_{i=1}^n I(T_i \geq T_i) \exp\left\{ \sum_{j=1}^k \gamma_j \bar{B}_j(\beta^T X_i(T_i)) \right\}} \right]^{\Delta_i}. \]

Similar to the linear model, the single index Cox model is also extended to the partially linear single index Cox model
\[ \lambda(t|Z) = \lambda_0(t) \exp\{\alpha^T Z + g(\beta^T X)\}, \] which is proposed by Sasieni (1992b). The estimation is based on maximizing a spline smoothed partial likelihood. Sasieni (1992a) provided the efficient score and information bound for \( \beta \).
2.3 Change-Point Models with Censored Data

2.3.1 Models

The change point analysis has been studied in the univariate Cox proportional hazards model. Therneau et al. (1990) first extended this model to include a continuous covariate dichotomized by a threshold value, which is defined as the change point. The model is written as

\[ \lambda(t|Z_i) = \lambda_0(t) \exp \left\{ \beta_1^T Z_i(t) + \beta_2 I(X_i > \zeta) \right\}, \tag{2.7} \]

where \( \lambda_0(t) \) is an unknown baseline function, \( \zeta \) is the unknown change point for which the covariate \( X_i \) has different effects for \( X_i \leq \zeta \) and \( X_i > \zeta \), and \( \beta = (\beta_1, \beta_2)^T \) is a vector of \( J + 1 \) unknown parameters with \( J = \dim (Z_i(t)) \). Therneau et al. (1990) applied the martingale residual plots to identify the existence of the change point. The partial likelihood function for \( n \) subjects with right censoring can be formulated as

\[ L(\zeta, \beta) = \prod_{i=1}^{n} \left( \frac{\exp \left\{ \beta_1^T Z_i(T_i) + \beta_2 I(X_i > \zeta) \right\}}{\sum_{l=1}^{n} I(T_l \geq T_i) \exp \left\{ \beta_1^T Z_l(T_l) + \beta_2 I(X_l > \zeta) \right\}} \right)^{\Delta_i}, \]

where \( T_i = \min(\tilde{T}_i, C_i) \) with \( C_i \) being the censoring time assumed to be independent of \( \tilde{T}_i \) given the covariates, and \( \Delta_i = I(\tilde{T}_i \leq C_i) \) is the failure indicator. To estimate the change point and regression coefficients, Luo and Boyett (1997) applied a two-step procedure to maximize the logarithm of partial likelihood function, which is defined as \( l_n(\zeta, \beta) = \log \{ L(\zeta, \beta) \} \). Since it is possible to have multiple \( \zeta \) reaching the same maximum value, they choose the smallest one as the estimator for \( \zeta \), denoted by \( \hat{\zeta} \). The corresponding estimator for \( \beta \) is denoted as \( \hat{\beta} \). Thus, \( (\hat{\zeta}, \hat{\beta}) = \arg \max_{\zeta \in [\zeta_1, \zeta_2], \beta} l_n(\zeta, \beta) \).

Luo and Boyett (1997) further proved the consistency of a resulting change-point estimator and its convergence rate of \( 1/n \). Later, Pons (2003) proved that the estimators of the
regression parameters are asymptotically independent of the change-point estimator, and thus, $\sqrt{n}(\widehat{\beta} - \beta)$ still weakly converges to a multivariate normal distribution. In addition, they proved that the asymptotic distribution of the change-point estimator is a composite Poisson process. Kosorok and Song (2007) generalized this estimator to transformation models and established the asymptotic properties of this class of models, which includes the Cox model as a special case.

Except for Model (2.7), there are many other forms of change-point models based on Cox proportional hazards model in censored data. Liang et al. (1990), Luo (1996), Luo et al. (1997), and Pons (2002) discussed the change point at an unknown time for the lag effect of the covariates. The model is specified as

$$
\lambda(t|Z, X) = \lambda_0(t) \exp \{ \beta^T Z + \theta^T I(t \leq \tau) Z + \gamma^T X \},
$$

where $\tau$ is an unknown change point in time. There is a change in the effect of $Z$ before and after the time $\tau$ from $\beta + \theta$ to $\beta$. Gandy et al. (2005), Gandy and Jensen (2005), and Jensen and Lütkebohmert (2008) considered the Cox model with a smooth change in the regression coefficient. To address the cases, they assumed that the slopes are different for the covariates above and below the change point, which is given by

$$
\lambda(t|Z, X) = \lambda_0(t) \exp \{ \beta_1^T Z_1(t) + \beta_2 X_i + \beta_3 (X_i - \eta)^+ \},
$$

where there is a change of influence of the covariate $X_i$ at $\eta$ from $\beta_2$ to $\beta_2 + \beta_3$.

### 2.3.2 M out of n Bootstrap

Given the dataset of size $n$, the $m$ out of $n$ bootstrap approach is defined as sampling with replacement of size $m$, where $m \to \infty$, and $m/n \to 0$. The key step is how to chose the optimal $m$, which determines the consistency of the bootstrap estimators. Hall et al. (1995)
showed that the choices of $m$ are varying in different contexts. For example, the optimal choice of $m$ is $n^{1/3}$ for the setting of estimation of bias. However, the optimal choice of $m$ becomes $n^{1/5}$ in the setting of constructing two-sided confidence intervals for an unknown parameters. Several data-driven approaches for choosing $m$ have been proposed. Datta and McCormick (1995) proposed a jackknife scheme by drawing $m$ samples with replacement from the dataset, which leaves out one sample in each sampling. The choice of $m$ is the one which minimizes the function $L(m) = \sum_{i=1}^{n} (\tilde{q}_{-i} - \hat{q})^2$, where $\tilde{q}_{-i}$ is estimate of the $i$th draw from the dataset without the $i$th sample, and $\hat{q}$ is the estimate based on the full dataset. Bickel and Sakov (2005) and Bickel and Sakov (2008) proposed approaches to chose $m$ for confidences bounds for extreme percentiles and extrema functions. Based on their approach, the desired $m$ is selected as the maximum value that achieves the stable empirical distributions of the extrema function.

2.3.3 Tests

In practice, one important question is whether the change point exists. The null hypothesis is $H_0: \beta_2 = 0$ in Model (2.7). Since the estimation of the change point relies on $\beta_2$ unequal to zero, the change point is not identifiable given $\beta_2 = 0$ under the null hypothesis. To handle it, in general, there are two testing methods in the change-point method literatures.

The maximum efficiency robust tests (MERT) are proposed by Gastwirth (1966) and Gastwirth (1985). For the set $\Gamma = \{\tau_1, \tau_2, ..., \tau_K\}$ within a certain range $[\tau_{\min}, \tau_{\max}]$, the maximum efficiency robust test is defined as $Q(\alpha)$ which sup$_{Q} \inf_{\tau \in \Gamma} \rho(Q(\alpha), U(\tau))$, where $Q(\alpha) = \sum_{k=1}^{K} \alpha_k U(\tau_k)$, $U(\tau_k)$ is the score statistics, $\alpha = (\alpha_1, \alpha_2, ..., \alpha_K)$ is a vector of positive coefficients, and $\rho(.,.)$ is the correlation function. The optimal $\alpha$ can be obtained by the quadratic programming (Gastwirth 1966). The supremum (SUP) tests are proposed by Davies (1977) and Davies (1987). The test statistics for the Supremum tests is defined as $\text{SUP} = \sup_{\tau \in \Gamma} |U(\tau)|$. Later, Kosorok and Song (2007) proposed the Supremum tests with
a weighted bootstrap to obtain critical values. Zucker et al. (2013) conducted extensive simulations to compare these two approaches. Based on their simulation results, the SUP tests are more powerful under different scenarios.

2.3.4 Optimization Methods

The optimization methods can be classified into two groups depending on whether the objective functions have derivatives or not. For the most commonly used Newton-Raphson and quasi-Newton methods, they completely rely on the derivatives of the objective function. They are not applicable if the derivatives do not exist (Gill et al. 1981). However, the genetic algorithm still works when the derivative information is not available (Sekhon and Mebane 1998, Mebane Jr et al. 2011).

Newton-Raphson Method: The Newton-Raphson method is proposed to solve the equations $\frac{\partial f(X)}{\partial X} = 0$. The formula is $X_{j+1} = X_j - \left(\frac{\partial^2 f(X_j)}{\partial X_j^2}\right)^{-1} \frac{\partial f(X_j)}{\partial X_j}$. The algorithm starts with an initial value $X_0$. If the initial guess of $X_0$ is close enough to the true value, it ensures the convergence of the algorithm. The local linear and quadratic convergences of the algorithm are proved in Kantorovitch (1939) and Kantorovich (1948), respectively.

quasi-Newton Method: The quasi-Newton method entirely depends on the derivatives. In order to avoid the computation of Hessian matrix, quasi-Newton method proposes to use an approximation for the Hessian matrix $B_j \approx \left(\frac{\partial^2 f(X_j)}{\partial X_j^2}\right)^{-1}$ to speed up the computation. Thus the formula is $X_{j+1} = X_j - B_j \frac{\partial f(X_j)}{\partial X_j}$. There are several iterative methods of choosing $B_j$. Wells (1965) and Fletcher and Powell (1963) proposed Davidon-Fletcher-Powell inverse-Hessian approximation as

$$B_{j+1}^* = B_j + \frac{(X_{j+1} - X_j)(X_{j+1} - X_j)^T}{(X_{j+1} - X_j)^T \left(\frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}}\right)^T \left(\frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}}\right)} - \frac{B_j \left(\frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}}\right) \left(\frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}}\right)^T B_j}{\left(\frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}}\right)^T B_j \left(\frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}}\right)}.$$
algorithm, which is specified as.

$$
\tilde{B}_{j+1} = B_{j+1}^* + \phi_j \left\{ \left( \frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}} \right)^T B_j \left( \frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}} \right) \right\}
$$

$$
\times \left( \frac{X_{j+1} - X_j}{(X_{j+1} - X_j)^T \left( \frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}} \right)} - \frac{B_j \left( \frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}} \right)}{\left( \frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}} \right)^T B_j \left( \frac{\partial f(X_j)}{\partial X_j} - \frac{\partial f(X_{j+1})}{\partial X_{j+1}} \right)} \right)^T
$$

**Genetic Algorithm:** The Genetic algorithm is a random search algorithm based on a group of heuristic rules. Holland (1975) first proposed this algorithm to mimic the natural process of evolution. The purpose of the algorithm is to search the best solution which optimize the target objective function. In each generation, there are a group of trial values which will result in different values of the target objective function. The genetic algorithm is to ensure the average of trial values in each generation is better than their predecessors. The basic heuristic rules include reproduction, mutation, and crossover to guarantee the evolution process (Goldberg 1989). Even though there might exists decreasing average trial values, Holland (1975) showed that the above average predecessor trial values are sampled at an exponential rate for inclusion in the successive generation. This algorithm is especially helpful when the derivatives do not exist. Mebane Jr et al. (2011) showed that this algorithm worked for the discontinuous step function proposed in Yao et al. (1999).
CHAPTER 3: PROPORTIONAL HAZARDS MODEL WITH A CHANGE POINT FOR CLUSTERED EVENT DATA

3.1 Introduction

The change point models have been widely applied in clinical research to decide the sub-group of participants who have a much higher risk for specific diseases. Change point effects have been observed in many medical studies for different traits, such as fasting plasma glucose in the Australian Diabetes Obesity and Lifestyle Study (AusDiab) (Tapp et al. 2006), midthigh muscle cross-sectional area in the COPD Study (Marquis et al. 2002), and leukocyte telomere length in the Strong Heart Family Study (SHFS) (Zhao et al. 2014). In these studies, risk of disease changes when a continuous risk factor passes a threshold value. For example, Zhao et al. (2014) investigated the association between leukocyte telomere length (LTL) and diabetes incidence in the SHFS. SHFS is a longitudinal family-based cohort study of cardiovascular disease, type 2 diabetes and their risk factors among American Indians residing in Oklahoma, Arizona and South/North Dakota. The authors found that participants with shorter LTL (lower quartile) have nearly two-fold increased risk for developing incident diabetes compared to those with longer LTL. Such a change point for LTL and diabetes incidence was also observed by Willeit et al. (2014). It is well-known that telomere length shortens progressively with each cell division until it reaches a threshold value beyond which cells enter into senescence or die, a phenomenon called “Hayflick limit”. Even though the change point observed in these studies is consistent with the theory of “Hayflick limit”, the precise change point location in LTL remains to be determined. Finding this threshold value is helpful to identify at-risk individuals and risk prediction. Thus, it is of great interest to
develop a rigorous and comprehensive framework to conduct the change point analysis for survival data subject to censoring.

The change point analysis has been studied in the univariate Cox proportional hazards model. The Cox proportional hazards model (Cox 1972) was widely used to estimate the association between disease incidence and potential risk factors. Different change point models in the Cox proportional hazards model are proposed for various purposes. Liang et al. (1990), Luo (1996), Luo et al. (1997), and Pons (2002) discussed the change point at an unknown time for the lag effect of the covariates. Gandy et al. (2005), Gandy and Jensen (2005), and Jensen and Lütkebohmert (2008) considered the Cox model with a smooth change in the regression coefficient. They assumed that the slopes are different for the covariates above and below the change points. Another class of models assumes a non-smooth “jump” effect at an unknown threshold of a covariate (Luo and Boyett 1997, Pons 2003, Kosorok and Song 2007). Here, we focus on the change point analysis based on a non-smooth “jump” effect of a covariate. Maximum partial likelihood methods were proposed to estimate the change point and regression coefficients in this type of models. Luo and Boyett (1997) applied a two-step procedure to estimate the change point and proved the consistency of a resulting estimator. Later, Pons (2003) proved that this estimator asymptotically follows a composite Poisson process. Kosorok and Song (2007) generalized this estimator to transformation models and established the asymptotic properties of this class of models, which includes the Cox model as a special case. The change point analysis proposed for the univariate case cannot be applied directly to clustered survival data, because the proposed methods did not take into account the correlation between subjects within the same cluster.

In this paper, we focus on developing a Cox-type marginal hazards model (Lee et al. 1992) with a change point in a covariate for clustered survival data. The Cox marginal hazards model uses a pseudo-likelihood approach with a working independence assumption, while adjusting for the correlation by sandwich estimate in estimating the covariance matrix. The
marginal hazards model is useful when the focus is on making inferences on the population average effect of risk factors on failure time. One major difficulty for the change point analysis in the Cox marginal hazards model is the complicated asymptotic distribution of the change point estimator for clustered data. With univariate survival data, Pons (2003) proved that the change point estimator asymptotically follows a composite Poisson process which depends on the change point locations across all the subjects. However, the existing theory for the univariate Cox model cannot be applied directly to the change point analysis in the Cox marginal hazards model. The asymptotic distribution of the change point estimator for the clustered data depends on the correlation structure of all the clusters. Considering the varying cluster size and all the possible situations of the covariate passing the true threshold across every member within each cluster, we prove that the asymptotic distribution of the proposed change point estimator follows a more complicated composite Poisson process.

The structure of this Section is as follows. In Section 3.2, we describe the estimation method based on a two-step procedure. We then provide an inference method based on $m$ out of $n$ bootstrap, and a testing procedure for the existence of a change point. In Section 3.3, we establish the consistency, convergence rates and asymptotic distributions of the proposed estimators. Simulation studies evaluating the small sample performance of the method are presented in Section 3.4. In Section 3.5, data from the Strong Heart Family Study are analyzed using our approach. The details of the proofs are given in the Proof of Lemma and Theorems.

3.2 Methods

3.2.1 Model and Parameter Estimation

Consider $n$ independent and identically distributed (i.i.d) clusters with the $i$th cluster containing $K_i$ subjects ($i = 1,...,n$). For the $j$th subject in the $i$th cluster, $j = 1,...,K_i$, let $\tilde{T}_{ij}$ be the survival time, $X_{ij}$ denote a one-dimensional continuous covariate whose effect on
the response may have a change point, and \( Z_{ij}(t) \) denote other potentially time-dependent covariates whose effects could be different before or after \( X_{ij} \) passes the change point. In other words, the proportional hazards model with a change point assumes that the hazard rate function for \( \tilde{T}_{ij} \) given \( W_{ij}(t) \equiv (X_{ij}, Z_{ij}(t))^T \) takes a form

\[
\lambda(t|W_{ij}) = \lambda_0(t) \exp \left\{ \beta_1 Z_{ij}(t) + \beta_2 I(X_{ij} > \zeta) + \beta_3 Z_{ij}(t) I(X_{ij} > \zeta) \right\},
\]

where \( \lambda_0(t) \) is an unknown baseline function, \( \zeta \) is the unknown change point for which the covariate \( X_{ij} \) has different effects for \( X_{ij} \leq \zeta \) and \( X_{ij} > \zeta \), and \( \beta \equiv (\beta^T_1, \beta_2, \beta^T_3) \) is a vector of \( 2J + 1 \) unknown parameters with \( J = \text{dim}(Z_{ij}(t)) \). Therefore, the proposed model implies that the effect of \( Z_{ij} \) is \( \beta_1 \) when \( X_{ij} \leq \zeta \), and it becomes \( (\beta_1 + \beta_3) \) when \( X_{ij} > \zeta \). Furthermore, the hazard ratio between \( X_{ij} > \zeta \) and \( X_{ij} \leq \zeta \) is \( \exp \left\{ \beta_2 + \beta_3 Z_{ij}(t) \right\} \) for given \( Z_{ij}(t) \).

If we define \( r_\theta \{ W_{ij}(t) \} \equiv \beta_1 Z_{ij}(t) + \beta_2 I(X_{ij} > \zeta) + \beta_3 Z_{ij}(t) I(X_{ij} > \zeta) \) and \( \theta \equiv (\zeta, \beta^T) \), then a marginal pseudo-partial likelihood function for \( n \) clusters with right censoring can be formulated as

\[
L(\theta) = \prod_{i=1}^{n} \prod_{j=1}^{K_i} \left( \frac{\exp \left[ r_\theta \{ W_{ij}(T_{ij}) \} \right]}{\sum_{k=1}^{K_i} \sum_{l=1}^{n} I(T_{lk} \geq T_{ij}) \exp \left[ r_\theta \{ W_{lk}(T_{ij}) \} \right]} \right)^{\Delta_{ij}},
\]

where \( T_{ij} = \min(\tilde{T}_{ij}, C_{ij}) \) with \( C_{ij} \) being the censoring time assumed to be independent of \( \tilde{T}_{ij} \) given the covariates \( W_{ij}, \) and \( \Delta_{ij} = I(\tilde{T}_{ij} \leq C_{ij}) \) is the failure indicator.

To estimate the model parameters, we propose to maximize the logarithm of the pseudo-likelihood function, which is defined as \( l_n(\zeta, \beta) \equiv \log \{ L(\theta) \} \). Computationally, we adopt the following two-step procedure for maximization. For any fixed value of \( \zeta \) in a pre-specified range \([\zeta_1, \zeta_2]\), we maximize the logarithm of the pseudo-likelihood function via the Newton-Raphson method, which yields the global maximum due to the strict concavity of \( l_n(\zeta, \beta) \) for the given \( \zeta \). We thus obtain the profile function for \( \zeta \). In the second step, we apply a grid-search algorithm to find the optimal estimator for \( \zeta \). Since it is possible to have multiple
ζ reaching the same maximum value, we choose the smallest one as our final estimator for ζ, denoted by \( \hat{\zeta} \). The corresponding estimator for \( \beta \) is denoted as \( \hat{\beta} \). Thus, \((\hat{\zeta}, \hat{\beta}) = \arg\max_{\zeta \in [\zeta_1, \zeta_2], \beta} l_n(\zeta, \beta)\).

### 3.2.2 Inference for Parameter Estimators

To make inference for ζ and \( \beta \), we utilize the asymptotic results which will be given in Section 3.3. In that section, we show that \( \hat{\zeta} \) and \( \hat{\beta} \) are asymptotically independent and the asymptotic distribution of \( \hat{\beta} \) remains the same regardless whether ζ is known or not. Thus, the inference for \( \hat{\beta} \) can be carried out in a similar manner as the marginal proportional hazard model for clustered survival data, treating ζ = \( \hat{\zeta} \) as fixed (c.f. Lee et al. 1992). However, the inference for \( \hat{\zeta} \) is challenging due to the intractable asymptotic distribution shown in Section 3.3. The bootstrap approach is commonly applied to generate the empirical distributions of the estimators with complicate asymptotic distributions (Efron and Tibshirani 1994). The usual bootstrap approach is to draw a sample of \( n \) with replacement from the dataset of \( n \) samples. Efron and Tibshirani (1986) demonstrated its performance in generating standard errors and confidence intervals under regular conditions. However, the usual bootstrap approach produces inconsistent estimators in some non-standard problems. Dümbgen (1993) and Shao (1994) demonstrated the failure of the usual bootstrap in non-differentiable objective functions or non-smooth statistics. In addition, Shao (1994) proposed a remedy of such situation by sampling a ratio of the size of the original dataset. Given the dataset of size \( n \), the \( m \) out of \( n \) bootstrap approach is defined as sampling with replacement of size \( m \), where \( m \rightarrow \infty \), and \( m/n \rightarrow 0 \). Similar concepts are also proposed by Bickel et al. (2012) and Politis and Romano (1999). Such method is widely used in non-standard problems, such as non-differentiable objective functions (Huang et al. 1996, Chakraborty et al. 2013) and non-\( n^{-1/2} \) asymptotics (Abrevaya and Huang 2005, Sen et al. 2010). In addition, Xu et al. (2014) proved the consistency of the \( m \) out of \( n \) bootstrap in the case of the Cox proportional
hazards model with a change point.

For the $m$ out of $n$ bootstrap, several data-driven approaches for choosing $m$ have been proposed (Hall et al. 1995; Lee 1999; Cheung et al. 2005; Bickel and Sakov 2005; Bickel and Sakov 2008). Among them, Bickel and Sakov (2008) proposed a method to select $m$ for extrema functions. Based on their approach, the desired $m$ is selected from a sequence of possible re-sampling sample sizes. The rule is to select the maximum sample size that achieves the minimum distance defined on supremum norm between two empirical distributions, which are based on any two adjacent re-sampling sample sizes. Thus, the selected $m$ can achieve the stable empirical distributions of the proposed estimator. Hence, we adapt this algorithm to select $m$ in the following way.

1. Construct a sequence of the re-sampling sample sizes $m_j = \left[ j \times \frac{n}{q} \right]$, where $j = q, q-1, \ldots, 1$, $n/q$ is the interval between two adjacent re-sampling sample sizes, and $\left[a\right]$ is the largest integer no larger than $a$.

2. For the $m_j$ out of $n$ bootstrap, the empirical cumulative distribution function for the change point estimator is constructed as follows:

$$R_{m_j}(x, \hat{\zeta}) = \frac{1}{B} \sum_{b=1}^{B} I \left\{ m_j \left( \hat{\zeta}^{(b)}_{m_j} - \hat{\zeta} \right) \leq x \right\},$$

where $\hat{\zeta}$ is the change point estimator based on the full dataset, $\hat{\zeta}^{(b)}_{m_j}$ is the change point estimator based on the dataset with $m_j$ samples in the $b$th replication, $b = 1, 2, \ldots, B$, and $B$ is the total number of bootstrap replications.

3. The $m$ will be selected as the maximum value which minimizes the supremum difference between two adjacent empirical cumulative distributions in the $m_j$ sequence.

$$m = \max_{m_j} \arg \min_{x} \sup \left| R_{m_j}(x, \hat{\zeta}) - R_{m_{j+1}}(x, \hat{\zeta}) \right|$$

Based on the selected $m$, the $m$ out of $n$ bootstrap is to draw $m$ samples with replacement.
out of the overall $n$ samples. The standard error of the proposed estimator is estimated by the sample standard error based on $B$ replicates divided by $n/m$. In addition, the equal-tailed 95% confidence intervals are generated as $\left[\hat{\zeta} - \frac{Q_{\zeta,0.95}}{n/m}, \hat{\zeta} + \frac{Q_{\zeta,0.95}}{n/m}\right]$, where $Q_{\zeta,0.95}$ is the 95th quantile of the absolute value $|\hat{\zeta} - \tilde{\zeta}_{m}^{(b)}|$ for the replicate $b = 1, 2, \ldots, B$. Both the standard error estimator and the confidence interval are adjusted by $n/m$, which corrects the over-estimated variance and wide confidence intervals based on the $m$ out of $n$ bootstrap.

### 3.2.3 Hypothesis Testing for the Change Point

In practice, one important question is whether the change point exists. The null hypothesis is specified as $H_0 : \beta_2 = 0, \beta_3 = 0$ in our proposed model. However, the change point is not identifiable given both $\beta_2$ and $\beta_3$ are zero, because the estimation of the change point relies on either $\beta_2$ or $\beta_3$ unequal to zero. To handle it, in general, there are two testing methods in the change point method literatures, which are the maximum efficiency robust tests (MERT) (Gastwirth 1966, Gastwirth 1985) and the supremum (SUP) tests (Davies 1977, Davies 1987, Kosorok and Song 2007). Zucker et al. (2013) conducted extensive simulations to compare these two approaches. Based on their simulation results, the SUP tests are more powerful under different scenarios. Here, we adopt the SUP type of test but rely on robust score statistics for the clustered survival time. Specifically, our test statistic is

$$\text{SUP}_k = \sup_{\zeta \in [\zeta_1, \ldots, \zeta_k]} U(\zeta)^T \Sigma(\zeta)^{-1} U(\zeta),$$

where $U(\zeta) = \frac{\partial l_n(\beta)}{\partial \beta}$ and $\Sigma(\zeta) = \sum_{i=1}^{n} \sum_{j=1}^{K_i} \sum_{l=1}^{K_i} H_{ij}(\zeta) H_{il}(\zeta)^T$, with

$$H_{ij}(\zeta) = \left\{ \tilde{Z}_{ij}(T_{ij}) - \frac{S_n^{(1)}(T_{ij}; \zeta, \beta)}{S_n^{(0)}(T_{ij}; \zeta, \beta)} \right\} - \sum_{s=1}^{n} \sum_{l=1}^{K_i} \frac{\Delta_s l \exp\{\beta^T \tilde{Z}_{il}(T_s)\}}{n S_n^{(0)}(T_{sl}; \zeta, \beta)} \left\{ \tilde{Z}_{ij}(T_{sl}) - \frac{S_n^{(1)}(T_{sl}; \zeta, \beta)}{S_n^{(0)}(T_{sl}; \zeta, \beta)} \right\}.$$
\[
S_n^{(r)}(t; \zeta, \beta) = \frac{1}{n} \left( \sum_{i=1}^{n} \sum_{j=1}^{K_i} Y_{ij}(t) \bar{Z}_{ij}^{\otimes r}(t; \zeta) \exp[r_{\theta} \{ W_{ij}(t) \}] \right), \quad Y_{ij}(t) = I(T_{ij} \geq t), \quad \text{and} \quad \bar{Z}_{ij}(t; \zeta) = (Z_{ij}(t), I(X_{ij} > \zeta), Z_{ij}(t)I(X_{ij} > \zeta)) \quad \text{for} \quad r = 0, 1. \]
We propose to use permutation to generate the null distribution of the proposed test statistic. Under the null hypothesis, there is no change point effect on the response. Thus, we randomly shuffle the covariate \( X_{ij} \) for sufficient times. Then, we obtain the permutation distribution of the proposed test statistics. We reject the null hypothesis at a significance level of \( \alpha \) if \( \text{SUP}_k \) is larger than the upper \( \alpha \)-quantile of the permutation distribution.

### 3.3 Asymptotic Results

In this section, we establish the consistency and asymptotic distributions of the estimators for both the change point and the regression parameters. The following conditions are needed to establish the asymptotic properties of the estimators.

(C.1) The density of \( X_{ij} \) is assumed to be strictly positive, bounded and continuous in a neighborhood of \( \zeta_0 \), denoted by \( \mathcal{U}_0 \).

(C.2) For any \( \zeta \) in \( \mathcal{U}_0 \), the information matrix \( I(\theta) = \int_0^\tau v(t; \zeta, \beta) s^{(0)}(t; \zeta, \beta) \lambda_0(t) dt \) is positive definite, where \( v(t; \zeta, \beta) = s^{(2)}(t; \zeta, \beta)/s^{(0)}(t; \zeta, \beta) - [s^{(1)}(t; \zeta, \beta)/s^{(0)}(t; \zeta, \beta)]^{\otimes 2} \), \( s^{(r)}(t; \zeta, \beta) = \mathbb{E} \left( \sum_{j=1}^{K_i} Y_{ij}(t) \bar{Z}_{ij}^{\otimes r}(t; \zeta) \exp[r_{\theta} \{ W_{ij}(t) \}] \right) \), and \( r = 0, 1, 2 \). In addition, \( \lambda_{\text{min}} \left( \int_0^\tau \mathbb{E} \left[ Y_{ij}(t) \{ 1, Z_{ij}(t) \}^{\otimes 2} | X_{ij} = \zeta_0 \} d\lambda_0(t) \right] > 0 \), where \( \lambda_{\text{min}}(A) \) is the smallest eigenvalue of any square matrix \( A \).

(C.3) There exists a convex and bounded neighborhood \( \Theta \) of \( \theta_0 \) such that for \( k = 0, 1, 2 \), and \( r = 1, 2, \sup_{\zeta \in [\zeta_1, \zeta_2]} \mathbb{E} \left( \sup_{t \in [0, \tau]} \sup_{\theta \in \Theta} \left( \| Z_{ij}(t) \|^k \exp[r_{\theta} \{ W_{ij}(t) \}] \right) \right)^r | X_{ij} = \zeta_k | < \infty \).

(C.4) The random process \( \sup_{t \in [0, \tau]} \sup_{\theta \in \Theta} \left\| S_n^{(r)}(t; \zeta, \beta) - s^{(r)}(t; \zeta, \beta) \right\| \) converges almost surely to zero, where \( s^{(r)}(t; \zeta, \beta) < \infty \), and \( r = 0, 1, 2 \). When \( r = 0 \), \( s^{(0)}(t; \zeta, \beta) \) is bounded away from zero.

(C.5) \( \sup_{t \in [0, \tau]} \lambda_0(t) < \infty \), and \( P(Y_{ij}(t) = 1) > 0 \) for all \( t \in [0, \tau] \).

(C.6) \( P(K_i \leq k_0) = 1 \), where \( 1 \leq k_0 < \infty \).
Theorem 3.3.2. Under conditions (C.1)-(C.6), \( \hat{\theta} \) converges in probability to \( \theta_0 \) in the neighborhood \( \Theta \) as \( n \to \infty \).

Our first two theorems establish the consistency and convergence rates of the estimators.

Theorem 3.3.1. Under conditions (C.1)-(C.6), \( \hat{\theta} \) converges in distribution to a Gaussian process with mean zero, where \( n^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{K_i} M_{ij}(t) \) converges in distribution to a Gaussian process with mean zero, where \( M_{ij}(t) = N_{ij}(t) - \int_0^t Y_{ij}(s) \exp \{ r_{\theta_0} \{ W_{ij}(s) \} \} \, d\Lambda_0(s) \) and \( N_{ij}(t) = \Delta_{ij} I(T_{ij} \leq t) \). (C.6) is the standard condition for clustered failure time data to ensure the finite cluster size.

Let \( \theta_{n,u} = (\zeta_{n,u}, \beta_{n,u}^T) \), \( \zeta_{n,u} = \zeta_0 + n^{-1} u_1 \), and \( \beta_{n,u} = \beta_0 + n^{-1/2} u_2 \), where \( u_1 \) and \( u_2 \) satisfy that \( (|u_1| + \|u_2\|^2)^{1/2} \leq n^{1/2} \epsilon \). To obtain the asymptotic distributions of the estimators, we first need the expansions of \( \{ l_n(\theta_{n,u}) - l_n(\theta_0) \} \). In Theorem 3.3.3, we prove that \( l_n(\theta_{n,u}) - l_n(\theta_0) = Q_n(u_1) + u_2^T \tilde{I}_n - \frac{1}{2} u_2^T I(\theta_0) u_2 + o_p(1) \), where \( Q_n(u_1) \) and \( \tilde{I}_n \) are defined as

\[
Q_n(u_1) = \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left\{ \{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \} \{ I(\zeta_0 \geq X_{ij} > \zeta_{n,u}) - I(\zeta_{n,u} \geq X_{ij} > \zeta_0) \} - \frac{S_n^{(0)}(T_{ij}; \zeta_0, \beta_0) - S_n^{(0)}(T_{ij}; \zeta_{n,u}, \beta_0)}{S_n^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right\},
\]

\[
\tilde{I}_n = n^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \int_0^\tau \left( \tilde{Z}_{ij}(t, \zeta_0) - \frac{S_n^{(1)}(t; \zeta_0, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right) dM_{ij}(t),
\]
where \( M_{ij}(t) = N_{ij}(t) - \int_0^t Y_{ij}(s) \exp \left[ r_{\theta_0} \{ W_{ij}(s) \} \right] d\Lambda_0(s) \) and \( N_{ij}(t) = \Delta_{ij} I(T_{ij} \leq t) \).

For the cluster with \( m \) subjects, we define the set \( A_{m1}^+ = \{ K_i = m, \text{only one } X_{ij} > \zeta_0, \text{all the other } X_{i1}, \ldots, X_{ij-1}, X_{ij+1}, \ldots, X_{im} \leq \zeta_0 \} \), where \( m = 1, \ldots, K \), and \( K = \max(K_i) \) is the maximum cluster size. We further define the element of \( A_{m1}^+ \) as \( A_{m1}^{k+} = \{ X_{ik} > \zeta_0, X_{i1}, \ldots, X_{ik-1}, X_{ik+1}, \ldots, X_{im} \leq \zeta_0 \} \), where \( k = 1, 2, \ldots, m \). Similarly, \( A_{m1}^- \) and \( A_{m1}^{-k} \) are defined for the situations when only one \( X_{ij} \leq \zeta_0 \). Let \( V_{mk,l}^+ \) and \( V_{mk,l}^- \) be independent sequences of identically and independently distributed random variables with the characteristic functions

\[
E \left\{ \exp \left( it V_{mk,l}^+ \right) \right\} = E \left\{ \exp \left( it q_s \eta_{ns,ik}^{(1)} \right) \bigg| K_i = m, A_{m1}^{k+}, X_{ik} = \zeta_0^+ \right\},
\]

\[
E \left\{ \exp \left( it V_{mk,l}^- \right) \right\} = E \left\{ \exp \left( it q_s \eta_{ns,ik}^{(1)} \right) \bigg| K_i = m, A_{m1}^{-k}, X_{ik} = \zeta_0^- \right\},
\]

where \( l \geq 1 \), \( q_s \) is an arbitrary constant, and \( \eta_{ns,ik}^{(1)} = -\Delta_{ik} \{ \beta_{20} + \beta_{30}^T Z_{ik}(T_{ik}) \} \)

\[- \int_0^t Y_{ik}(t) \exp \{ \beta_{10}^T Z_{ik}(t) \} \left[ 1 - \exp \{ \beta_{20} + \beta_{30}^T Z_{ik}(t) \} \right] d\Lambda_0(t). \]

We further denote \( v_{mk}^+ \) and \( v_{mk}^- \) to be the real jump processes such that \( v_{mk}^+ = 0 \) on \( R^- \) and \( v_{mk}^- = 0 \) on \( R^+ \). We further denote \( v_{mk}^+(s) \) to be a Poisson variable with the parameter \( sp(m) f_{X_{ik}}(\zeta_0^+) P(A_{m1}^{k+}|K_i = m, A_{m1}^+), \) and \( v_{mk}^-(s) \) to be a Poisson variable with parameter \( sp(m) f_{X_{ik}}(\zeta_0^-) P(A_{m1}^{-k}|K_i = m, A_{m1}^-), \) where \( p(m) \) is probability of the cluster with \( m \) subjects, \( P(A_{m1}^{k+}|K_i = m, A_{m1}^+) \) is the conditional probability of \( A_{m1}^{k+} \) given \( A_{m1}^+ \), and \( f_{X_{ik}}(\zeta_0^+) \) is marginal density function of \( X_{ij} \) at \( \zeta_0^+ \). Similarly, we define \( P(A_{m1}^{-k}|K_i = m, A_{m1}^-) \) and \( f_{X_{ik}}(\zeta_0^-) \) for \( X_{ik} \leq \zeta_0 \). Let \( Q(s) \equiv Q^+(s) - Q^-(s) \), where

\[
Q^+(s) \equiv \sum_{m=1}^K \sum_{k=1}^m \sum_{0 \leq v_{mk}^+(s) \leq s} V_{mk,l}^+ \text{ and } Q^-(s) \equiv \sum_{m=1}^K \sum_{k=1}^m \sum_{0 \leq v_{mk}^-(s) \leq s} V_{mk,l}^-.
\]

Thus, we further establish the following Theorem 3.3.3.

**Theorem 3.3.3.** Under conditions (C.1)-(C.6), \( n(\zeta - \zeta_0) \) and \( n^{1/2} (\beta - \beta_0) \) are asymptotically independent. Furthermore, \( n(\zeta - \zeta_0) \) converges in distribution to \( \arg \max Q(s) \). \( n^{1/2} (\beta - \beta_0) \) converges weakly to a Gaussian variable \( N(0, I(\beta_0)^{-1} \Sigma(\beta_0) I(\beta_0)^{-1}) \).
3.4 Simulation Studies

We conducted simulation studies to evaluate the performance of our proposed method. Our first set of studies was designed to assess the bias of the estimators and the coverage rate of the confidence interval. We considered one covariate \( Z \sim N(1,4) \) and one change point variable \( X \sim \text{Uniform}(0, 2) \) with the true change point at 1. We generated the marginal survival times \( \tilde{T}_{ij} \) under the proportional hazards model

\[
\Lambda(\frac{t}{X,Z}) = t \exp\{\beta_1 Z + \beta_2 I(X > \zeta) + \beta_3 Z I(X > \zeta)\},
\]

where \( (\beta_1, \beta_2, \beta_3) = (-1, -0.5, 0.6) \). The censoring time follows \( \text{Uniform}(0, 800) \). The correlated failure times were generated in the same way as in Cai and Shen (2000), which is a multivariate extension of the Clayton and Cuzick (1985) method. The conditional cumulative density function of the survival time for the \( j \)th subject in the \( i \)th cluster is

\[
F_i(\tilde{T}_{ij} | \tilde{T}_{i1}, ..., \tilde{T}_{i(j-1)}) = 1 - \left( \sum_{h=1}^{j} S_{ih}(\tilde{T}_{ih})^{-1/\gamma} - (j - 1) \right) \left( \sum_{h=1}^{j} S_{ih}(\tilde{T}_{ih})^{1/\gamma} - (j - 2) \right)^{\gamma + j - 1},
\]

where \( S_{ij}(t) = P(\tilde{T}_{ij} > t) \) is the marginal survival function, \( \gamma \) indicates the degree of dependence between \( \tilde{T}_{ij} \) and \( \tilde{T}_{ih} (h = 1, ..., j - 1) \). The Kendall’s tau coefficient can be expressed as \( \tau_K = \frac{1}{2\gamma + 1} \), where \( \gamma = 0.25 \) or 1.5 indicates strong or moderate positive dependence within each cluster. We considered both the small cluster sizes with 2 or 2–5 subjects and the large cluster size with 20 subjects. The number of clusters is 100 or 200. The searching range of the change point is \([0.5, 1.5]\). To select \( m \) for each simulation, we considered \( q \) to be 5 or 10. The number of grids is 500 for the small cluster size, and 1000 for the large cluster size. All results are based on 500 replications and each \( m \) out of \( n \) bootstrap consists of 150 replicates.

In Table 3.1, the proposed method provides approximately unbiased estimates for the change point \( \zeta \), and the \( m \) out of \( n \) bootstrap generates proper coverage rates. When the cluster size and/or the number of clusters increase, the bias of the change point estimate and the variance estimates decrease. For the \( m \) out of \( n \) bootstrap (results not shown), the
choices of $m$ are not influenced by the dependence (moderate vs high dependence) within the clusters. However, the choice of $m$ increases as the number of clusters increases. The results also show that the estimates for the regression coefficients ($\beta$) are approximately unbiased and the confidence intervals using normal approximation generate proper coverage rates for both highly and moderately correlated clusters.

Our second set of simulation studies were aimed at comparing type I error and power of the $\text{SUP}_1$, $\text{SUP}_3$, and $\text{SUP}_{11}$ tests under varying scenarios. We examine the performance of these tests with the highly/moderately correlated clusters of size 2 or 2 to 5 with 100 clusters, and clusters of size 20 with 50 clusters. We set the true change point to be 1 or 0.75, the grid for the $\text{SUP}_1$ test to be 1, the grids for the $\text{SUP}_3$ test to be $\{0.5, 1, 1.5\}$, and the grids for the $\text{SUP}_{11}$ test to be $\{0.5, 0.6, 0.7, ..., 1.4, 1.5\}$. Thus, the $\text{SUP}_1$ test is the optimal test if the true change point is the same as the pre-assumed change point 1. The regression coefficients ($\beta_{20}, \beta_{30}$) are set to $(0, 0)$ for type I error, and $(0.2, -0.3)$, $(0.2, -0.23)$, or $(0.2, -0.12)$ for power under the cluster size 2, 2 to 5 and 20, respectively. The results for type I error and power are based on 10000 and 1000 replicates, respectively. All the other specifications are the same as the first set of simulations.

Table 3.2 shows that type I errors of all three tests are close to 0.05, regardless of where the true change point is. For the power, the performance of the supremum tests is determined by the number of grids and the minimum distance between the grids and the true change point. The minimum distance is calculated as the smallest absolute difference between the true change point and the grids. For example, when the true change point is 1, the minimum distances for all three tests are 0. In this case, the $\text{SUP}_1$ test is the optimal test with the highest power, while the $\text{SUP}_{11}$ test has the lowest power. This finding is expected because the $\text{SUP}_1$ test is only evaluated once, while the $\text{SUP}_{11}$ test is evaluated on more grids. When the true value is 0.75, these tests have different minimum distances. In this case, the $\text{SUP}_{11}$ test is the most powerful test among the three tests because it has the smallest minimum
Table 3.1: Simulation Results for the Change Point and Regression Parameters.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Cluster Size</th>
<th># of Clusters</th>
<th>Bias (̂ζ) (×10^{-2})</th>
<th>SSD(̂ζ) (×10^{-2})</th>
<th>95% CI(̂ζ) (×10^{-2})</th>
<th>Length(̂ζ)</th>
<th>Parameters</th>
<th>Bias</th>
<th>SSD</th>
<th>SEE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>2</td>
<td>100</td>
<td>-8.85</td>
<td>1.65</td>
<td>0.93</td>
<td>8.27</td>
<td>̂β₁</td>
<td>-0.020</td>
<td>0.098</td>
<td>0.089</td>
<td>0.920</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.039</td>
<td>0.172</td>
<td>0.160</td>
<td>0.926</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>-3.14</td>
<td>0.82</td>
<td>0.95</td>
<td>4.21</td>
<td>̂β₁</td>
<td>-0.005</td>
<td>0.068</td>
<td>0.062</td>
<td>0.930</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.011</td>
<td>0.127</td>
<td>0.113</td>
<td>0.920</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2–5</td>
<td>100</td>
<td>-4.20</td>
<td>0.89</td>
<td>0.94</td>
<td>4.75</td>
<td>̂β₁</td>
<td>-0.013</td>
<td>0.088</td>
<td>0.079</td>
<td>0.914</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.021</td>
<td>0.173</td>
<td>0.156</td>
<td>0.924</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>-1.25</td>
<td>0.50</td>
<td>0.93</td>
<td>2.35</td>
<td>̂β₁</td>
<td>-0.009</td>
<td>0.064</td>
<td>0.058</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.016</td>
<td>0.116</td>
<td>0.107</td>
<td>0.924</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>100</td>
<td>-0.49</td>
<td>0.17</td>
<td>0.93</td>
<td>0.82</td>
<td>̂β₁</td>
<td>-0.013</td>
<td>0.072</td>
<td>0.066</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.019</td>
<td>0.111</td>
<td>0.107</td>
<td>0.934</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>-0.12</td>
<td>0.09</td>
<td>0.92</td>
<td>0.40</td>
<td>̂β₁</td>
<td>-0.003</td>
<td>0.051</td>
<td>0.047</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.005</td>
<td>0.084</td>
<td>0.077</td>
<td>0.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₃</td>
<td>0.006</td>
<td>0.101</td>
<td>0.093</td>
<td>0.932</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>2</td>
<td>100</td>
<td>-8.72</td>
<td>1.82</td>
<td>0.93</td>
<td>8.38</td>
<td>̂β₁</td>
<td>-0.016</td>
<td>0.089</td>
<td>0.081</td>
<td>0.914</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.017</td>
<td>0.192</td>
<td>0.184</td>
<td>0.936</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>-3.03</td>
<td>0.81</td>
<td>0.94</td>
<td>4.22</td>
<td>̂β₁</td>
<td>-0.007</td>
<td>0.061</td>
<td>0.057</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.004</td>
<td>0.129</td>
<td>0.130</td>
<td>0.938</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2–5</td>
<td>100</td>
<td>-4.38</td>
<td>0.88</td>
<td>0.94</td>
<td>4.87</td>
<td>̂β₁</td>
<td>-0.011</td>
<td>0.071</td>
<td>0.064</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.017</td>
<td>0.153</td>
<td>0.141</td>
<td>0.936</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>-1.19</td>
<td>0.50</td>
<td>0.94</td>
<td>2.38</td>
<td>̂β₁</td>
<td>-0.005</td>
<td>0.050</td>
<td>0.047</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.005</td>
<td>0.104</td>
<td>0.101</td>
<td>0.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>100</td>
<td>-0.52</td>
<td>0.18</td>
<td>0.92</td>
<td>0.82</td>
<td>̂β₁</td>
<td>-0.008</td>
<td>0.046</td>
<td>0.041</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>-0.011</td>
<td>0.077</td>
<td>0.074</td>
<td>0.922</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₃</td>
<td>0.015</td>
<td>0.086</td>
<td>0.077</td>
<td>0.904</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>100</td>
<td>-0.09</td>
<td>0.09</td>
<td>0.92</td>
<td>0.40</td>
<td>̂β₁</td>
<td>0.001</td>
<td>0.033</td>
<td>0.030</td>
<td>0.924</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₂</td>
<td>0.001</td>
<td>0.061</td>
<td>0.054</td>
<td>0.922</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>̂β₃</td>
<td>0.001</td>
<td>0.063</td>
<td>0.056</td>
<td>0.930</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTE: SSD and SEE stand for sample standard deviation and standard error estimate, respectively.

distance. The SUP₁ test has a slightly higher power than SUP₃, since both tests have the same minimum distance and the SUP₃ test is evaluated on a larger set. Consequently, the power of the supremum test increases if the minimum distance decreases. Given the same minimum distance, the tests based on a smaller set of grids have a slightly higher power.
Table 3.2: Type I Error and Power for SUP Tests for the Existence of the Change Point

<table>
<thead>
<tr>
<th>Correlation</th>
<th>ζ₀</th>
<th>Cluster Size</th>
<th>Number of Clusters</th>
<th>(β₂₀, β₃₀)</th>
<th>SUP₁ (Optimal)</th>
<th>SUP₂</th>
<th>SUP₃</th>
<th>SUP₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>1</td>
<td>2</td>
<td>100</td>
<td>(0, 0)</td>
<td>0.051</td>
<td>0.051</td>
<td>0.050</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>100</td>
<td>(0, 0)</td>
<td>0.056</td>
<td>0.055</td>
<td>0.055</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>2</td>
<td>100</td>
<td>(0.2, −0.12)</td>
<td>0.050</td>
<td>0.047</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>1</td>
<td>2</td>
<td>100</td>
<td>(0, 0)</td>
<td>0.049</td>
<td>0.050</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>100</td>
<td>(0, 0)</td>
<td>0.049</td>
<td>0.050</td>
<td>0.050</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>2</td>
<td>100</td>
<td>(0.2, −0.12)</td>
<td>0.049</td>
<td>0.050</td>
<td>0.051</td>
<td></td>
</tr>
</tbody>
</table>

3.5 Application to the Strong Heart Family Study

The SHFS recruited 3665 American Indians (aged 15 and older) from 94 extended families in three geographic areas: Arizona, Oklahoma, and Dakota. Each participant attended clinical and physical examinations at baseline (2001-2003) and 5-year follow-up (2006-2009). There are 2315 participants free of diabetes at baseline, among whom 292 developed incident diabetes by the end of 5-year follow-up (median survival time=5.4 years). Zhao et al. (2014) used a trial-and-error approach and observed that those individuals with LTL less than the 25th percentile had a significantly higher risk of developing new diabetes than the other individuals. Here, we took a more systematic approach to identify the change point in LTL for diabetes incidence.

We included LTL with an unknown change point to be estimated, gender, age, body mass index (BMI) (<25 kg/m², [25, 30) kg/m², and ≥ 30 kg/m²), fasting glucose, total triglycerides, and their interactions with the dichotomized LTL (long vs. short) as predictors in the Cox
marginal hazards model. First of all, we applied the proposed supremum test with the robust score statistics to verify the existence of the change point. We set the grids for the supremum test to be \{0.5, 0.9, 1.3\}, which correspond to the lower 5% quantile, median, and upper 5% quantile of LTL, respectively. The \( p \)-value is 0.002, which is highly significant. This indicates the existence of a change point in LTL for diabetes incidence. We next applied the two-step procedure to estimate the change point and the \( m \) out of \( n \) bootstrap with 500 replicates to generate the 95% confidence interval of the change point. The estimated change point is 0.870 and its 95% confidence interval is \([0.834, 0.907]\). Only the interaction between the change point of LTL and total triglycerides is statistically significant (\( p=0.036 \)).

We removed the non-significant interaction terms and presented the final model as Model 1 in Table 3.3. The marginal test for the effect of total triglycerides among the participants with LTL larger than the change point is highly significant with \( p\)-value \(< 0.001 \). For this group of participants, the increase in the level of total triglycerides results in an increase in the risk of developing incident diabetes. In contrast, the marginal effect of total triglycerides among the participants with LTL less than the change point is not significant (\( p=0.583 \)). The hazard ratio of diabetes for shorter LTL \((< \zeta)\) compared to longer LTL given the mean total triglycerides (147 mg/dL) is 2.476 \([1.866, 3.285]\). We verified proportional hazard assumptions for all covariates in Figure 3.1. For categorical variables (leukocyte telomere length, gender, and BMI), we generated plots of log of negative log of survival functions versus time, which show parallel trends between different levels for each covariate. For continuous variables (age, fasting glucose, and total triglycerides), the scattered plots show that the Schoenfeld residuals based on Model 1 in Table 3.3 are evenly distributed on both sides of the reference line, suggesting that the proportional hazards assumptions are satisfied for all predictors.

As mentioned before, Zhao et al. (2014) used a trial-and-error approach to find the change point. After trying different cutpoints, they located the change point somewhere near the
Table 3.3: Analysis Results Based on the Strong Heart Family Study: Model 1 ($\hat{\zeta} = 0.870[0.834, 0.907]$) and Model 2 ($\hat{\zeta}_{ad-hoc} = 0.872$).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PARAMETER</td>
<td>Estimate</td>
<td>SE</td>
<td>p-value</td>
<td>Estimate</td>
</tr>
<tr>
<td>TOTAL TRIGLYCERIDES (mg/dL)</td>
<td>-0.001</td>
<td>0.001</td>
<td>0.583</td>
<td>0.001</td>
</tr>
<tr>
<td>GENDER</td>
<td>-0.333</td>
<td>0.115</td>
<td>0.004</td>
<td>-0.348</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.002</td>
<td>0.005</td>
<td>0.723</td>
<td>-0.001</td>
</tr>
<tr>
<td>BMI (25, 30)</td>
<td>0.329</td>
<td>0.335</td>
<td>0.326</td>
<td>0.341</td>
</tr>
<tr>
<td>BMI (≥ 30)</td>
<td>1.100</td>
<td>0.342</td>
<td>0.001</td>
<td>1.126</td>
</tr>
<tr>
<td>FASTING GLUCOSE (mg/dL)</td>
<td>0.068</td>
<td>0.006</td>
<td>&lt; 0.001</td>
<td>0.066</td>
</tr>
<tr>
<td>TELOMERE LENGTH (&gt; ζ)</td>
<td>-1.334</td>
<td>0.270</td>
<td>&lt; 0.001</td>
<td>-0.768</td>
</tr>
<tr>
<td>TELOMERE LENGTH (&gt; ζ) × TOTAL TRIGLYCERIDES</td>
<td>0.003</td>
<td>0.001</td>
<td>0.036</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.1: Diagnostic Plots. The log of negative log of survival functions versus time are plotted for leukocyte telomere length, gender, and BMI. Schoenfeld residuals are plotted for age, fasting glucose, and total triglycerides.

first quartile (0.872). Their results are presented under Model 2 in Table 3.3. Although the ad-hoc estimate of the change point is very close to our estimate, their approach was not able to detect the interaction between the change point and total triglycerides. Thus, it could not differentiate the effect of total triglycerides on developing incident diabetes among
the short and long LTL participants. Based on this ad-hoc estimate, total triglycerides did not have a significant effect on developing incident diabetes for both short and long LTL participants ($p=0.136$). In addition, the ad-hoc method cannot provide a confidence interval for the change point estimate. In contrast, our approach can estimate the change point and corresponding 95% CI.

3.6 Discussion

Change point effects are commonly seen in regression problems. Although a number of approaches have been developed to estimate the change point in linear regression and the univariate Cox model, no research has been done for clustered survival data. In this paper, we developed for the first time a two-step approach to estimate the change point and a testing procedure to verify the existence of a change point for clustered survival data. We developed an adaptive $m$ out of $n$ bootstrap to construct the confidence interval and provide an easy way to determine the appropriate $m$. We proved the asymptotic properties of the proposed change point estimator. As shown in our simulation studies, the estimator is approximately unbiased and its confidence interval has a good coverage rate.

We applied our methods to estimate the change point of LTL for diabetes incidence in the SHFS. Because telomere length is genetically determined (Zhu et al. 2013), it is likely that the change point is racial or ethnic specific. Thus, it will be of interest to investigate the change point of LTL in other ethical groups. In addition, the change point of LTL is disease-specific. The estimated change point for LTL may be different for diabetes from that for other diseases, such as carotid atherosclerosis. We can apply our methods to identify the change point of LTL for other diseases in future studies.

Here, we consider the situation that the change point exists in one continuous variable. In reality, the change point may depend on multiple covariates, such as the single index $\beta^T X$. In the change point $I(\beta^T X > \zeta)$, the parameters $\beta$ and $\zeta$ are identifiable only under certain
conditions. The current estimation and inference procedures cannot be directly extended to the single index model. The computation time for grid search increases geometrically as the number of covariates increases. Thus, it is essential to devise more efficient algorithms to estimate the change point for such single index model in future work.

### 3.7 Proof of Lemma and Theorems

For convenience, we define

\[
s^{(r)^+}(t; \zeta, \beta) = E \left[ \sum_{j=1}^{K_i} Y_{ij}(t) I(X_{ij} > \zeta) Z_{ij}^{\otimes r}(t) \exp \left\{ \beta_1^T Z_{ij}(t) + \beta_2 + \beta_3^T Z_{ij}(t) \right\} \right],
\]

\[
s^{(r)^-}(t; \zeta, \beta) = E \left[ \sum_{j=1}^{K_i} Y_{ij}(t) I(X_{ij} \leq \zeta) Z_{ij}^{\otimes r}(t) \exp \left\{ \beta_1^T Z_{ij}(t) \right\} \right],
\]

\[
s^{(r)}(t; \zeta, \beta) = E \left( \sum_{j=1}^{K_i} Y_{ij}(t) \tilde{Z}_{ij}^{\otimes r}(t; \zeta) \exp \left[ r_{\theta}(W_{ij}(t)) \right] \right),
\]

\[
S_n^{(r)}(t; \zeta, \beta) = n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{K_i} Y_{ij}(t) \tilde{Z}_{ij}^{\otimes r}(t; \zeta) \exp \left[ r_{\theta}(W_{ij}(t)) \right],
\]

where \( \tilde{Z}_{ij}(t; \zeta) = (Z_{ij}^T(t), I(X_{ij} > \zeta), Z_{ij}^T(t) I(X_{ij} > \zeta))^T \), and \( r = 0, 1 \).

**Proof of Theorem 3.3.1**

We first show that \( G_n(\theta) = n^{-1} \{ l_n(\theta) - l_n(\theta_0) \} \) converges uniformly to \( G(\theta) \) in probability, where \( G(\theta) \) is defined as

\[
\int_0^T (\beta - \beta_0)^T s^{(1)}(t; \zeta_0, \beta_0) - s^{(0)}(t; \zeta_0, \beta_0) \log \frac{s^{(0)}(t; \zeta, \beta_0)}{s^{(0)}(t; \zeta_0, \beta_0)} d\Lambda_0(t) + g(\theta)
\]

with \( g(\theta) = \int_0^T \beta_2 \{ s^{(0)^-}(t; \zeta_0, \beta_0) - s^{(0)^-}(t; \zeta, \beta_0) \} + \beta_3^T \{ s^{(1)^-}(t; \zeta, \beta_0) - s^{(1)^-}(t; \zeta, \beta_0) \} - \beta_2 \{ s^{(0)^+}(t; \zeta_0, \beta_0) - s^{(0)^+}(t; \zeta, \beta_0) \} - \beta_3^T \{ s^{(1)^+}(t; \zeta, \beta_0) - s^{(1)^+}(t; \zeta, \beta_0) \} d\Lambda_0(t). \)
To this end, we write $G_n(\theta)$ as

$$G_n(\theta) = n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left[ r_{ij} \{ W_{ij}(T_{ij}) \} - r_{ij} \{ W_{ij}(T_{ij}) \} - \log \frac{S_n^{(0)}(T_{ij}; \zeta, \beta)}{S_n^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right]$$

$$= (\beta - \beta_0)^T \left\{ M_n^{(1)}(\tau) + \int_0^\tau S_n^{(1)}(t; \zeta_0, \beta_0) d\Lambda_0(t) \right\} - n^{-1} \int_0^\tau \log \frac{S_n^{(0)}(t; \zeta, \beta)}{S_n^{(0)}(t; \zeta_0, \beta_0)} d\tilde{N}_n(t)$$

$$+ n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \{ \beta_2 + \beta_3^T \bar{Z}_{ij}(T_{ij}) \} \{ I(\zeta_0 \geq X_{ij} > \zeta) - I(\zeta \geq X_{ij} > \zeta_0) \},$$

(3.8)

where $M_n^{(1)}(\tau) = n^{-1} \{ \sum_{i=1}^{n} \sum_{j=1}^{K_i} \int_0^\tau \bar{Z}_{ij}(t; \zeta_0) dN_{ij}(t) \} - \int_0^\tau S_n^{(1)}(t; \zeta_0, \beta_0) d\Lambda_0(t), \text{ and}$

$\tilde{N}_n(t) = \sum_{i=1}^{n} \sum_{j=1}^{K_i} N_{ij}(t). \text{ Since } E \left\{ M_n^{(1)}(\tau) \right\} = 0 \text{ and } E \left[ \left\{ M_n^{(1)}(\tau) \right\}^2 \right] \text{ are bounded, } M_n^{(1)}(\tau) \text{ converges in probability to zero by the law of large numbers. From (C.4),}$

$\int_0^\tau S_n^{(1)}(t; \zeta_0, \beta_0) d\Lambda_0(t) \text{ converges to } \int_0^\tau s^{(1)}(t; \zeta_0, \beta_0) d\Lambda_0(t) \text{ in probability. Therefore, the first term in (3.8) converges uniformly to } \int_0^\tau (\beta - \beta_0)^T s^{(1)}(t; \zeta_0, \beta_0) d\Lambda_0(t) \text{ in probability. For the second term in (3.8), } S_n^{(0)}(t; \zeta, \beta) \text{ converges uniformly } \text{ to } s^{(0)}(t; \zeta, \beta) \text{ and } \int_0^\tau \frac{1}{nS_n^{(0)}(t; \zeta_0, \beta_0)} d\tilde{N}_n(s) \text{ converges uniformly to } \Lambda_0(t) \text{ in the } BV[0, \tau], \text{ where } BV[0, \tau] \text{ is bounded variation over } [0, \tau]. \text{ Thus,}$

$$\sup_{\theta \in \Theta} \left\{ n^{-1} \int_0^\tau \log \frac{s_n^{(0)}(t; \zeta, \beta)}{S_n^{(0)}(t; \zeta_0, \beta_0)} d\tilde{N}_n(t) - \int_0^\tau s^{(0)}(t; \zeta_0, \beta_0) \log \frac{s^{(0)}(t; \zeta, \beta)}{s^{(0)}(t; \zeta_0, \beta_0)} d\Lambda_0(t) \right\} \rightarrow_p 0.$$ 

In the last term of (3.8), the indicator functions $\{ I(\zeta_0 \geq X_{ij} > \zeta) - I(\zeta \geq X_{ij} > \zeta_0) \}$ belong to a Donsker class. Thus, $n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \beta_2 I(\zeta_0 \geq X_{ij} > \zeta) \text{ converges to } E(\sum_{j=1}^{K_i} \Delta_{ij} \beta_2 I(\zeta_0 \geq X_{ij} > \zeta)) = \int_0^\tau \beta_2 \{ s^{(0)}(t; \zeta_0, \beta_0) - s^{(0)}(t; \zeta, \beta_0) \} d\Lambda_0. \text{ Similarly, we could prove that the other three terms converge to the remaining terms in } g(\theta). \text{ Therefore, this term converges uniformly to its expectation } g(\theta). \text{ Combining these results, we conclude that } \sup_{\theta \in \Theta} | G_n(\theta) - G(\theta) | \text{ converges in probability to zero.}$

Next, we verify that $G(\theta)$ is a strictly concave function in a neighborhood of $\theta_0$. We define $\hat{G}_\zeta(\zeta, \beta)$ and $\hat{G}_\zeta^+(\zeta, \beta)$ to be the left partial derivative for $\zeta < \zeta_0$ and the right partial derivative for $\zeta > \zeta_0$, respectively. In a neighborhood of $\theta_0$, if $\theta$ tends to $\theta_0$ with $\zeta < \zeta_0$, we
have

\[
\hat{G}_{\zeta}^{-}(\zeta, \beta)
= \lim_{\zeta \to \zeta^-} \frac{G(\zeta, \beta) - G(\zeta^-, \beta)}{\zeta - \zeta^-}
= \lim_{\zeta \to \zeta^-} \frac{1}{\zeta - \zeta^-} \int_{0}^{\tau} - \frac{s^{(0)}(t; \zeta_0, \beta)}{s^{(0)}(t; \zeta^-, \beta)} \left\{ s^{(0)}(t; \zeta, \beta) - s^{(0)}(t; \zeta^-, \beta) \right\}
- \beta_2 \left\{ s^{(0)}(t; \zeta, \beta) - s^{(0)}(t; \zeta^-, \beta) \right\} - \beta_3^T \left\{ s^{(1)}(t; \zeta, \beta) - s^{(1)}(t; \zeta^-, \beta) \right\} d\Lambda_0(t),
\]

which is close to

\[
\int_{0}^{\tau} \sum_{j=1}^{K_i} \mathbb{E} \left\{ - \exp \left\{ \beta_{10}^T \mathbf{Z}_{ij}(t) \right\} \left\{ \beta_{20} + \beta_{30}^T \mathbf{Z}_{ij}(t) + 1 - \exp \left\{ \beta_{20} + \beta_{30}^T \mathbf{Z}_{ij}(t) \right\} \right\} | X_{ij} = \zeta_0 \}
\times f_{X_{ij}}(\zeta_0) d\Lambda_0(t)
= \int_{0}^{\tau} \sum_{j=1}^{K_i} \mathbb{E} \left\{ \exp \left\{ \beta_{10}^T \mathbf{Z}_{ij}(t) \right\} \frac{\{ \beta_{20} + \beta_{30}^T \mathbf{Z}_{ij}(t) \}^2}{2} | X_{ij} = \zeta_0 \right\} f_{X_{ij}}(\zeta_0) d\Lambda_0(t),
\]

where \( \beta_{2*} \) is between 0 and \( \beta_{20} \), \( \beta_{3*} \) is between 0 and \( \beta_{30} \), and \( f_{X_{ij}}(x) \) is the marginal density function for \( X_{ij} \). Based on the above equation, \( \hat{G}_{\zeta}^{-}(\zeta, \beta) \) is strictly positive in the neighborhood of \( \theta_0 \). Similarly, we can verify that \( \hat{G}_{\zeta}^{+}(\zeta, \beta) \) is strictly negative in the neighborhood of \( \theta_0 \). This implies that \( G(\theta) \) is concave for \( \zeta \) in the neighborhood of \( \theta_0 \).

Furthermore, we have \( G(\zeta_0, \beta_0) - G(\zeta, \beta) = G(\zeta_0, \beta_0) - G(\zeta, \beta) + G(\zeta_0, \beta) - G(\zeta, \beta) \). Since the first derivative of the function \( G(\theta) \) with respect to \( \beta \) are zero at fixed \( \zeta_0 \) and the second derivative of the function \( G(\theta) \) is negative definite based on Condition (C.2), we have \( G(\zeta_0, \beta_0) - G(\zeta, \beta) \geq 0 \). In addition, \( G(\zeta_0, \beta) - G(\zeta, \beta) \geq 0 \) when \( \theta \) belongs to the neighborhood of \( \theta_0 \). Thus, \( G(\zeta_0, \beta_0) - G(\zeta, \beta) \geq 0 \) in a neighborhood of \( \theta_0 \), denoted by \( \mathcal{V}_0 \).

Consequently, if \( \hat{\theta} \in \mathcal{V}_0 \), then \( G_n(\hat{\theta}) \geq G_n(\theta_0) \). From the uniform convergence of \( G_n(\theta) \) to \( G(\theta) \), it gives \( \liminf G(\hat{\theta}) \geq G(\theta_0) \) with probability one. Since \( G(\theta) \) has the unique maximum \( \theta_0 \) in \( \mathcal{V}_0 \), we conclude that \( \hat{\theta} \) should converge to \( \theta_0 \) in probability. Thus, Theorem 3.3.1 holds.
Proof of Theorem 3.3.2

It suffices to show that the limit of $P_0 \left\{ n^{1/2} \left( |\hat{\zeta} - \zeta_0| + \| \hat{\beta} - \beta_0 \|^2 \right)^{1/2} > A \right\}$ can be arbitrarily small if $A$ is large enough. For a given $\epsilon$, let $U_\epsilon(\theta_0) = \{ \theta \in \Theta : A < n^{1/2} \left( |\zeta - \zeta_0| + \| \beta - \beta_0 \|^2 \right)^{1/2} \leq n^{1/2} \epsilon \}$ and $V_\epsilon(\theta_0) = \{ \theta \in \Theta : \left( |\zeta - \zeta_0| + \| \beta - \beta_0 \|^2 \right)^{1/2} < \epsilon \}$. From Theorem 3.3.1, $P_0 \left\{ \hat{\theta} \in V_\epsilon(\theta_0) \right\} > 1 - \eta$ for any $\eta > 0$, when $n$ is large enough. Hence,

$$P_0 \left\{ n^{1/2} \left( |\hat{\zeta} - \zeta_0| + \| \hat{\beta} - \beta_0 \|^2 \right)^{1/2} > A \right\} = P_0 \left\{ \hat{\theta} \in U_\epsilon(\theta_0) \right\} + P_0 \left\{ \hat{\theta} \in V_\epsilon^C(\theta_0) \right\} \leq P_0 \left\{ \sup_{\theta \in U_\epsilon(\theta_0)} L_n(\theta) \geq L_n(\theta_0) \right\} + \eta = P_0 \left\{ \sup_{\theta \in U_\epsilon(\theta_0)} G_n(\theta) \geq 0 \right\} + \eta.$$

The Taylor expression for $\zeta < \zeta_0$ gives

$$G(\theta) = -|\zeta - \zeta_0| \hat{G}_{\zeta}(\theta_0) - \frac{1}{2} (\beta - \beta_0)^T I(\theta^*) (\beta - \beta_0) + o_p(|\zeta - \zeta_0|),$$

where $\theta^*$ is between $\theta$ and $\theta_0$. Similarly, for $\zeta > \zeta_0$,

$$G(\theta) = |\zeta - \zeta_0| \hat{G}_{\zeta}(\theta_0) - \frac{1}{2} (\beta - \beta_0)^T I(\theta^*) (\beta - \beta_0) + o_p(|\zeta - \zeta_0|).$$

In the proof of Theorem 3.3.1, we show that $\hat{G}_{\zeta}(\theta_0)$ is strictly positive if $\zeta < \zeta_0$, and $\hat{G}_{\zeta}(\theta_0)$ is strictly negative if $\zeta > \zeta_0$. The matrix $I(\theta^*)$ is positive definite by (C.2). Therefore, there exists a positive constant $k_0$ which ensures $G(\theta) \leq -k_0 (|\zeta - \zeta_0| + \| \beta - \beta_0 \|^2)$. We split $U_\epsilon(\theta_0)$ into subsets $H_{n,j} = \{ (\zeta, \beta) : g(j) < n^{1/2} (|\zeta - \zeta_0| + \| \beta - \beta_0 \|^2)^{1/2} < g(j + 1) \}$, where $g(j) = 2^j$, and $j = 1, 2, \ldots$. In the subset $H_{n,j}$, we have $G(\theta) \leq -n^{-1} k_0 g(j)^2$ and

$$P_0 \left\{ \sup_{\theta \in U_\epsilon(\theta_0)} G_n(\theta) \geq 0 \right\} \leq \sum_{j : g(j) > A} P_0 \left[ \sup_{H_{n,j}} \left\{ n^{1/2} (G_n(\theta) - G(\theta)) \geq n^{-1/2} g^2(j) k_0 \right\} \right].$$
Using Lemma A.1 whose proof is given at the end of this proof, we obtain

\[
\limsup_n \sum_{j : g(j) > A} P_0 \left[ \sup_{H_{n,j}} n^{1/2} \left\{ G_n(\theta) - G(\theta) \right\} \geq n^{-1/2} g^2(j) k_0 \right] \\
\leq \limsup_n \sum_{j : g(j) > A} \frac{E \left[ \sup_{H_{n,j}} n \left\{ G_n(\theta) - G(\theta) \right\} \right]^2}{g^4(j) k_0^2} \leq \sum_{j : g(j) > A} \frac{k^2 g^2(j + 1)}{k_0^2 g^4(j)} \to 0,
\]
as \(A\) goes to infinity.

Hence, it gives

\[
\lim_{A \to \infty} \limsup_{n \to \infty} P_0 \left\{ n^{1/2} \left( |\zeta - \zeta_0| + \|\beta - \beta_0\|^2 \right)^{1/2} > A \right\} = 0.
\]

In other words, the convergence rate of \(\hat{\zeta}\) is \(n^{-1}\) and the convergence rate of \(\hat{\beta}\) is \(n^{-1/2}\). Theorem 3.3.2 has been proved.

**Lemma A.1** Under conditions (C.1)-(C.6), for every \(\epsilon > 0\), there exists a constant \(k > 0\) such that \(E \sup_{\theta \in V(\theta_0)} n^{1/2} \left\{ G_n(\theta) - G(\theta) \right\} \leq k\epsilon\) as \(n \to \infty\).

**Proof of Lemma A.1** The process \(n^{1/2} \left\{ G_n(\theta) - G(\theta) \right\}\) is written as \(B_1(\theta) - B_2(\theta)\), where

\[
B_1(\theta) = n^{-1/2} \sum_{i=1}^n \sum_{j=1}^{K_i} \Delta_{ij} \left( r_\theta \left\{ W_{ij}(T_{ij}) \right\} - r_{\theta_0} \left\{ W_{ij}(T_{ij}) \right\} \right),
\]

\[
B_2(\theta) = n^{-1/2} \sum_{i=1}^n \sum_{j=1}^{K_i} \Delta_{ij} \log \left( \frac{S_n^{(0)}(T_{ij}; \zeta, \beta)}{S_n^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right)
\]

\[
= \int_0^\tau \log \left( \frac{s^{(0)}(t; \zeta, \beta)}{s^{(0)}(t; \zeta_0, \beta_0)} \right) s^{(0)}(t; \zeta_0, \beta_0) d\lambda_0(t).
\]
We define

\[(I) = \int_0^\tau \beta_2 \left\{ s^{(0)}(t; \zeta_0, \beta_0) - s^{(0)}(t; \zeta, \beta_0) \right\} d\Lambda_0(t), \]

\[(II) = \int_0^\tau \beta_3^T \left\{ s^{(1)}(t; \zeta_0, \beta_0) - s^{(1)}(t; \zeta, \beta_0) \right\} d\Lambda_0(t), \]

\[(III) = \int_0^\tau \beta_2 \left\{ s^{(0)}(t; \zeta_0, \beta_0) - s^{(0)}(t; \zeta, \beta_0) \right\} d\Lambda_0(t), \]

\[(IV) = \int_0^\tau \beta_3^T \left\{ s^{(1)}(t; \zeta_0, \beta_0) - s^{(1)}(t; \zeta, \beta_0) \right\} d\Lambda_0(t). \]

First, we prove the supremum of \(B_1(\theta)\) is bounded by \(O(\epsilon)\) in a neighborhood of \(\theta_0\). We rewrite \(B_1(\theta)\) as

\[B_1(\theta) = n^{-1/2}(\beta - \beta_0)^T \sum_{i=1}^n \left\{ \int_0^\tau \tilde{Z}_{ij}(t; \zeta_0) dN_i - \int_0^\tau s^{(1)}(t; \zeta_0, \beta_0) d\Lambda_0(t) \right\} \]

\[+ n^{-1/2} \sum_{i=1}^n \left[ \int_0^\tau \left\{ \beta_2 + \beta_3^T \tilde{Z}_{ij}(T_{ij}) \right\} I(\zeta_0 \geq X_{ij} > \zeta) dN_i - (I) - (II) \right] \]

\[= n^{-1/2} \sum_{i=1}^n \left[ \int_0^\tau \left\{ \beta_2 + \beta_3^T \tilde{Z}_{ij}(T_{ij}) \right\} I(\zeta \geq X_{ij} > \zeta_0) dN_i - (III) - (IV) \right], \]

where \(N_i = \sum_{j=1}^{K_i} N_{ij}\). Clearly,

\[E \left\| n^{-1/2} \sum_{i=1}^n \left\{ \int_0^\tau \tilde{Z}_{ij}(t; \zeta_0) dN_i - \int_0^\tau s^{(1)}(t; \zeta_0, \beta_0) d\Lambda_0(t) \right\} \right\|^2 \leq E \left\| M_{n,1}^{(1)}(\tau) \right\|^2 + E \left\| \int_0^\tau n^{1/2} \left\{ S_n^{(1)}(t; \zeta_0, \beta_0) - s^{(1)}(t; \zeta_0, \beta_0) \right\} d\Lambda_0(t) \right\|^2 \leq O(\epsilon). \]

Additionally,

\[E \sup_{\zeta \in \mathcal{C}_{\epsilon,2}(\zeta_0)} \left\| n^{-1/2} \sum_{i=1}^n \left[ \int_0^\tau \left\{ \beta_2 + \beta_3^T \tilde{Z}_{ij}(T_{ij}) \right\} I(\zeta_0 \geq X_{ij} > \zeta) dN_i - (I) - (II) \right]\right\| \]

\[\leq n^{1/2} E \sup_{f \in \mathcal{F}_1} \left\| n^{-1} \sum_{i=1}^n \left\{ \sum_{j=1}^{K_i} \Delta_{ij} \beta_2 I(\zeta_0 \geq X_{ij} > \zeta) \right\} \right\| \]

\[+ n^{1/2} E \sup_{f \in \mathcal{F}_2} \left\| n^{-1} \sum_{i=1}^n \left\{ \sum_{j=1}^{K_i} \Delta_{ij} \beta_3^T \tilde{Z}_{ij}(T_{ij}) I(\zeta_0 \geq X_{ij} > \zeta) \right\} \right\|, \]
where \( \mathcal{F}_1 = \{ \Delta_{ij} I(\zeta_0 > X_{ij} > \zeta) : \zeta_0 - \epsilon^2 < \zeta \leq \zeta_0 \} \) and \( \mathcal{F}_2 = \{ \Delta_{ij} \mathbb{Z}_{ij} I(\zeta_0 > X_{ij} > \zeta) : \zeta_0 - \epsilon^2 < \zeta \leq \zeta_0 \} \). The expectations of the right-hand side are bounded by \( O(\epsilon) \) as a consequence of Theorem 2.14.1 in van der Vaart and Wellner (1996). Similarly, we can prove that the expectation of the last term of \( B_1(\theta) \) is bounded by \( O(\epsilon) \).

For \( B_2(\theta) \), it can be rewritten as

\[
B_2(\theta) = n^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left[ \log \left( \frac{s^{(0)}(T_{ij}; \zeta, \beta)}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) - \int_{0}^{T} \log \left( \frac{s^{(0)}(t; \zeta, \beta)}{s^{(0)}(t; \zeta_0, \beta_0)} \right) s^{(0)}(t; \zeta_0, \beta_0) \, d\Lambda_0(t) \right] + n^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left[ \log \left( \frac{\hat{S}_n^{(0)}(T_{ij}; \zeta, \beta)}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) - \log \left( \frac{S^{(0)}(T_{ij}; \zeta_0, \beta_0)}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) \right].
\] (3.9)

The first term of (3.9) is the empirical process of \( \Delta_{ij} \log \left( \frac{s^{(0)}(T_{ij}; \zeta, \beta)}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) \). Following the proof in Pons (2003), its bracketing integral is finite and it is bounded by \( O(\epsilon) \) as a consequence of Theorem 2.14.2 (van der Vaart and Wellner 1996). Using the approximation \( \log(1 + x) \approx x \) as \( x \) goes to zero, the second term of (3.9) is uniformly approximated by

\[
n^{-3/2} \sum_{i,i'=1}^{n} \sum_{j,j'=1}^{K_i} \Delta_{ij} \left( \frac{Y_{i,j'}(T_{ij}) \exp[r_{ij}(W_{i,j'}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta, \beta)} - \frac{Y_{i,j'}(T_{ij}) \exp[r_{ij}(W_{i,j'}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) \{1 + o.a.s. (1)\},
\]

which is bounded by

\[
n^{-3/2} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left( \frac{Y_{i,j}(T_{ij}) \exp[r_{ij}(W_{i,j}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta, \beta)} - \frac{Y_{i,j}(T_{ij}) \exp[r_{ij}(W_{i,j}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) \{1 + o.a.s. (1)\} + n^{-3/2} \sum_{i \neq i'} \sum_{j \neq j'} \Delta_{ij} \left( \frac{Y_{i,j'}(T_{ij}) \exp[r_{ij}(W_{i,j'}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta, \beta)} - \frac{Y_{i,j'}(T_{ij}) \exp[r_{ij}(W_{i,j'}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) \{1 + o.a.s. (1)\}.
\]

Note that

\[
E \left\{ \sup_{\theta \in \Theta} n^{-3/2} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left( \frac{\exp[r_{ij}(W_{i,j}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta, \beta)} - \frac{\exp[r_{ij}(W_{i,j}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) \right\} = o_p(1),
\]

and

\[
E \left\{ \sup_{\theta \in \Theta} n^{-3/2} \sum_{i \neq i'} \sum_{j \neq j'} \Delta_{ij} \left( \frac{\exp[r_{ij}(W_{i,j'}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta, \beta)} - \frac{\exp[r_{ij}(W_{i,j'}(T_{ij}))]}{s^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right) \right\}
\]

is bounded by

\[
E \int_{0}^{T} \sup_{\theta \in \Theta} n^{-1/2} \left| \sum_{i=1}^{n} \sum_{j=1}^{K_i} \left( Y_{i,j}(t) \exp[r_{ij}(W_{i,j}(t))] - \frac{Y_{i,j}(t) \exp[r_{ij}(W_{i,j}(t))]}{s^{(0)}(T_{ij}; \zeta, \beta)} \right) \right| \exp[r_{ij}(W_{i,j}(t)) ] \, d\Lambda_0(t).
\]

According to the location of the variable \( X_{ij} \) with respect to \( \zeta \) and \( \zeta_0 \), we split the integrand.
\[ \sum_{j=1}^{K_i} \left( \frac{Y_{ij}(t) \exp[r_{ij} \{ W_{ij}(t) \}]}{s^{(0)}(t; \zeta, \beta)} - \frac{Y_{ij}(t) \exp[r_{ij} \{ W_{ij}(t) \}]}{s^{(0)}(t; \zeta_0, \beta_0)} \right) \] into four terms,

\[ \phi_{1,t,\theta} = \sum_{j=1}^{K_i} \left[ \frac{\exp \{ \beta^T \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta, \beta)} - \frac{\exp \{ \beta^T_{10} \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta_0, \beta_0)} \right] I(X_{ij} \leq \zeta_0), \]

\[ \phi_{2,t,\theta} = \sum_{j=1}^{K_i} \left[ \frac{\exp \{ \beta^T \mathbf{Z}_{ij}(t) + \beta_2 + \beta^T_3 \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta, \beta)} - \frac{\exp \{ \beta^T_{10} \mathbf{Z}_{ij}(t) + \beta_2 + \beta^T_{30} \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta_0, \beta_0)} \right] I(X_{ij} > \zeta_0), \]

\[ \phi_{3,t,\theta} = \sum_{j=1}^{K_i} \left[ \frac{\exp \{ \beta^T \mathbf{Z}_{ij}(t) + \beta_2 + \beta^T_3 \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta, \beta)} - \frac{\exp \{ \beta^T_{10} \mathbf{Z}_{ij}(t) + \beta_2 + \beta^T_{30} \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta_0, \beta_0)} \right] I(\zeta < X_{ij} \leq \zeta_0), \]

\[ \phi_{4,t,\theta} = \sum_{j=1}^{K_i} \left[ \frac{\exp \{ \beta^T \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta, \beta)} - \frac{\exp \{ \beta^T_{10} \mathbf{Z}_{ij}(t) + \beta_2 + \beta^T_{30} \mathbf{Z}_{ij}(t) \}}{s^{(0)}(t; \zeta_0, \beta_0)} \right] I(\zeta_0 < X_{ij} \leq \zeta), \]

Both \( \phi_{1,t,\theta} \) and \( \phi_{2,t,\theta} \) are continuously differentiable with respect to \( \theta \). In addition, their derivatives are uniformly square integrable on \([0, \tau] \times V(\theta_0)\). Thus, \( \sup_{t \in [0, \tau]} E \sup_{\theta \in V(\theta_0)} |n^{-1/2} \sum_{i=1}^{n} \{ \phi_{1,t,\theta} - E(\phi_{1,t,\theta}) \} | \) and \( \sup_{t \in [0, \tau]} E \sup_{\theta \in V(\theta_0)} |n^{-1/2} \sum_{i=1}^{n} \{ \phi_{2,t,\theta} - E(\phi_{2,t,\theta}) \} | \) are bounded by \( O(\epsilon) \). For \( \phi_{3,t,\theta} \) and \( \phi_{4,t,\theta} \), they are the products of the indicator function \( I(\zeta_0 < X_{ij} \leq \zeta) \) or \( I(\zeta < X_{ij} \leq \zeta_0) \) and a continuously differentiable function with respect to \( \theta \) having uniformly square integrable derivatives on \([0, \tau] \times V(\theta_0)\). Since their finite \( L_2 \) bracketing integral which does not depend on \( t \), \( \sup_{t \in [0, \tau]} E \sup_{\theta \in V(\theta_0)} |n^{-1/2} \sum_{i=1}^{n} \{ \phi_{3,t,\theta} - E(\phi_{3,t,\theta}) \} | \) and \( \sup_{t \in [0, \tau]} E \sup_{\theta \in V(\theta_0)} |n^{-1/2} \sum_{i=1}^{n} \{ \phi_{4,t,\theta} - E(\phi_{4,t,\theta}) \} | \) are bounded by \( O(\epsilon) \). Consequently, \( E \int_{0}^{\tau} \sup_{\theta \in V(\theta_0)} n^{-1/2} \sum_{i=1}^{n} \phi_{k,t,\theta} \exp \{ r_{ij} \{ W_{ij}(t) \} \} d\Lambda_0(t) \) is bounded by \( O(\epsilon) \) for \( k = 1, 2, 3, 4 \).

Therefore, both \( B_1(\theta) \) and \( B_2(\theta) \) are bounded by \( O(\epsilon) \) and the lemma is proved.

**Proof of Theorem 3.3.3**

The whole proof can be divided into the following steps. First, recall the definitions of \( \theta_{n,u} = (\zeta_{n,u}, \beta_{n,u}), \zeta_{n,u} = \zeta_0 + n^{-1}u_1 \), and \( \beta_{n,u} = \beta_0 + n^{-1}u_2 \). We partition the \( l_n(\theta_{n,u}) - l_n(\theta_0) \) into three terms and obtain their asymptotic expansions. In the second step, we derive the asymptotic distributions based on the first two terms in the partition. Finally, we obtain Theorem 3.3.3 using the argmax continuous mapping theorem.
In the first step, similar to the partition in Theorem 3.3.1, $l_n(\theta_{n,u}) - l_n(\theta_0)$ is partitioned as

$$l_n(\theta_{n,u}) - l_n(\theta_0)$$
$$= (\beta_{n,u} - \beta_0)^T \left\{ \sum_{i=1}^{n} \sum_{j=1}^{K_i} \int_0^T \tilde{Z}_{ij}(\zeta_{n,u}) d\bar{N}_t \right\} - \int_0^T \log \left\{ \frac{S_n^{(0)}(t; \zeta_{n,u}, \beta_{n,u})}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right\} d\bar{N}_t(t)$$
$$+ \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \} \{ I(\zeta_0 > \zeta_{n,u}) - I(\zeta_{n,u} \geq X_{ij} > \zeta_0) \}.$$

By the Taylor expansion for $\beta_{n,u}$ at $\beta_0$,

$$\log \left\{ \frac{S_n^{(0)}(t; \zeta_{n,u}, \beta_{n,u})}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right\}$$
$$= \log \left\{ \frac{S_n^{(0)}(t; \zeta_{n,u}, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right\} + n^{-1/2} \mathbf{u}_2^T \frac{S_n^{(1)}(t; \zeta_{n,u}, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)}$$
$$+ \frac{n^{-1}}{2} \mathbf{u}_2^T \frac{S_n^{(2)}(t; \zeta_{n,u}, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} \mathbf{u}_2 + o_p(n^{-1})$$

where $V_n(t; \zeta, \beta) = S_n^{(2)}(t; \zeta, \beta) / S_n^{(0)}(t; \zeta, \beta) - \left\{ \frac{S_n^{(1)}(t; \zeta, \beta)}{S_n^{(0)}(t; \zeta, \beta)} \right\}^2$. Thus, we have

$$l_n(\theta_{n,u}) - l_n(\theta_0) = Q_n(u_1) + \mathbf{u}_2^T \mathbf{C}_n(u_1) + \frac{1}{2} \mathbf{u}_2^T V_n(t; \zeta_{n,u}, \beta_0) \mathbf{u}_2 + o_p(n^{-1}),$$

where

$$Q_n(u_1) = \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left\{ \{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \} \{ I(\zeta_0 > X_{ij} > \zeta_{n,u}) - I(\zeta_{n,u} \geq X_{ij} > \zeta_0) \} \right. $$
$$\left. - \frac{S_n^{(0)}(T_{ij}; \zeta_{n,u}, \beta_0) - S_n^{(0)}(T_{ij}; \zeta_0, \beta_0)}{S_n^{(0)}(T_{ij}; \zeta_0, \beta_0)} \right\}. $$
\[
C_n(u_1) = n^{-1/2} \sum_{i=1}^{n} K_i \int_0^\tau \left\{ \tilde{Z}_{ij}(t; \zeta_{n,u}) - \frac{S_n^{(1)}(t; \zeta_{n,u}, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right\} dN_{ij}(t) \\
= n^{-1/2} \sum_{i=1}^{n} K_i \int_0^\tau \left\{ \tilde{Z}_{ij}(t; \zeta_{n,u}) - \frac{S_n^{(1)}(t; \zeta_{n,u}, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right\} dM_{ij}(t) \\
+ n^{-1/2} \sum_{i=1}^{n} K_i \int_0^\tau \tilde{Z}_{ij}(t; \zeta_{n,u}) \left( \exp \left[ r_{\theta_0} \{ W_{ij}(t) \} \right] - \exp \left[ r_{\zeta_{n,u}, \beta_0} \{ W_{ij}(t) \} \right] \right) d\Lambda_0(t).
\]

It is easy to verify that

\[
E \left( \int_0^\tau \tilde{Z}_{ij}(t; \zeta_{n,u}) - \tilde{Z}_{ij}(t; \zeta_0) dM_{ij}(t) \right) = 0,
\]
\[
E \left( \int_0^\tau \frac{S_n^{(1)}(t; \zeta_{n,u}, \beta_0) - S_n^{(1)}(t; \zeta_0, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} dM_{ij}(t) \right) = 0,
\]
\[
E \left( \int_0^\tau \tilde{Z}_{ij}(t; \zeta_{n,u}) \left( \exp \left[ r_{\theta_0} \{ W_{ij}(t) \} \right] - \exp \left[ r_{\zeta_{n,u}, \beta_0} \{ W_{ij}(t) \} \right] \right) d\Lambda_0(t) \right) = 0.
\]

In addition, we can show that

\[
E \sup_{|u_1| \leq A} \left\| \int_0^\tau \left\{ \tilde{Z}_{ij}(t; \zeta_{n,u}) - \tilde{Z}_{ij}(t; \zeta_0) \right\} dM_{ij}(t) \right\|^2 = O(n^{-1}),
\]
\[
E \sup_{|u_1| \leq A} \left\| \int_0^\tau \left\{ \frac{S_n^{(1)}(t; \zeta_{n,u}, \beta_0) - S_n^{(1)}(t; \zeta_0, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right\} dM_{ij}(t) \right\|^2 = O(n^{-1}),
\]
\[
E \sup_{|u_1| \leq A} \left\| \int_0^\tau \tilde{Z}_{ij}(t; \zeta_{n,u}) \left( \exp \left[ r_{\theta_0} \{ W_{ij}(t) \} \right] - \exp \left[ r_{\zeta_{n,u}, \beta_0} \{ W_{ij}(t) \} \right] \right) d\Lambda_0(t) \right\|^2 = O(n^{-1}).
\]

Thus, \( C_n(u_1) \) uniformly converges to \( \tilde{I}_n = n^{-1/2} \sum_{i=1}^{n} K_i \int_0^\tau \left\{ \tilde{Z}_{ij}(t; \zeta_0) - \frac{S_n^{(1)}(t; \zeta_0, \beta_0)}{S_n^{(0)}(t; \zeta_0, \beta_0)} \right\} dM_{ij}(t) \) in probability, as \( |u_1| \leq A \). Then we have

\[
l_n(\theta_{n,u}) - l_n(\theta_0) = Q_n(u_1) + u_2^T \tilde{I}_n - \frac{1}{2} u_2^T I(\theta_0) u_2 + o_p(1). \tag{3.10}
\]

In the second step, we derive the asymptotic distributions of \( Q_n(u_1) \) and \( \tilde{I}_n \) in (3.10). The variable \( \tilde{I}_n \) converges weakly to a Gaussian variable following the normal distribution.
that $Q_n$ is defined as a random variable on the space $D$ of right-continuous functions with left-hand limits on $\mathbb{R}$ equipped with the Skorohod topology. Now we prove that the process $Q^+_n$ converges weakly to $Q^+$ on the space $D[0, \infty)$, where $Q^+$ is defined in the Section 3. Let $0 = v_0 < v_1 < v_2 < \ldots < v_S \leq A$ be an increasing sequence, $I_{ns} = [\zeta_0 + n^{-1}v_{s-1}, \zeta_0 + n^{-1}v_s]$, and $q_1, q_2, \ldots, q_S$ be constants. Consider the variable $\Sigma_n \equiv \sum_{s=1}^S q_s \{Q^+_n(v_s) - Q^+_n(v_{s-1})\} \equiv \sum_{i=1}^n \sum_{s=1}^S q_s \eta_{ns,i}$, where $\eta_{ns,i} \equiv \eta^{(1)}_{ns,i} - \eta^{(2)}_{ns,i}$,

$$\eta^{(1)}_{ns,i} = \sum_{j=1}^{K_i} I(X_{ij} \in I_{ns}) \left[ -\Delta_{ij} \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \right\} - \int_0^\tau \phi_{ij}(t) d\Lambda_0(t) \right],$$

$$\eta^{(2)}_{ns,i} = \sum_{j=1}^{K_i} I(X_{ij} \in I_{ns}) \int_0^\tau \phi_{ij}(t) \left\{ \frac{1}{nS_n^{(0)}(t; \zeta_0, \beta_0)} d\tilde{N}_n(t) - d\Lambda_0(t) \right\},$$

with $\phi_{ij}(t) = Y_{ij}(t) \exp \{ \beta_{10}^T Z_{ij}(t) \} \left[ 1 - \exp \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(t) \right\} \right]$. We define $\Sigma_{1n} \equiv \sum_{i=1}^n \sum_{s=1}^S q_s \eta^{(1)}_{ns,i}$ and $\Sigma_{2n} \equiv \sum_{i=1}^n \sum_{s=1}^S q_s \eta^{(2)}_{ns,i}$. Spiekerman and Lin (1998) shows that $\int_0^s \frac{1}{nS_n^{(0)}(t; \zeta_0, \beta_0)} d\tilde{N}_n(t)$ converges in probability to $\Lambda_0(s)$ uniformly for $t \in [0, \tau]$. Since $|\phi_{ij}(t)|$ is bounded, $\eta^{(2)}_{ns,i} = o_p(1/n)$ and $\Sigma_{2n} = o_p(1)$. Thus, $\Sigma_{2n}$ converges to zero in probability and the asymptotic distribution of $\tilde{\phi}$ only depends on $\Sigma_{1n}$. In addition, the sequence of the distributions of $\Sigma_n$ is tight, since $E(\Sigma_{1n}^2)$ is bounded.

Next, we show that the characteristic function of $\Sigma_{1n}$ converges to the characteristic
function of \(Q^+\). The characteristic function for \(\Sigma_{1n}\) is expressed as

\[
\phi^*_n(t) = \left\{ E \left( \exp \sum_{s \leq S} itq_s \eta_{ns,i}^{(1)} \right) \right\}^n = \left\{ \sum_{m=0}^{K} P(K_i = m) E \left( \exp \sum_{s \leq S} itq_s \eta_{ns,i}^{(1)} \bigg| K_i = m \right) \right\}^n,
\]

where \(K = \max(K_i)\) is the maximum cluster size. We define the set

\[
{A^+_{m0}} = \{K_i = m, \text{no one } X_{ij} > \zeta_0\},
\]

\[
{A^+_{m1}} = \{K_i = m, \text{only one } X_{ij} > \zeta_0, \text{all the other } X_{i1}, \ldots, X_{ij-1}, X_{ij+1}, \ldots, X_{im} \leq \zeta_0\},
\]

and \({A^+_{mu}} = \{K_i = m, \text{only u subjects } X_{ij1}, \ldots, X_{iju} > \zeta_0, \text{all the others } \leq \zeta_0\}\), for \(u \geq 2\).

Thus, we have

\[
E \left\{ \exp \left( \sum_{s \leq S} itq_s \eta_{ns,i}^{(1)} \bigg| K_i = m \right) \right\} = \sum_{u=0}^{m} E \left\{ I(A^+_{mu}) \exp \left( \sum_{s \leq S} itq_s \eta_{ns,i}^{(1)} \bigg| K_i = m \right) \right\},
\]

where \(E \left\{ I(A^+_{m0}) \exp \left( \sum_{s \leq S} itq_s \eta_{ns,i}^{(1)} \bigg| K_i = m \right) \right\} = P(A^+_{m0}|K_i = m)\). Define \(A^+_{m1} = \{X_{ik} > \zeta_0, X_{i1}, \ldots, X_{ik-1}, X_{ik+1}, \ldots, X_{im} \leq \zeta_0\}, \text{ and } \eta_{ns,ij}^{(1)} = -\Delta_{ij} \{\beta_{20} + \beta_{30}^T Z_{ij}(T_{ij})\} - \int_0^r \phi_{ij}(t)d\Lambda_0(t)\).

For the subset \(A^+_{m1},\)

\[
E \left\{ I(A^+_{m1}) \exp \left( \sum_{s \leq S} itq_s \eta_{ns,i}^{(1)} \bigg| K_i = m \right) \right\} = \sum_{s \leq S} \sum_{k=1}^{m} P(A^+_{m1}|K_i = m, A^+_{m1}) \int_{X_{ik} \in T_{ns}} E \left\{ \exp \left( itq_s \eta_{ns,ik}^{(1)} \right) \bigg| K_i = m, A^+_{m1} \right\} f(X_{ik})dX_{ik}
\]

\[
= \sum_{s \leq S} \sum_{k=1}^{m} P(A^+_{m1}|K_i = m, A^+_{m1}) \left( \frac{v_s - v_{s-1}}{n} \right) \frac{f_{X_{ik}}(\zeta_0^+)}{E \left\{ \exp \left( itq_s \eta_{ns,ik}^{(1)} \right) \bigg| K_i = m, A^+_{m1}, X_{ik} = \zeta_0^+ \right\}} + o_p(1/n).
\]
Similarly, for the subset $A_{mu}^+$ with $u \geq 2$,

$$
\sum_{u=2}^{m} E \left\{ I(A_{mu}^+) \exp \left( \sum_{s \leq S} itq_s \eta^{(1)}_{ns,i} \right) \bigg| K_i = m \right\} \\
= \sum_{u=2}^{m} \sum_{s_1, \ldots, s_u \leq S} f_{X_i, \ldots, X_i} (\zeta_0^+) P(A_{mu}^+ | K_i = m, A_{mu}^+) \left( \prod_{l=1}^{u} \frac{v_{s_l} - v_{s_l-1}}{n} \right) \\
= o_p(1/n),
$$

where $A_{mu}^+ = \{ X_{ik_1}, \ldots, X_{ik_u} > \zeta_0, \text{all the others} \leq \zeta_0 \}$, and $|A_{mu}^+|$ is the total number of all the possible sets. In addition, $P(A_{m0}^+ | K_i = m) = 1 - \sum_{u=1}^{m} P(A_{mu}^+ | K_i = m)$, where

$$
P(A_{m1}^+ | K_i = m) = \sum_{s \leq S} P(A_{m1}^+ | K_i = m, A_{m1}^+) \int_{X_{ik} \in I_{ns}} f(X_{ik}) dX_{ik} \\
= \sum_{s \leq S} P(A_{m1}^+ | K_i = m, A_{m1}^+) \left( \frac{v_s - v_{s-1}}{n} \right) f_{X_i}(\zeta_0^+),
$$

$$
P(A_{mu}^+ | K_i = m) = \sum_{s_1, \ldots, s_u \leq S} \sum_{k=1}^{l} P(A_{mu}^+ | K_i = m, A_{mu}^+) \\
\int_{X_{ik_1} \in I_{ns_1}} \int_{X_{ik_2} \in I_{ns_2}} \cdots \int_{X_{ik_u} \in I_{ns_u}} f(X_{ik_1}, \ldots, X_{ik_u}) dX_{ik_1} \cdots dX_{ik_u} \\
= \sum_{s_1, \ldots, s_u \leq S} \sum_{k=1}^{l} P(A_{mu}^+ | K_i = m, A_{mu}^+) \left( \prod_{l=1}^{u} \frac{v_{s_l} - v_{s_l-1}}{n} \right) f_{X_{ik_1}, \ldots, X_{ik_u}}(\zeta_0^+),
$$

where $u \geq 2$. Thus, $P(A_{m0}^+ | K_i = m) = 1 - \sum_{s \leq S} \sum_{k=1}^{l} P(A_{m1}^+ | K_i = m, A_{m1}^+) \left( \frac{v_s - v_{s-1}}{n} \right) f_{X_i}(\zeta_0^+) + o_p(1/n)$.
Then, we have

\[
E \left\{ \exp \left( \sum_{s \leq S} itq_s \eta_{ns,s}^{(1)} \right) \bigg| K_i = m \right\} = P(A_{m0}^+|K_i = m) + \sum_{s \leq S} \sum_{k=1}^{m} P(A_{m1}^k|K_i = m, A_{m1}^+ \left( \frac{v_s - v_{s-1}}{n} \right)

f_{X_{ik}}(\zeta_0^+)E \left\{ \exp \left( itq_s \eta_{ns,ik}^{(1)} \right) \bigg| K_i = m, A_{m1}^+, X_{ik} = \zeta_0^+ \right\} + o_p(1/n)

= 1 + \sum_{s \leq S} \frac{v_s - v_{s-1}}{n} \phi_m(t; q_s) + o_p(1/n),
\]

where

\[
\phi_m(t; q_s) = \sum_{k=1}^{m} f_{X_{ik}}(\zeta_0^+) P(A_{m1}^k|K_i = m, A_{m1}^+) \left\{ E \left\{ \exp \left( itq_s \eta_{ns,ik}^{(1)} \right) \bigg| K_i = m, A_{m1}^+, X_{ik} = \zeta_0^+ \right\} - 1 \right\}
\]

Therefore,

\[
\phi_n^+(t) = \left[ \sum_{m=0}^{K} P(K_i = m) \left\{ 1 + \sum_{s \leq S} \left( \frac{v_s - v_{s-1}}{n} \right) \phi_m(t; q_s) + o_p(1/n) \right\} \right]^n

= 1 + \sum_{m=0}^{K} P(K_i = m) \sum_{s \leq S} (v_s - v_{s-1}) \phi_m(t; q_s) + o_p(1)

\to \exp \left\{ \sum_{s \leq S} (v_s - v_{s-1}) \sum_{m=0}^{K} p(m) \phi_m(t; q_s) \right\} = \phi^+(t),
\]

where \( p(m) \) is the probability of the cluster with \( m \) subjects.

In the Section 3, we define \( Q(s) \equiv Q^+ - Q^- \), where

\[
Q^+ \equiv \sum_{m=0}^{K} \sum_{k=1}^{m} \sum_{0 \leq l \leq v_{mk,l}^+} V_{mk,l}, \quad Q^- \equiv \sum_{m=0}^{K} \sum_{k=1}^{m} \sum_{0 \leq l \leq v_{mk,l}^-} V_{mk,l}.
\]
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Recall that $V_{mk,l}^+$ and $V_{mk,l}^-$ are independent sequences of identically and independently distributed random variables with the characteristic functions

$$
E \left\{ \exp \left( itV_{mk,l}^+ \right) \right\} = E \left\{ \exp \left( itq_s \eta_{n,s,ik}^{(1)} \right) \right\} K_i = m, A_{m1}^{k+}, X_{ik} = \zeta_0^+ , \\
E \left\{ \exp \left( itV_{mk,l}^- \right) \right\} = E \left\{ \exp \left( itq_s \eta_{n,s,ik}^{(1)} \right) \right\} K_i = m, A_{m1}^{k-}, X_{ik} = \zeta_0^- ,
$$

where $m = 1, \ldots, K$, $k = 1, \ldots, m$, and $l \geq 1$. We denote $v_{mk}^+$ and $v_{mk}^-$ to be the real jump processes such that $v_{mk}^+ = 0$ on $R^-$ and $v_{mk}^- = 0$ on $R^+$. We further denote $v_{mk}(s)$ to be a Poisson variable with the parameter $sp(m)f_{X_{ik}}^{*}(\zeta_0^+)P(A_{m1}^{k+}|K_i = m, A_{m1}^{+})$, and $v_{mk}(s)$ to be a Poisson variable with parameter $sp(m)f_{X_{ik}}^{*}(\zeta_0^-)P(A_{m1}^{k-}|K_i = m, A_{m1}^-)$.

The characteristic function of $Q^+$ is as follows.

$$
\phi^+(t) = E \exp \left\{ itQ^+(s) \right\} = \prod_{m=0}^{K} \prod_{k=1}^{m} \exp \left\{ -sp(m)f_{X_{ik}}^{*}(\zeta_0^+)P(A_{m1}^{k+}|K_i = m, A_{m1}^{+}) \right\} \\
\times \sum_{j \geq 0} \frac{\left[ sp(m)f_{X_{ik}}^{*}(\zeta_0^+)P(A_{m1}^{k+}|K_i = m, A_{m1}^{+})E \left\{ \exp \left( itV_{mk,l}^+ \right) \right\} \right]^j}{j!} \\
= \exp \left\{ \sum_{m=0}^{K} sp(m) \sum_{k=1}^{m} f_{X_{ik}}^{*}(\zeta_0^+)P(A_{m1}^{k+}|K_i = m, A_{m1}^{+}) \left[ E \left\{ \exp \left( itV_{mk,l}^+ \right) \right\} - 1 \right] \right\} \\
= \exp \left\{ \sum_{m=0}^{K} sp(m) \phi_m(t; q_s) \right\} .
$$

Let $0 \leq v_1 \leq v \leq v_2 \leq A, I_{n1} = ]\zeta_0 + n^{-1}v_1, \zeta_0 + n^{-1}v_1]$ and $I_{n2} = ]\zeta_0 + n^{-1}v, \zeta_0 + n^{-1}v_2]$. To prove $Q^+_n$ is tight, we have $E|Q^+_n(v) - Q^+_n(v_1)|Q^+_n(v_2) - Q^+_n(v)|$ is bounded by $(v_2 - v_1)^2$ times a constant. Thus, the processes $Q^+_n$ converge weakly to $Q^+$, using the D-tightness criterion. (Billingsley 2009) Similarly, we can prove that $Q^-_n$ converges weakly to $Q^-$. Finally, because of argmax continuous mapping theorem, $n(\zeta - \zeta_0) = \arg \max_{u_1} Q_n(u_1) + o_p(1)$ and it converges weakly to $\arg \max Q(s)$.
CHAPTER 4: STATISTICAL INFERENCE FOR COX PROPORTIONAL HAZARDS MODEL WITH A CHANGE HYPERPLANE

4.1 Introduction

Change point analysis has been widely used in epidemiology studies and clinical trials to identify high-risk subjects whose hazard rates are substantially different from the others (Tapp et al. 2006; Marquis et al. 2002; Zhao et al. 2014). For example, Zhao et al. (2014) and Chapter 3 investigated the change point of leukocyte telomere length (LTL) for diabetes incidence in the Strong Heart Family Study (SHFS). In the same study, however, the change point based on LTL has been observed to depend on some other biomarkers, such as triglycerides, HDL, and etc. In other words, the incidence of diabetes can change dramatically depending on a combination of LTL and other biomarkers. To improve the performance in identifying the high-risk individuals, we aim to introduce an extended change point model based on a linear combination of multiple risk factors. This model is defined as a change hyperplane model, where the hyperplane is the affine hyperplane in geometry. Specifically, the change hyperplane is a single linear function larger or less than a threshold.

In the univariate survival data, the Cox proportional hazards model (Cox 1972) has been widely used for estimating the association between potential risk factors and disease incidence. In this type of model, the change point analysis has been extensively studied (Liang et al. 1990; Luo 1996; Pons 2002; Luo 1996; Gandy et al. 2005; Gandy and Jensen 2005; Jensen and Lütkebohmert 2008; Luo and Boyett 1997, Pons 2003, Kosorok and Song 2007). Among them, Pons (2003) proved that the change point estimator based on a single covariate follows a composite Poisson process which depends on the change point locations
across all the subjects. However, all these methods assume that the change point depends on only one covariate. The current estimation and inference procedures cannot be directly extended to the Cox model with a change hyperplane based on multiple covariates, due to the fact that the linear combination of covariates is unknown in addition to the threshold. Thus, it is of great interest to develop a rigorous Cox proportional hazards model with a change hyperplane based on multiple covariates for survival data subject to censoring.

The change hyperplane in the Cox proportional hazards model can be viewed as a function of the single index. The single index model reduces the dimensionality of the covariates by introducing an unspecified function of the single index. The single index has been widely applied in the Cox proportional hazards model. Wang (2004) generalized the exponential link function in the Cox proportional hazards model to an unspecified link function of the single index. The proportional hazards assumption is no longer needed in this model. Later, Huang and Liu (2006) proposed a model which assumed the log linear relationship between the hazard function and the unknown link function of the single index. All methods assume the link function to be a smooth function. However, in a change hyperplane model, the unknown smooth function is replaced by a discontinuous indicator function, where the indicator function equals one or zero depending on whether the single index is larger or smaller than the change point. Indeed, we will prove that the convergence rate of the coefficients in the change hyperplane is $1/n$ in contrast to the convergence rate $1/\sqrt{n}$ in the single index model. Consequently, the existing methods for the Cox proportional hazards model with an unknown link function of the single index cannot be applied to the Cox proportional hazards model with a change hyperplane.

In this paper, we propose a partially linear Cox proportional hazards model with a change hyperplane. The model includes both the covariates which have a linear relationship with the log-hazard rate of the disease incidence and those defining the change hyperplane. The
change hyperplane parameters are identifiable under certain conditions. We propose a genetic optimization algorithm (Sekhon and Mebane 1998) for estimating parameters. One major challenge for the Cox proportional hazards model with a change hyperplane is the complicated asymptotic distribution of the change hyperplane estimators. The existing theory of the change point estimator for a single covariate cannot be applied to the proof in the Cox proportional hazards model with a change hyperplane. The asymptotic distribution of the change hyperplane estimators for multiple covariates depends on the joint distribution of the all the covariates in the change hyperplane. We will show that the asymptotic distribution of the proposed change hyperplane estimators is an integrated composite Poisson process.

The structure of this paper is as follows. In Section 4.2, we describe the estimation method based on a two-step procedure. We then provide an inference method based on the $m$ out of $n$ bootstrap and a testing procedure for the existence of a change hyperplane. In Section 4.3, we provide the asymptotic properties of the proposed estimators. Simulation studies evaluating the small sample performance of the method are presented in Section 4.4. The Cardiovascular Health Study is analyzed in Section 4.5.

4.2 Methods

4.2.1 Model and Parameter Estimation

For $i = 1, \ldots, n$, let $\tilde{T}_i$ and $C_i$ be the failure times and censoring times with respect to the $i$th subject. The Cox proportional hazards model with a change hyperplane assumes that the hazard rate function for $\tilde{T}_i$ given $W_i(t) \equiv (X_i^T, Z_i^T(t))^T$ takes a form

$$\lambda(t|W_i) = \lambda_0(t) \exp \{\beta_1^T Z_i(t) + \beta_2 I(\eta^T X_i > 0) + \beta_3^T Z_i(t) I(\eta^T X_i > 0)\},$$
where \( \lambda_0(t) \) is an unknown baseline function, \( \beta \equiv (\beta_1^T, \beta_2, \beta_3^T)^T \) is a vector of \( 2p_2 + 1 \) unknown parameters, \( \eta = (\eta_1, \eta_2, ..., \eta_{p_1}, \eta_0)^T \) is a vector of \( p_1 + 1 \) unknown change hyperplane parameters, \( X_i = (X_{i1}, ..., X_{ip_1}, -1)^T \) is a vector of the change hyperplane covariates, and \( Z_i(t) = (Z_{i1}(t), ..., Z_{ip_2}(t))^T \) is a vector of other potentially time-dependent covariates. Then the change hyperplane is denoted as \( I(\eta^T X_i > 0) = I(\eta_1 X_{i1} + \eta_2 X_{i2} + ... + \eta_{p_1} X_{ip_1} - \eta_0 > 0) \).

The covariate \( Z_i(t) \) has different effects for \( \eta^T X_i \leq 0 \) and \( \eta^T X_i > 0 \). Therefore, the proposed model implies that the effect of \( Z_i(t) \) is \( \beta_1 \) when \( \eta^T X_i \leq 0 \), and it becomes \( (\beta_1 + \beta_3) \) when \( \eta^T X_i > 0 \). Furthermore, the hazard ratio between two groups \( \eta^T X_i > 0 \) and \( \eta^T X_i \leq 0 \) is \( \exp \{ \beta_2 + \beta_3^T Z_i(t) \} \), given the fixed \( Z_i(t) \). When \( p_1 = 1 \), it reduces to the change point model in Pons (2003).

We assume that \( C_i \) is independent of \( \bar{T}_i \) given the covariates \( W_i \). If we define \( r_{\eta, \beta} \{W_i(t)\} = \beta_1^T Z_i(t) + \beta_2 I(\eta^T X_i > 0) + \beta_3^T Z_i(t) I(\eta^T X_i > 0) \), then the partial likelihood function for \( n \) subjects with right censoring can be formulated as

\[
L_n(\eta, \beta) = \prod_{i=1}^{n} \left( \frac{\exp[r_{\eta, \beta} \{W_i(T_i)\}]}{\sum_{i=1}^{n} I(T_i \geq T_i \exp[r_{\eta, \beta} \{W_i(T_i)\}])} \right)^{\Delta_i},
\]

where \( T_i = \min(\bar{T}_i, C_i) \) and \( \Delta_i = I(\bar{T}_i \leq C_i) \).

To estimate the model parameters, we propose to maximize the logarithm of the partial likelihood function, which is defined as \( l_n(\eta, \beta) \equiv \log \{ L_n(\eta, \beta) \} \). For the purpose of identifiability of the model with a change hyperplane, we impose the constraints that \( \eta_1^2 + \eta_2^2 + ... + \eta_{p_1}^2 = 1 \) and the coefficient of the first continuous covariate \( \eta_1 \) is positive. The first condition restricts the scale of \( \eta \) and the second condition determines the uniqueness of sign for each parameter in \( \eta \). The proof of the identifiability under these constraints is shown in Theorem 4.3.1 in Proof of Lemma and Theorems. The estimation of the change point for a single covariate is based on maximizing the partial likelihood with a two-step procedure (Luo and Boyett 1997). We propose a similar procedure to obtain the change hyperplane estimates. In the first step, for any fixed value of \( \eta \) in a pre-specified range
$S_0 = \{(\eta_1, ..., \eta_{p_1}, \eta_0) : \eta_1^2 + \eta_2^2 + \cdots + \eta_{p_1}^2 = 1, \eta_1 > 0, \eta_0 \in [\eta_a, \eta_b]\}$, we obtain the estimates of $\beta$ by applying the Newton-Raphson method to maximize the logarithm of the partial likelihood function. In the second step, we apply an evolutionary algorithm with a derivative-based, quasi-Newton method to maximize the profile function for $\eta$ in the first step (Sekhon and Mebane 1998). This evolutionary algorithm has been widely applied to optimize the function when the objective function is not a continuous function of the parameter of interest. Thus, we obtain $(\hat{\eta}, \hat{\beta}) = \arg\max_{\eta \in S_0, \beta} l_n(\eta, \beta)$.

4.2.2 Inference

We will prove that $\hat{\eta}$ and $\hat{\beta}$ are asymptotically independent. In addition, the asymptotic distribution of $\hat{\beta}$ remains to be normal no matter whether $\eta$ is known or not. The theorems are shown in Section 4.3 and the details of proofs are in Proof of Lemma and Theorems. Consequently, the inference of $\beta$ can be based on the exact covariance matrix in the Cox proportional hazards model and the corresponding confidence intervals are generated by normal approximation. One challenge question is how to make inference for $\eta$ because it is impossible to derive the covariance matrix based on the asymptotic distribution shown in Section 4.3. Shao (1994), Bickel et al. (2012), Politis and Romano (1999), and Xu et al. (2014) proposed the $m$ out of $n$ bootstrap to generate the 95% confidence intervals under this situation. Additionally, Xu et al. (2014) proved the consistency of the $m$ out of $n$ bootstrap in the Cox proportional hazards model with a change point. For the $m$ out of $n$ bootstrap, $m$ is usually determined by the data-driven approaches (Hall et al. 1995; Lee 1999; Cheung et al. 2005; Bickel and Sakov 2005; Bickel and Sakov 2008). We choose to adapt the algorithm proposed by Bickel and Sakov (2008) to select $m$. In this algorithm, $m_j$ is selected from a group of possible values as the maximum sample size that achieves the stable empirical distribution for each $\eta_j$, where $j = 0, 1, ..., p_1$. The common $m$ is the minimum among all the $m_j$, $j = 0, 1, ..., p_1$. Here is the algorithm about how to select $m$. 
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(1) Construct a sequence of \( m_{js} = [s \times \frac{n}{q}] \), where \( s = q, q-1, ..., 1 \), \( q \) is a reasonable interval between two evaluation points, and \( [a] \) is the smallest integer larger than \( a \).

(2) For the \( m_{js} \) out of \( n \) bootstrap, the empirical cumulative distribution function for the change hyperplane estimator is constructed as follows:

\[
R_{m_{js}}(x, \hat{\eta}_j) = \frac{1}{B} \sum_{b=1}^{B} I \left\{ m_{js} \left( \hat{\eta}_{j(m_{js})}^{(b)} - \hat{\eta}_j \right) \leq x \right\},
\]

where \( \hat{\eta}_j \) is the change hyperplane estimator based on the full dataset, \( \hat{\eta}_{j(m_{js})}^{(b)} \) is the change hyperplane estimator based on the dataset with \( m_{js} \) samples in the \( b \)th replication, \( b = 1, 2, ..., B \), and \( B \) is the total number of bootstrap replications.

(3) The \( m_j \) will be selected as the maximum value which minimizes the supremum difference between two adjacent empirical cumulative distributions in the \( m_{js} \) sequence.

\[
\hat{m}_j = \max \arg \min_{m_{js}} \sup_x |R_{m_{js}}(x, \hat{\eta}_j) - R_{m_{js+1}}(x, \hat{\eta}_j)|
\]

(4) Finally, \( \hat{m} = \min(\hat{m}_0, \hat{m}_1, \ldots, \hat{m}_{p1}) \).

Both the standard error estimator for \( \hat{\eta} \) and the confidence interval for \( \eta \) will be adjusted by \( n/m \) based on the convergence rate \( 1/n \) of \( \hat{\eta} \) (Theorem 4.3.3). Particularly, the equal-tailed 95% confidence intervals are generated as \( \hat{\eta} - \frac{Q_{\eta,0.95}}{n/m}, \hat{\eta} + \frac{Q_{\eta,0.95}}{n/m} \), where \( Q_{\eta,0.95} \) is the 95th quantile of the absolute value \( |\hat{\eta} - \hat{\eta}_{m}^{(b)}| \) for \( b = 1, 2, ..., B \).

4.2.3 Hypothesis Testing for the Change Hyperplane

In practice, one important question is whether the change hyperplane exists. Equivalently, we wish to test the null hypothesis \( H_0 : \beta_2 = 0, \beta_3^T = 0 \) in our proposed model. Since the estimation of the change hyperplane relies on either \( \beta_2 \) or \( \beta_3 \) unequal to zero, the model is not identifiable given the fact that both \( \beta_2 \) and \( \beta_3 \) are zero under the null hypothesis. The supremum (SUP) tests is proposed to verify the existence of the change point based on
single covariate (Davies 1977, Davies 1987, Kosorok and Song 2007). Here, we extend this
SUP test with score statistics to multi-dimensional covariates. Specifically, our test statistic
is
\[ \text{SUP}_{k;p_1} = \sup_{\eta_j \in \{\eta_{j1}, ..., \eta_{jk}\}, j=2, ..., p_1, 0} U(\eta)^T \Sigma(\eta)^{-1} U(\eta), \]
where \( U(\eta) = \frac{\partial l_n(\eta, \beta)}{\partial \beta}, \Sigma(\eta) = -\frac{\partial^2 l_n(\eta, \beta)}{\partial \beta^2} \), \( p_1 \) is the dimension of the covariates in the change hyperplane, and \( k \) is the number of grids selected for each \( \eta_j; j = 2, ..., p_1, 0 \). We use permutation to generate the null distribution of the proposed test statistic. Under the null hypothesis, there is no change hyperplane effect on the response. Thus, we randomly shuffle the covariate \( X_i \) for sufficient times. Then, we obtain the permutation distribution of the proposed test statistics. We reject the null hypothesis at a significance level of \( \alpha \) if \( \text{SUP}_{k;p_1} \) is larger than the upper \( \alpha \)-quantile of the permutation distribution.

4.3 Asymptotic Properties

The consistency and asymptotic distributions of the estimators for both the change hyperplane and the regression parameters are established in this section. We prove these asymptotic properties based on the following conditions. The details of proofs are shown in Proof of Lemma and Theorems.

(C.1) The joint density of \( (X_{i1}, X_{i2}, ..., X_{ip_1}) \) is assumed to be strictly positive, bounded and continuous in a neighborhood \( V_0 = \{x : |\eta_0^T x| < \epsilon\} \). In addition, the joint density of \( (Z_{i1}(t), ..., Z_{ip_2}(t)) \) is assumed to be strictly positive and bounded.

(C.2) For any \( V_\delta(\eta_0) = \{\eta : \|\eta - \eta_0\| < \delta\} \), the covariance matrix

\[ I(\eta, \beta) = \int_0^\tau v(t; \eta, \beta) s^{(0)}(t; \eta, \beta) \lambda_0(t) dt \]

is positive definite, where \( \eta_0 \) is the true value of \( \eta \), \( v(t; \eta, \beta) = s^{(2)}(t; \eta, \beta)/s^{(0)}(t; \eta, \beta) - [s^{(1)}(t; \eta, \beta)/s^{(0)}(t; \eta, \beta)]^{\otimes 2}, \]

\[ s^{(r)}(t; \eta, \beta) = \mathbb{E} \left[ Y_i(t) \tilde{Z}_r^{\otimes r}(t; \eta) \exp \left[ r_{\eta, \beta} \{W_i(t)\} \right] \right], \]

\[ \tilde{Z}_r(t; \eta) = \]
$$(Z_i^T(t), I(\eta^T X_i > 0), Z_i^T(t) I(\eta^T X_i > 0))^T,$$ and $$r = 0, 1, 2.$$ In addition,

$$\lambda_{\min}(\int_0^T E\{Y_i(t) \{1, Z_i(t)\}^\otimes 2|\eta_0^T X_i = 0\} d\Lambda_0(t)) > 0,$$

where $$\lambda_{\min}(A)$$ is the smallest eigenvalue of any square matrix $$A.$$

(C.3) The random process $$\sup_{t \in [0, \tau]} \sup_{|\eta - \eta_0| < \delta} \|S_n^{(r)}(t; \eta, \beta) - s^{(r)}(t; \eta, \beta)\|$$ converges almost surely to zero, where $$s^{(r)}(t; \eta, \beta) < \infty,$$ and $$r = 0, 1, 2.$$ When $$r = 0,$$ $$s^{(0)}(t; \eta, \beta)$$ is bounded away from zero.

(C.4) $$\sup_{t \in [0, \tau]} \lambda_0(t) < \infty,$$ and $$P(Y_i(t) = 1) > 0$$ for all $$t \in [0, \tau].$$

(C.1) and (C.2) are needed for the identifiability of the change hyperplane and regression coefficients. (C.2) holds if $$Z = (Z_1, Z_2, ..., Z_n)$$ has a full rank given $$X = (X_1, X_2, ..., X_n)^T.$$ (C.3) guarantees that $$S_n^{(r)}(t; \eta, \beta)$$ converges almost surely to $$s^{(r)}(t; \eta, \beta).$$ (C.4) requires that $$\lambda_0(t)$$ is bounded and the at risk probability is non-zero for $$t \in [0, \tau].$$

Our first theorem establishes the identifiability of the change hyperplane parameters and regression coefficient parameters.

**Theorem 4.3.1.** Under the condition that $$\|\eta\| = 1$$ with the first continuous covariate $$\eta_1 > 0$$ and at least one of the elements in $$\beta_2$$ or $$\beta_3$$ is nonzero, the change hyperplane parameters $$\eta$$ and regression parameters $$\beta$$ are identifiable.

Theorem 4.3.2 and Theorem 4.3.3 show the consistency and convergence rates of the change hyperplane estimators and regression coefficients estimators. Theorem 4.3.3 implies that the convergence rates for $$\hat{\eta}$$ and $$\hat{\beta}$$ are $$1/n$$ and $$1/\sqrt{n},$$ respectively. These rates will be applied to establish the asymptotic distributions of the estimators in Theorem 4.3.4.

**Theorem 4.3.2.** Under conditions (C.1)-(C.4), there exists a neighborhood of $$\eta_0$$ and $$\beta_0,$$ where $$\hat{\eta}$$ and $$\hat{\beta}$$ converge in probability to $$\eta_0$$ and $$\beta_0$$ as $$n \to \infty,$$ respectively.
Theorem 4.3.3. Under conditions (C.1)-(C.4),

$$
\lim_{A \to \infty} \lim_{n \to \infty} P_0 \left( n \left\| \hat{\eta} - \eta_0 \right\| > A \right) = 0,
$$

$$
\lim_{A \to \infty} \lim_{n \to \infty} P_0 \left( n^{1/2} \left\| \hat{\beta} - \beta_0 \right\| > A \right) = 0.
$$

Thus, $$\left\| \hat{\eta} - \eta_0 \right\| = o_p(1/n)$$ and $$\left\| \hat{\beta} - \beta_0 \right\| = o_p(1/\sqrt{n})$$.

Let $$\eta_{n,u_1} = \eta_0 + n^{-1}u_1$$, $$\beta_{n,u_2} = \beta_0 + n^{-1/2}u_2$$, and $$W_{i0} = \eta_0^T X_i$$, where $$u_1 = (a_1, a_2, ..., a_{p_1})^T$$ and $$u_2 = (b_1, b_2, ..., b_{2p_2+1})^T$$. To derive the asymptotic distributions of the change hyperplane estimations, we first partition the $$l_n(\eta_{n,u_1}, \beta_{n,u_2}) - l_n(\eta_0, \beta_0)$$ into three terms and obtain their asymptotic expansions. In Theorem 4.3.4, we show that

$$
l_n(\eta_{n,u_1}, \beta_{n,u_2}) - l_n(\eta_0, \beta_0) = Q_n(u_1) + u_2^T \tilde{I}_n - \frac{1}{2} u_2^T I(\eta_0, \beta_0) u_2 + o_p(1),
$$

where

$$
Q_n(u_1) = \sum_{i=1}^n \Delta_i \left[ \left\{ \beta_{20} + \beta_{30}^T Z_i(T_i) \right\} \left( \left\{ 1 \{ 0 \geq W_{i0} > n^{-1} X_i^T u_1, X_i^T u_1 < 0 \} - I \{ 0 < W_{i0} \leq n^{-1} X_i^T u_1, X_i^T u_1 \geq 0 \} \right\} - \frac{S_n^{(0)}(T_i; \eta_{n,u_1}, \beta_0) - S_n^{(0)}(T_i; \eta_0, \beta_0)}{S_n^{(0)}(T_i; \eta_0, \beta_0)} \right] \right],
$$

$$
\tilde{I}_n = n^{-1/2} \sum_{i=1}^n \int_0^T \left\{ \tilde{Z}_i(t; \eta_0) - \frac{S_n^{(1)}(t; \eta_0, \beta_0)}{S_n^{(0)}(t; \eta_0, \beta_0)} \right\} dM_i(t),
$$

where $$M_i(t) = N_i(t) - \int_0^T Y_i(s) \exp\{r_{n_0, \beta_0}(W_i(s))d\Lambda_0(s)\}$$. The asymptotic distributions are based on the first two terms in the partition. Then, we obtain Theorem 4.3.4 using the argmax continuous mapping theorem.

We define that $$V_i^+(x)$$ and $$V_i^-(x)$$ are random variables with the conditional distributions
of $\eta^+$ and $\eta^-$ given $W = 0$ and $X = x$, respectively, where

$$
\eta^- = -\Delta \left( \{\beta_{20} + \beta_{30}^T Z(T)\} - \int_0^t \phi(t)d\Lambda_0(t) \right),
$$

$$
\eta^+ = -\Delta \left( \{\beta_{20} + \beta_{30}^T Z(T)\} + \int_0^t \phi(t)d\Lambda_0(t) \right),
$$

$$
\phi(t) = Y(t) \exp \{\beta_{10}^T Z(t)\} \left[1 - \exp \{\beta_{20} + \beta_{30}^T Z(t)\}\right].
$$

In addition, $V_i^+(x)$ and $V_i^-(x)$ are assumed to be independent for any $x$. We further define that $v^+(x,t)$ and $v^-(x,t)$ are multivariate Poisson processes with Poisson intensity $E[v^+(dx, dt)] = f_x(x) f_W(0+) dx dt$ for $t > 0$ and $E[v^-(dx, dt)] = f_x(x) f_W(0-) dx dt$ for $t < 0$, respectively, where $f_x(x)$ is the joint density of $X$, $f_W(0+)$ is the density function of $\eta_0^T X$ at zero given $\eta_0^T X \leq 0$, and $f_W(0-)$ is the density function of $\eta_0^T X$ at zero given $\eta_0^T X > 0$. Thus, the asymptotic distribution is defined as $Q(u_1) \equiv Q^+(u_1) - Q^-(u_1)$, where

$$
Q^+(u_1) \equiv \sum_x \sum_{0 \leq l \leq v^+(dx, x^Tu_1)} V_i^+(x),
$$

$$
Q^-(u_1) \equiv \sum_x \sum_{0 \leq l \leq v^-(dx, x^Tu_1)} V_i^-(x).
$$

**Theorem 4.3.4.** Under conditions (C.1)-(C.4), $n(\tilde{\eta} - \eta_0)$ and $n^{1/2}(\tilde{\beta} - \beta_0)$ are asymptotically independent. Furthermore, $n(\tilde{\eta} - \eta_0)$ converges weakly to $\inf \{u_1 : \arg \max Q(u_1)\}$, and $n^{1/2}(\tilde{\beta} - \beta_0)$ converges weakly to $N(0, I(\eta_0, \beta_0)^{-1})$.

### 4.4 Simulation Studies

We conducted simulation studies to evaluate the performance of our proposed method. Our first set of studies was designed to assess the performance of the estimators and the coverage rate of the confidence interval. We considered one covariate $Z \sim \text{Uniform}(-1,1)$ and the change hyperplane with two covariates $X_1 \sim N(2,1.5^2)$ and $X_2 \sim N(0,1)$. We generated the survival times $T_i$ under the proportional hazards model $\Lambda(t|X_1, X_2, Z) = t \exp(\beta_1 Z +$
\beta_2I(\eta_1X_1 + \eta_2X_2 - \eta_0 > 0) + \beta_3ZI(\eta_1X_1 + \eta_2X_2 - \eta_0 > 0)}, \text{ where } (\beta_1, \beta_2, \beta_3) = (-1, 1.8, 0.5), 
(\eta_1, \eta_2, \eta_0) = (0.8,-0.6,1.7), \text{ and } \eta_1^2 + \eta_2^2 = 1. \text{ In order to obtain the censoring rates of 10\%, } 
30\%, \text{ and 50\%, we generated the censoring time from Uniform (0,680), Uniform(0,220), and} 
\text{Uniform}(0,118), \text{ respectively. The number of subjects is 200 or 300. To select m for each} 
simulation, we considered q to be 10. \text{ All results are based on 500 replications and each m} 
out of n bootstrap consists of 100 replicates.

In Table 4.4, the proposed method provides approximately unbiased estimates for the 
change hyperplane parameters \eta_2 \text{ and } \eta_0. \text{ Here, we only presented the results for } \eta_2 \text{ and } \eta_0 \text{ because that } \eta_1 \text{ and } \eta_2 \text{ satisfy } \eta_1^2 + \eta_2^2 = 1. \text{ In addition, the m out of n bootstrap generates} 
proper coverage rates. \text{ When the number of subjects increases or the censoring rate decreases,} 
the bias of the change point estimate and the variance estimates decrease. \text{ In Table 4.5,} 
the results show that the estimates for the regression coefficients \beta \text{ are also approximately} 
unbiased and the confidence intervals using normal approximation have proper coverage 
rates.

Table 4.4: Simulation Results for the Change Hyperplane Parameters.

<table>
<thead>
<tr>
<th>Censoring Rate</th>
<th>Sample Size</th>
<th>Parameters</th>
<th>Bias</th>
<th>SSD</th>
<th>95% CI</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>200</td>
<td>\hat{\eta}_2</td>
<td>0.0017</td>
<td>0.083</td>
<td>0.960</td>
<td>0.427</td>
</tr>
<tr>
<td></td>
<td></td>
<td>\hat{\eta}_0</td>
<td>0.0111</td>
<td>0.157</td>
<td>0.952</td>
<td>0.739</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>\hat{\eta}_2</td>
<td>0.0006</td>
<td>0.052</td>
<td>0.956</td>
<td>0.283</td>
</tr>
<tr>
<td></td>
<td></td>
<td>\hat{\eta}_0</td>
<td>0.0083</td>
<td>0.095</td>
<td>0.946</td>
<td>0.506</td>
</tr>
<tr>
<td>30%</td>
<td>200</td>
<td>\hat{\eta}_2</td>
<td>0.0040</td>
<td>0.064</td>
<td>0.964</td>
<td>0.325</td>
</tr>
<tr>
<td></td>
<td></td>
<td>\hat{\eta}_0</td>
<td>0.0076</td>
<td>0.117</td>
<td>0.966</td>
<td>0.569</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>\hat{\eta}_2</td>
<td>-0.0013</td>
<td>0.040</td>
<td>0.962</td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td></td>
<td>\hat{\eta}_0</td>
<td>0.0123</td>
<td>0.077</td>
<td>0.950</td>
<td>0.373</td>
</tr>
<tr>
<td>10%</td>
<td>200</td>
<td>\hat{\eta}_2</td>
<td>-0.0023</td>
<td>0.050</td>
<td>0.972</td>
<td>0.269</td>
</tr>
<tr>
<td></td>
<td></td>
<td>\hat{\eta}_0</td>
<td>0.0181</td>
<td>0.098</td>
<td>0.958</td>
<td>0.468</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>\hat{\eta}_2</td>
<td>0.0020</td>
<td>0.040</td>
<td>0.954</td>
<td>0.179</td>
</tr>
<tr>
<td></td>
<td></td>
<td>\hat{\eta}_0</td>
<td>0.0086</td>
<td>0.071</td>
<td>0.956</td>
<td>0.317</td>
</tr>
</tbody>
</table>

NOTE: SSD stands for sample standard deviation. Length is the length of the 95\% CI.

Our second set of simulation studies were aimed at comparing type I error and power 
of the SUP\textsubscript{5\alpha}, SUP\textsubscript{10\alpha}, and SUP\textsubscript{20\alpha} tests under various scenarios. \text{ Since our test is based }
Table 4.5: Simulation Results for the Regression Parameters.

<table>
<thead>
<tr>
<th>Censoring Rate</th>
<th>Sample Size</th>
<th>Parameters</th>
<th>Bias</th>
<th>SSD</th>
<th>SSE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>200</td>
<td>$\hat{\beta}_1$</td>
<td>-0.0469</td>
<td>0.332</td>
<td>0.344</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>0.1163</td>
<td>0.255</td>
<td>0.244</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.0392</td>
<td>0.399</td>
<td>0.407</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>$\hat{\beta}_1$</td>
<td>-0.0254</td>
<td>0.267</td>
<td>0.270</td>
<td>0.954</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>0.0657</td>
<td>0.204</td>
<td>0.205</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.0051</td>
<td>0.321</td>
<td>0.324</td>
<td>0.952</td>
</tr>
<tr>
<td>30%</td>
<td>200</td>
<td>$\hat{\beta}_1$</td>
<td>-0.0346</td>
<td>0.250</td>
<td>0.245</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>0.0854</td>
<td>0.218</td>
<td>0.209</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.0189</td>
<td>0.320</td>
<td>0.314</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>$\hat{\beta}_1$</td>
<td>-0.0240</td>
<td>0.202</td>
<td>0.206</td>
<td>0.948</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>0.0576</td>
<td>0.175</td>
<td>0.171</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.0035</td>
<td>0.259</td>
<td>0.264</td>
<td>0.956</td>
</tr>
<tr>
<td>10%</td>
<td>200</td>
<td>$\hat{\beta}_1$</td>
<td>-0.0228</td>
<td>0.210</td>
<td>0.207</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>0.0692</td>
<td>0.197</td>
<td>0.191</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.0112</td>
<td>0.281</td>
<td>0.273</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>$\hat{\beta}_1$</td>
<td>-0.0153</td>
<td>0.170</td>
<td>0.181</td>
<td>0.942</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>0.0457</td>
<td>0.160</td>
<td>0.169</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.0031</td>
<td>0.228</td>
<td>0.229</td>
<td>0.952</td>
</tr>
</tbody>
</table>

NOTE: SSD and SEE stand for sample standard deviation and average standard error estimate, respectively.

on two change hyperplane parameters, the SUP test will be evaluated on the set with $k^2$ points, where $k$ is the number of grids in the pre-specified range $[-1, 1]$ for $\eta_2$ and $[-10, 10]$ for $\eta_0$. The range for $\eta_2$ is determined by the conditions in Theorem 4.3.1. The range of $\eta_0$ is determined by the range of each covariate as well as the value of $\eta_2$. For example, the test SUP$_{5^2}$ stands for the test which is evaluated on the grids $[-1, -0.5, 0, 0.5, 1] \times [-10, -5, 0, 5, 10]$. We examine the performance of these tests with the sample sizes 200, 300, and 400. The results for type I error and power are based on 10000 and 1000 replicates, respectively. All the other specifications are the same as the first set of simulations.

Table 4.6 shows that type I errors of all three tests are generally closer to 0.05. As the sample sizes increase and the censoring rates decrease, the type I errors get close to 0.05. For the power, the performance of the supremum tests is determined by the numbers of grids,
sample sizes, and censoring rates. Given the same sample size and censoring rate, the power gets stabilized after the number of grids reaches 10 for each parameter. Given the tests with the same number of grids, the power increases as the sample size increases and the censoring rate decreases.

Table 4.6: Type I Error and Power for SUP Tests for the Existence of the Change Hyperplane

<table>
<thead>
<tr>
<th>$(β_{20}, β_{30})$</th>
<th>Censoring Rate</th>
<th>Test</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$β_{20} = β_{30} = 0$</td>
<td>10%</td>
<td>SUP5</td>
<td>0.056 0.050 0.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP10</td>
<td>0.051 0.053 0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP20</td>
<td>0.049 0.053 0.051</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>SUP5</td>
<td>0.054 0.048 0.053</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP10</td>
<td>0.052 0.051 0.054</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP20</td>
<td>0.049 0.058 0.054</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>SUP5</td>
<td>0.054 0.049 0.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP10</td>
<td>0.055 0.050 0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP20</td>
<td>0.051 0.055 0.052</td>
</tr>
<tr>
<td>$β_{20} = 0.8, β_{30} = -0.4$</td>
<td>10%</td>
<td>SUP5</td>
<td>0.144 0.260 0.294</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP10</td>
<td>0.718 0.846 0.972</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP20</td>
<td>0.748 0.940 0.996</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>SUP5</td>
<td>0.110 0.280 0.294</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP10</td>
<td>0.700 0.852 0.958</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP20</td>
<td>0.744 0.948 0.988</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>SUP5</td>
<td>0.094 0.196 0.232</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP10</td>
<td>0.600 0.772 0.904</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SUP20</td>
<td>0.602 0.876 0.960</td>
</tr>
</tbody>
</table>

4.5 Application to the Cardiovascular Health Study

We applied the proposed method to the Cardiovascular Health Study (CHS). The CHS recruited 5888 participants aged 65 years and older from four U.S. communities to study the development and progression of CHD and stroke. We applied our approach to the cohort of male participants, who were free of CHD at baseline. It resulted in 995 subjects after excluding the ones with missing responses and covariates. Among them, there are 851 subjects developed CHD before the end of the study. We included the linear combination of HDL, systolic blood pressure, and cholesterol level to form the risk categories (high vs.
We investigated the association between these risk categories and the risk of CHD in a Cox proportional hazards model, which is adjusted by the confounding covariates age, hypertension, diabetes, and smoking status.

The analysis was conducted in the following two steps. First, we applied the \( \text{SUP}_{103} \) test to verify the existence of these risk categories. The test is significant with \( p \)-value less than 0.01. Second, we obtained the parameter estimates to form the risk categories by applying the two-step estimating procedures. The corresponding 95\% confidence intervals was generated by the \( m \) out of \( n \) bootstrap. The results were summarized in Table 4.7. All the estimates are significant and included in the final model. Based on these risk categories, the regression coefficient estimates were summarized in Table 4.8. Except for hypertension, all the other covariates have significant effects. The hazard ratio of CHD for the low risk group \( I(\eta^T X > 0) \) vs. the high risk group \( I(\eta^T X < 0) \) is 0.652. To show the survival functions of these two risk groups, we generated the Kaplan Meier curves in Figure 4.2.

Table 4.7: Change Hyperplane Estimates Based on the CHS

<table>
<thead>
<tr>
<th>Change Hyperplane Covariate</th>
<th>Estimate</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDL</td>
<td>0.671</td>
<td>[0.338, 1.003]</td>
</tr>
<tr>
<td>SBP</td>
<td>-0.604</td>
<td>[-0.796, -0.412]</td>
</tr>
<tr>
<td>CHOL</td>
<td>-0.431</td>
<td>[-0.811, -0.051]</td>
</tr>
<tr>
<td>Change Point</td>
<td>-0.209</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: Regression Coefficients Estimates Based on the CHS

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>exp(Est)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.071</td>
<td>1.073</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Change Hyperplane</td>
<td>-0.428</td>
<td>0.652</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.385</td>
<td>1.469</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Smoke</td>
<td>0.315</td>
<td>1.370</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.027</td>
<td>1.028</td>
<td>0.707</td>
</tr>
</tbody>
</table>
Figure 4.2: The Kaplan-Meier Plot of the Change Hyperplane (the logrank test with p-value < 0.001).

4.6 Conclusion

Change point effects are commonly observed in regression problems. Although a number of approaches have been developed to estimate the change point that is based on a single covariate, no research has been done for the change hyperplane that is based on multiple covariates. In this paper, we developed for the first time a two-step approach to estimate the change hyperplane parameters and a testing procedure to verify the existence of a change hyperplane for univariate survival data. We developed an adaptive $m$ out of $n$ bootstrap to construct the confidence interval and provided an easy way to determine the appropriate $m$. We proved the asymptotic properties of the proposed change hyperplane estimators. As shown in our simulation studies, the estimator is approximately unbiased and its confidence interval has a good coverage rate.

We applied our methods to estimate the change hyperplane parameters based on LTL and the lipid profiles for diabetes incidence in the SHFS. In the final model, the change hyperplane consists of LTL and total triglycerides. This finding is consistent with the conclusion in Chapter 3 and improved the understanding of the relationship between LTL and
total triglycerides.

In this paper, we consider the situation that the linear combination of the multiple risk factors has only one change point. In reality, the change hyperplane may have multiple change points. Instead of categorizing the participants into low and high risk groups, we may further define a moderate risk group. In this situation, the inference procedures and the asymptotic properties cannot be directly extended to the change hyperplane with multiple thresholds. Thus, it is essential to devise valid and efficient inference procedures for general change hyperplane models in the future. Moreover, when the proportional hazards assumption is violated, we could extend the change hyperplane model to other survival models, e.g. additive hazard models and accelerated failure time model. Such extension will have a wide application in the univariate and clustered survival data.

4.7 Proof of Lemma and Theorems

To simplify the proofs, we write the proposed change hyperplane $I(\eta_1^* X_{i1} + \eta_2^* X_{i2} + \ldots + \eta_{p_1}^* X_{ip_1} - \eta_0^* > 0)$ in an equivalent form $I(X_{i1} + \eta_2 X_{i2} + \ldots + \eta_{p_1} X_{ip_1} - \eta_0 > 0)$, where $\eta_1^*$ is the first positive nonzero component of $\eta^*$, $\eta_{1j}^* = \frac{1}{\sqrt{1+\eta_2^*+\ldots+\eta_{p_1}^*}}$, $\eta_{jj}^* = \frac{\eta_j}{\sqrt{1+\eta_2^*+\ldots+\eta_{p_1}^*}}$ for $j = 2, \ldots, p_1$, and $\eta_0^* = \frac{\eta_0}{\sqrt{1+\eta_2^*+\ldots+\eta_{p_1}^*}}$. Thus, we define $\eta = (1, \eta_2, \ldots, \eta_{p_1}, \eta_0)^T$ to be a vector of $p_1 + 1$ elements and $\eta^T X_i = X_{i1} + \eta_2 X_{i2} + \ldots + \eta_{p_1} X_{ip_1} - \eta_0$. The following proofs are carried out based on this equivalent form.

For convenience, we define $V_\delta(\eta_0) = \{\eta : \|\eta - \eta_0\| < \delta\}$, $V_\epsilon(\beta_0) = \{\beta : \|\beta - \beta_0\| < \epsilon\}$,

$s^{(+)}(t; \eta, \beta) = E \left[Y_i(t) I(\eta^T X_i > 0) Z_i^{\otimes r}(t) \exp \left\{ \beta_1^T Z_i(t) + \beta_2 + \beta_3^T Z_i(t) \right\} \right] | X_i$,

$s^{(-)}(t; \eta, \beta) = E \left[Y_i(t) I(\eta^T X_i \leq 0) Z_i^{\otimes r}(t) \exp \left\{ \beta_1^T Z_i(t) \right\} \right] | X_i$,

where $r = 0, 1$. 

64
Proof of Theorem 4.3.1

The proof of the identifiability of $\eta^*$ is equivalent to the proof of the identifiability of $\eta$. To prove the parameters are identifiable, we need to show that $\eta$ can be uniquely determined from the distribution function. In the Cox model, we assume that the failure times and censoring times are independent. Thus, the full likelihood function for subject $i$ is written as

$$P(\eta, \beta) = \{f(T_i)S_c(T_i)\}^{\Delta_i} \{S(T_i)f_c(T_i)\}^{1-\Delta_i} \propto S(T_i)\lambda(T_i)^{\Delta_i},$$

where $f(T_i)$ and $S(T_i)$ are the density function and survival function of the failure time, respectively. Similarly, $f_c(T_i)$ and $S_c(T_i)$ are the density function and survival function of the censoring time, respectively. Based on this full likelihood function, we apply the mathematical induction to prove the identifiability.

First, we prove the identifiability for the case with only one factor in the change hyper-plane, i.e., $I(X_i > \eta_0)$, where $X_i$ is continuous and $\eta_0$ is in the support of $X_i$. Assume that $(\eta_0, \beta)$ and $(\bar{\eta}_0, \bar{\beta})$ are two sets of parametrization for the model and satisfy the conditions specified in the theorem. Let

$$m(\eta_0, \beta|t) = \left[ \lambda_0(t) \exp \left\{ \beta_1^T Z_i(t) + \beta_2 I(X_i > \eta_0) + \beta_3^T Z_i(t)I(X_i > \eta_0) \right\} \right]^{\Delta_i}$$

$$\times \exp \left[ - \int_0^t \lambda_0(s) \exp \left\{ \beta_1^T Z_i(s) + \beta_2 I(X_i > \eta_0) + \beta_3^T Z_i(s)I(X_i > \eta_0) \right\} ds \right],$$

$$h(\bar{\eta}_0, \bar{\beta}|t) = \left[ \bar{\lambda}_0(t) \exp \left\{ \bar{\beta}_1^T Z_i(t) + \bar{\beta}_2 I(X_i > \bar{\eta}_0) + \bar{\beta}_3^T Z_i(t)I(X_i > \bar{\eta}_0) \right\} \right]^{\Delta_i}$$

$$\times \exp \left[ - \int_0^t \bar{\lambda}_0(s) \exp \left\{ \bar{\beta}_1^T Z_i(s) + \bar{\beta}_2 I(X_i > \bar{\eta}_0) + \bar{\beta}_3^T Z_i(s)I(X_i > \bar{\eta}_0) \right\} ds \right].$$
If we take log on both sides of \( m(\eta_0, \beta | t) = h(\tilde{\eta}_0, \tilde{\beta} | t) \), then we obtain

\[
\Delta_i \left[ \log \{ \lambda_0(t) \} + \beta_i^T Z_i(t) + \beta_2 I(X_i > \eta_0) + \beta_3^T Z_i(t) I(X_i > \eta_0) \right] - \int_0^t \lambda_0(s) \exp \left\{ \beta_i^T Z_i(s) + \beta_2 I(X_i > \eta_0) + \beta_3^T Z_i(s) I(X_i > \eta_0) \right\} ds
\]

\[
= \Delta_i \left[ \log \{ \tilde{\lambda}_0(t) \} + \tilde{\beta}_i^T Z_i(t) + \tilde{\beta}_2 I(X_i > \tilde{\eta}_0) + \tilde{\beta}_3^T Z_i(t) I(X_i > \tilde{\eta}_0) \right] - \int_0^t \tilde{\lambda}_0(s) \exp \left\{ \tilde{\beta}_i^T Z_i(s) + \tilde{\beta}_2 I(X_i > \tilde{\eta}_0) + \tilde{\beta}_3^T Z_i(s) I(X_i > \tilde{\eta}_0) \right\} ds
\]

We will prove that \( \eta_0 = \tilde{\eta}_0 \) and \( \beta = \tilde{\beta} \) by contradiction. Assume that \( \eta_0 \neq \tilde{\eta}_0 \). Without loss of generality, we assume that \( \eta_0 > \tilde{\eta}_0 \). Then, if \( X_i < \tilde{\eta}_0 \) and \( Z_i(t) = 0 \), then we have

\[
\Delta_i \log \{ \lambda_0(t) \} - \int_0^t \lambda_0(s) ds = \Delta_i \log \{ \tilde{\lambda}_0(t) \} - \int_0^t \tilde{\lambda}_0(s) ds
\]

\[
= \Delta_i \log \{ \frac{\lambda_0(t)}{\tilde{\lambda}_0(t)} \} = \int_0^t \{ \lambda_0(s) - \tilde{\lambda}_0(s) \} ds.
\]

Since it should hold for any \( t \), we have \( \lambda_0(t) = \tilde{\lambda}_0(t) \). In addition, if \( \eta_0 > X_i > \tilde{\eta}_0 \) and \( Z_i(t) = 0 \), then we have

\[
- \int_0^t \lambda_0(s) ds = \Delta_i \tilde{\beta}_2 - \int_0^t \lambda_0(s) \exp \left( \tilde{\beta}_2 \right) ds.
\]

Since it holds for any \( t \), \( \tilde{\beta}_2 \) has to be zero if \( t \to 0 \). In addition, if \( \eta_0 > X_i > \tilde{\eta}_0 \) and \( Z_i(t) \neq 0 \), then we have

\[
\Delta_i \left[ \beta_i^T Z_i(t) \right] - \int_0^t \lambda_0(s) \exp \left\{ \beta_i^T Z_i(s) \right\} ds
\]

\[
= \Delta_i \left[ \tilde{\beta}_i^T Z_i(t) + \tilde{\beta}_3^T Z_i(t) \right] - \int_0^t \lambda_0(s) \exp \left\{ \tilde{\beta}_i^T Z_i(s) + \tilde{\beta}_3^T Z_i(s) \right\} ds
\]

The equation holds if \( \beta_1 = \tilde{\beta}_1 + \tilde{\beta}_3 \). If \( \tilde{\eta}_0 > X_i \) and \( Z_i(t) \neq 0 \), then we can simply derive that \( \beta_1 = \tilde{\beta}_1 \). Thus, \( \tilde{\beta}_3 = 0 \). Therefore, \( \tilde{\beta}_2 \) and \( \tilde{\beta}_3 \) equal zeros at the same time. This is conflicted
with the assumption that at least one of $\tilde{\beta}_2$ and $\tilde{\beta}_3$ is nonzero. Thus, $\eta_0 = \tilde{\eta}_0$. Given that, it is straightforward to prove that $(\beta_1^T, \beta_2, \beta_3^T)^T = (\tilde{\beta}_1^T, \tilde{\beta}_2, \tilde{\beta}_3^T)^T$. Hence, the identifiability of $\eta_0$ and $\beta$ is proved for the one factor case.

Second, we extend the proof to the case with two factors $I(X_{i1} + \eta_2X_{i2} - \eta_0 > 0)$, where $\eta_2 \neq 0$ and the conditional distribution of $X_{i1}$ given $X_{i2}$ is continuous. The indicator function can be written as $I(X_{i1} > \eta_0 - \eta_2X_{i2})$. It is easy to verify the identifiability of $\eta_0 - \eta_2X_{i2}$ based on the similar arguments in the first step. Additionally, $\eta_0$ is identifiable given $X_{i2} = 0$. Since $\eta_0$ is identifiable, $\eta_2$ is also identifiable. Consequently, we have established the identifiability of $\eta_0$ and $\eta_2$.

In order to apply the mathematical induction, we assume that $(\eta_2, ..., \eta_k, \eta_0)$ are identifiable in $I(X_{i1} + \eta_2X_{i2} + ... + \eta_kX_{ik} > \eta_0)$, where $k > 2$. The conditional distribution of $X_{i1}$ given all other covariates $(X_{i2}, ..., X_{ik})$ is continuous. Based on that, we further prove the identifiability for the case $I(X_{i1} + \eta_2X_{i2} + ... + \eta_kX_{ik} + \eta_{k+1}X_{ik+1} > \eta_0)$, where $\eta_{k+1} \neq 0$. Assuming that $X_{i2} = ... = X_{ik} = 0$, it is reduced to $I(X_{i1} + \eta_{k+1}X_{ik+1} > \eta_0)$. Similar to the proof in the second step, $\eta_{k+1}$ is also identifiable. Thus, we can obtain the identifiability of $(\eta_2, ..., \eta_{k+1}, \eta_0)$.

From the mathematical induction, we conclude that the identifiability of the parameters in the single index are verified given the proposed conditions. Thus, Theorem 4.3.1 is proved.
Proof of Theorem 4.3.2

We first show that $G_n(\eta, \beta) = n^{-1}\{l_n(\eta, \beta) - l_n(\eta_0, \beta_0)\}$, which is expressed as

$$G_n(\eta, \beta) = n^{-1}\sum_{i=1}^{n} \Delta_i \left[ r_{\eta, \beta} \{W_i(T_i)\} - r_{\eta_0, \beta_0} \{W_i(T_i)\} - \log \frac{S_n^{(0)}(T_i; \eta, \beta)}{S_n^{(0)}(T_i; \eta_0, \beta_0)} \right]$$

$$= (\beta - \beta_0)^T \left[ M_n^{(1)}(\tau) + \int_0^{\tau} S_n^{(1)}(t; \eta_0, \beta_0) d\Lambda_0(t) \right] - n^{-1} \int_0^{\tau} \log \frac{S_n^{(0)}(t; \eta, \beta)}{S_n^{(0)}(t; \eta_0, \beta_0)} d\tilde{N}_n(t)$$

$$+ n^{-1} \sum_{i=1}^{n} \Delta_i \{ \beta_2 + \beta_3^T Z_i(T_i) \} \left\{ I\left(Y_{i1} > 0, \eta_0^T X_i \leq 0\right) - I\left(\eta_0^T X_i > 0\right) \right\},$$

where $M_n^{(1)}(\tau) = n^{-1}\left\{ \sum_{i=1}^{n} \int_0^{\tau} \bar{Z}_i(t; \eta_0) dN_i(t) \right\} - \int_0^{\tau} S_n^{(1)}(t; \eta_0, \beta_0) d\Lambda_0(t)$, and $\tilde{N}_n(t) = \sum_{i=1}^{n} N_i(t)$. Let $Y_{i1} = \eta_0^T X_i$, $Y_{i2} = X_{i2}, ..., Y_{i p_1} = X_{i p_1}$, and $\bar{Y}_{i1} = \eta_0^T X_i$. Then,

$$G_n(\eta, \beta)$$

$$= (\beta - \beta_0)^T \left[ M_n^{(1)}(\tau) + \int_0^{\tau} S_n^{(1)}(t; \bar{Y}_{i1}, \beta_0) d\Lambda_0(t) \right] - n^{-1} \int_0^{\tau} \log \frac{S_n^{(0)}(t; Y_{i1}, \beta)}{S_n^{(0)}(t; \bar{Y}_{i1}, \beta_0)} d\tilde{N}_n(t)$$

$$+ n^{-1} \sum_{i=1}^{n} \Delta_i \{ \beta_2 + \beta_3^T Z_i(T_i) \} \left\{ I\left(Y_{i1} > 0 \geq \bar{Y}_{i1}\right) - I\left(\bar{Y}_{i1} > 0 \geq Y_{i1}\right) \right\}.$$
Given \( \beta = \beta_0 \), we define that \( f(\epsilon) \equiv G \{ \epsilon \eta + (1 - \epsilon) \eta_0, \beta_0 \} \), where \( \epsilon \in [0, 1] \). Then, \( G(\eta_0, \beta_0) - G(\eta, \beta_0) \equiv f(0) - f(1) \). If \( \eta \) is close to \( \eta_0 \), then we obtain

\[
\dot{f}(\epsilon) = \lim_{\epsilon' \to \epsilon, \epsilon' > \epsilon} \frac{1}{\epsilon - \epsilon'} \left( G \{ \epsilon \eta + (1 - \epsilon) \eta_0, \beta_0 \} - G \{ \epsilon' \eta + (1 - \epsilon') \eta_0, \beta_0 \} \right)
\]

\[
= \lim_{\epsilon' \to \epsilon, \epsilon' > \epsilon} \frac{1}{\epsilon - \epsilon'} \int_{y_{i1} < 0} \int_{y_{i2} > 0} \ldots \int_{y_{ip_1} = 0} \int_0^\tau \frac{s^{(0)}(t; \eta_0, \beta_0)}{s^{(0)}(t; \epsilon \eta + (1 - \epsilon) \eta_0, \beta_0)} \{s^{(0)}(t; \epsilon \eta + (1 - \epsilon) \eta_0, \beta_0) - s^{(0)}(t; \epsilon' \eta + (1 - \epsilon') \eta_0, \beta_0)\}
\]

Thus, we obtain that

\[
\dot{f}(\epsilon) = \int_{y_{i1} < 0} \int_{y_{i2} > 0} \ldots \int_{y_{ip_1} = 0} \int_0^\tau y_{i1} \mathbb{E} \left[ \exp(y_{10}^T \mathbf{z}_i(t)) \left( \frac{\beta_{2s} + \beta_{3s}^T \mathbf{z}_i(t)}{2} \right)^2 \right] \frac{\partial f(y_{i1}, 0)}{\partial y_{i1}} \mathbb{E} \left[ \frac{\partial f(y_{i1}, 0)}{\partial y_{i1}} \right] \mathbb{E} \left[ \frac{\partial f(y_{i1}, 0)}{\partial y_{i1}} \right]
\]

\[
- \int_{y_{i1} > 0} \int_{y_{i2}} \ldots \int_{y_{ip_1} = 0} \int_0^\tau y_{i1} \mathbb{E} \left[ \exp(y_{10}^T \mathbf{z}_i(t)) \left( \frac{\beta_{2s} + \beta_{3s}^T \mathbf{z}_i(t)}{2} \right)^2 \right] \frac{\partial f(y_{i1}, 0)}{\partial y_{i1}} \mathbb{E} \left[ \frac{\partial f(y_{i1}, 0)}{\partial y_{i1}} \right] \mathbb{E} \left[ \frac{\partial f(y_{i1}, 0)}{\partial y_{i1}} \right]
\]

\[
< 0,
\]
where $\beta_{2\epsilon}$ is between 0 and $\beta_{2\epsilon}$, $\beta_{3\epsilon}$ is between 0 and $\beta_{3\epsilon}$, $f_{\tilde{v}_{11}}(0)$ is the density function of $\tilde{y}_{11}$ at 0, and $f(Y_{i1}, Y_{i2}, ..., Y_{ip})$ is the density function of $(Y_{i1}, Y_{i2}, ..., Y_{ip})$.

Consequently, if $\tilde{\eta} \in V_{\delta}(\eta_0)$ and $\tilde{\beta} \in V_{\epsilon}(\beta_0)$, from the uniform convergence of $G_n(\tilde{\eta}, \tilde{\beta})$ to $G(\tilde{\eta}, \tilde{\beta})$, then it gives $\liminf G(\tilde{\eta}, \tilde{\beta}) \geq G(\eta_0, \beta_0)$ with probability one. Since $G(\eta, \beta)$ has the unique maximum in $V_{\epsilon}(\beta_0)$ and $V_{\delta}(\eta_0)$, we conclude that $(\tilde{\eta}, \tilde{\beta})$ should converge to $(\eta_0, \beta_0)$ in probability. Thus, Theorem 4.3.2 holds.

**Proof of Theorem 4.3.3**

First, we define $U_{\epsilon}(\eta_0, \beta_0) = \{(\eta, \beta): A < n^{1/2} (\|\eta - \eta_0\| + \|\beta - \beta_0\|)^{1/2} \leq n^{1/2} \epsilon\}$ and $V_{\epsilon}(\eta_0, \beta_0) = \{(\eta, \beta): (\|\eta - \eta_0\| + \|\beta - \beta_0\|)^{1/2} < \epsilon\}$, for a given $\epsilon$. From Theorem 4.3.2, $P_0 \{(\eta, \beta) \in V_{\epsilon}(\eta_0, \beta_0)\} > 1 - \zeta$ for any $\zeta > 0$, when $n$ is large enough. Hence,

$$P_0 \left\{ n^{1/2} \left( \|\tilde{\eta} - \eta_0\| + \|\tilde{\beta} - \beta_0\|^2 \right)^{1/2} > A \right\} = P_0 \left\{ (\tilde{\eta}, \tilde{\beta}) \in U_{\epsilon}(\eta_0, \beta_0) \right\} + P_0 \left\{ (\tilde{\eta}, \tilde{\beta}) \in V_{\epsilon}^c(\eta_0, \beta_0) \right\} \leq P_0 \left\{ \sup_{\eta, \beta \in U_{\epsilon}(\eta_0, \beta_0)} L_n(\eta, \beta) \geq L_n(\eta_0, \beta_0) \right\} + \zeta = P_0 \left\{ \sup_{\eta, \beta \in U_{\epsilon}(\eta_0, \beta_0)} G_n(\eta, \beta) \geq 0 \right\} + \zeta.$$

The Taylor expression gives $G(\eta, \beta) = \hat{G}_n(\eta, \beta)(\eta - \eta_0)^T - \frac{1}{2}(\beta - \beta_0)^T I(\eta^*, \beta^*)(\beta - \beta_0) + o_p(1)$, where $\beta^*$ is between $\beta$ and $\beta_0$. In the proof of Theorem 4.3.2, $\hat{G}_n(\eta, \beta)(\eta - \eta_0)^T$ is negative. In addition, the matrix $I(\eta^*, \beta^*)$ is positive definite by C.2. Therefore, there exists a positive constant $k_0$ which ensures $G(\eta, \beta) \leq -k_0(\|\eta - \eta_0\| + \|\beta - \beta_0\|^2)$. Additionally, we split $U_{\epsilon}(\eta_0, \beta_0)$ into subsets $H_{\eta, j} = \{(\eta, \beta): g(j) < n^{1/2} (\|\eta - \eta_0\| + \|\beta - \beta_0\|^2)^{1/2} < g(j + 1)\}$, where $g(j) = 2^j$, and $j = 1, 2, ...$. Similar to Lemma A.1 in Chapter 3, there exists a constant $k > 0$ such that $E \sup_{(\eta, \beta) \in V_{\delta}(\eta_0, \beta_0)} |n^{1/2} \{G_n(\eta, \beta) - G(\eta, \beta)\}| \leq k\epsilon$ as $n \to \infty$. Thus, we obtain

$$\limsup_n \sum_{j: g(j) > A} P_0 \left[ \sup_{H_{\eta, j}} n^{1/2} \{G_n(\eta, \beta) - G(\eta, \beta)\} \geq n^{-1/2} g^2(j) k_0 \right] \leq \limsup_n \sum_{j: g(j) > A} E \left[ \sup_{H_{\eta, j}} n \{G_n(\eta, \beta) - G(\eta, \beta)\} \right]^2 \leq \sum_{j: g(j) > A} \frac{k^2 g^2(j + 1)}{k_0^2 g^4(j)} \to 0,$$
as $A$ goes to infinity. Hence, it gives $\lim_{A}\limsup_{n}P_0\left\{n^{1/2}\left(\|\widehat{\eta} - \eta_0\| + \|\widehat{\beta} - \beta_0\|^2\right)^{1/2} > A\right\} = 0$. Theorem 4.3.3 has been proved.

**Proof of Theorem 4.3.4**

We recall the definitions of $\eta_{n,u_1} = \eta_0 + n^{-1}u_1$ and $\beta_{n,u_2} = \beta_0 + n^{-1/2}u_2$, where $u_1 = (a_1, a_2, ..., a_{p_1})^T$ and $u_2 = (b_1, b_2, ..., b_{2p_2+1})^T$ in Section 4.3. The whole proof can be divided into the following steps. First, we partition and obtain the asymptotic expansions of the $l_n(\eta_{n,u_1}, \beta_{n,u_2}) - l_n(\eta_0, \beta_0)$. Second, we derive the asymptotic distributions based on the partitions. Finally, we obtain Theorem 4.3.4 using the argmax continuous mapping theorem.

In the first step, similar to the partition in Theorem 4.3.2, $l_n(\eta_{n,u_1}, \beta_{n,u_2}) - l_n(\eta_0, \beta_0)$ is partitioned as

$$l_n(\eta_{n,u_1}, \beta_{n,u_2}) - l_n(\eta_0, \beta_0)$$

$$= (\beta_{n,u_2} - \beta_0)^T \left\{ \sum_{i=1}^{n} \int_{0}^{T} \tilde{Z}_i(t; \eta_{n,u_1}) dN_i \right\} - \int_{0}^{T} \log \left\{ \frac{S_n^{(0)}(t; \eta_{n,u_1}, \beta_{n,u_2})}{S_n^{(0)}(t; \eta_0, \beta_0)} \right\} d\tilde{N}_n(t)$$

$$+ \sum_{i=1}^{n} \Delta_i \{ \beta_{20} + \beta_{20}^{T} Z_i(T_i) \}$$

$$\left[ I \left\{ 0 \geq W_{i_0} > n^{-1}X_i^T u_1 \right\} I(\eta_0 - X_i^T u_1 < 0) - I \left\{ 0 < W_{i_0} \leq n^{-1}X_i^T u_1 \right\} I(\eta_0 - X_i^T u_1 \geq 0) \right],$$

where $X_i^T u_1 = (-1, -a_1, -a_2, ..., a_{p_1})(X_{i1}, X_{i2}, ..., X_{ip_1}, 1)^T$ and $W_{i_0} = \eta_0^T X_i$. By the Taylor expansion for $\beta_{n,u_2}$ at $\beta_0$,

$$\log \left\{ \frac{S_n^{(0)}(t; \eta_{n,u_1}, \beta_{n,u_2})}{S_n^{(0)}(t; \eta_0, \beta_0)} \right\} = \frac{S_n^{(0)}(t; \eta_{n,u_1}, \beta_0) - S_n^{(0)}(t; \eta_0, \beta_0)}{S_n^{(0)}(t; \eta_0, \beta_0)} + n^{-1/2}u_2^T S_n^{(1)}(t; \eta_{n,u_1}, \beta_0) \frac{S_n^{(0)}(t; \eta, \beta_0)}{S_n^{(0)}(t; \eta_0, \beta_0)}$$

$$+ \frac{n^{-1}}{2} u_2^T V_n(t; \eta_{n,u_1}, \beta_0) u_2 + o_p(n^{-1}),$$

71
where \( V_n(t; \eta, \beta) = S_n^{(2)}(t; \eta, \beta)/S_n^{(0)}(t; \eta, \beta) - \left\{ S_n^{(1)}(t; \eta, \beta)/S_n^{(0)}(t; \eta, \beta) \right\} \). Thus, we have

\[
l_n(\eta_{n,u_1}, \beta_{n,u_2}) - l_n(\eta_0, \beta_0) = Q_n(u_1) + u_2^T C_n(u_1) + \frac{1}{2} u_2^T V_n(t; \eta_{n,u_1}, \beta_0) u_2 + o_p(n^{-1}),
\]

where

\[
Q_n(u_1) = \sum_{i=1}^{n} \Delta_i \left\{ \{ \beta_2 + \beta_3^T Z_i(T_i) \} \right.
\]

\[
\left[ I \left\{ 0 \geq W_{i0} > t^{-1} X_i^T u_1, X_i^T u_1 < 0 \right\} - I \left\{ 0 < W_{i0} \leq t^{-1} X_i^T u_1, X_i^T u_1 \geq 0 \right\} \right.
\]

\[
- \frac{S_n^{(0)}(T_i; \eta_{n,u_1}, \beta_0) - S_n^{(0)}(T_i; \eta_0, \beta_0)}{S_n^{(0)}(T_i; \eta_0, \beta_0)} \left. \right\}.
\]

\[
C_n(u_1) = n^{-1/2} \sum_{i=1}^{n} \int_0^T \left\{ \tilde{Z}_i(t; \eta_{n,u_1}) - \frac{S_n^{(1)}(t; \eta_{n,u_1}, \beta_0)}{S_n^{(0)}(t; \eta_0, \beta_0)} \right\} dM_i(t)
\]

\[
+ n^{-1/2} \sum_{i=1}^{n} \int_0^T \tilde{Z}_i(t; \eta_{n,u_1}) \left( \exp \left( r_{\eta_0, \beta_0} \{ W_i(t) \} \right) - \exp \left( r_{\eta_{n,u_1}, \beta_0} \{ W_i(t) \} \right) \right) d\Lambda_0(t).
\]

We can verify that \( C_n(u_1) \) uniformly converges to \( \tilde{I}_n = n^{-1/2} \sum_{i=1}^{n} \int_0^T \left\{ \tilde{Z}_i(t; \eta_0) - \frac{S_n^{(1)}(t; \eta_0, \beta_0)}{S_n^{(0)}(t; \eta_0, \beta_0)} \right\} dM_i(t) \) in probability, as \( \| u_1 \| \leq A \). Then we have

\[
l_n(\eta_{n,u_1}, \beta_{n,u_2}) - l_n(\eta_0, \beta_0) = Q_n(u_1) + u_2^T \tilde{I}_n - \frac{1}{2} u_2^T I(\eta_0, \beta_0) u_2 + o_p(1). \quad (4.11)
\]

In the second step, we derive the asymptotic distributions of \( Q_n(u_1) \) and \( \tilde{I}_n \) in (4.11). The variable \( \tilde{I}_n \) converges weakly to a Gaussian variable following the normal distribution \( N(0, I(\eta_0, \beta_0)^{-1}) \). Clearly, since \( \frac{1}{n S_n^{(0)}(t; \eta_0, \beta_0)} d\tilde{N}_n(t) - d\Lambda_0(t) = o_p(1) \) uniformly in \( t \), we
obtain that $Q_n = Q_n^+ - Q_n^- + o_p(1)$, where

\[
Q_n(u_1) = -\sum_{i=1}^{n} \Delta_i \left( \left\{ \beta_{20} + \beta_{30}^T Z_i(T_i) \right\} - \int_0^T \phi_i(t) d\Lambda_0(t) \right) I \left\{ X_i^T u_1 \geq 0, 0 < W_{10} \leq n^{-1} X_i^T u_1 \right\},
\]

\[
Q_n^+(u_1) = -\sum_{i=1}^{n} \Delta_i \left( \left\{ \beta_{20} + \beta_{30}^T Z_i(T_i) \right\} + \int_0^T \phi_i(t) d\Lambda_0(t) \right) I \left\{ X_i^T u_1 < 0, 0 \geq W_{10} > n^{-1} X_i^T u_1 \right\},
\]

\[
\phi_i(t) = Y_i(t) \exp \left\{ \beta_{10}^T Z_i(t) \right\} \left[ 1 - \exp \left\{ \beta_{20} + \beta_{30}^T Z_i(t) \right\} \right].
\]

Note that $Q_n$ is defined as a random process on the space $D$ of right-continuous functions with left-hand limits on $\mathbb{R}$ equipped with the Skorohod topology. We first show that the finite dimensional convergence holds for $Q_n^+(u_1)$ (the same holds for $Q_n^-(u_1)$), and we will identify its limit process based on this finite dimensional convergence. Let $v_1, v_2, ..., v_S$ be a sequence of vectors then we wish to obtain the limit distribution of any linear combination $\sum_{s=1}^{S} q_s Q_n^+(v_s)$, where $q_1, q_2, ..., q_S$ are any fixed constants.

Let

\[
\eta^- = -\Delta \left( \left\{ \beta_{20} + \beta_{30}^T Z(T) \right\} - \int_0^T \phi(t) d\Lambda_0(t) \right)
\]

and

\[
\eta^+ = -\Delta \left( \left\{ \beta_{20} + \beta_{30}^T Z(T) \right\} + \int_0^T \phi(t) d\Lambda_0(t) \right).
\]

We let $H^{(1)}, ..., H^{(S)}$ be the order statistic of $X^T v_1, ..., X^T v_S$. Correspondingly, we let $q_1, ..., q_S$ be the ordered sequence of $q_1, ..., q_S$. We then define set $A_s = \{ H^{(s-1)} < 0 < H^{(s)} \}$
for \(1 \leq s \leq S\) and let \(A_{0}\) be the set of \(H(S) \leq 0\). We have

\[
\mathbb{E}\left\{ \exp\left( \frac{it}{S} \sum_{s=1}^{S} q_s Q_n^e(v_s) \right) \right\} = \begin{cases} P(A_{0}) + \sum_{s=1}^{S} P(A_{s}) \left( E \left[ I(0 < W < H(s)/n) e^{(q_{s}+\ldots+q(S))i\eta^*} \right] A_{s} \right) \\
+ E \left[ I(H(s)/n \leq W < H(s+1)/n) e^{(q_{s+1}+\ldots+q(S))i\eta^*} \right] A_{s} + \ldots \\
+ E \left[ I(H(S-1)/n \leq W < H(S)/n) e^{q(S)i\eta^*} \right] A_{s} \end{cases} \\
= \left\{ 1 + \sum_{s=1}^{S} P(A_{s}) \left( E \left[ I(0 < W < H(s)/n) \left( e^{(q_{s}+\ldots+q(S))i\eta^*} - 1 \right) \right] A_{s} \right) + \ldots \right. \\

\left. + E \left[ I(H(S-1)/n \leq W < H(S)/n) \left( e^{q(S)i\eta^*} - 1 \right) \right] A_{s} \right\}^n.
\]

Since

\[
P(A_{s})E \left[ I(H(s)/n \leq W < H(s+1)/n) \left( e^{(q_{s+1}+\ldots+q(S))i\eta^*} - 1 \right) \right] A_{s} \]

\[
= n^{-1} E \left[ (H(s+1) - H(s)) I(A_{s}) \left( e^{(q_{s+1}+\ldots+q(S))i\eta^*} - 1 \right) \right] \left| W = 0 \right) f_W(0+) + O(n^{-2}),
\]

we conclude that

\[
\mathbb{E}\left\{ \exp\left( \frac{it}{S} \sum_{s=1}^{S} q_s Q_n^e(v_s) \right) \right\} = \left\{ 1 + n^{-1} f_W(0+) \sum_{s=1}^{S} \left( E \left[ H(s) I(A_{s}) \left( e^{(q_{s}+\ldots+q(S))i\eta^*} - 1 \right) \right] \right) \left| W = 0 \right) \right. \\

\left. + E \left[ (H(s+1) - H(s)) I(A_{s}) \left( e^{(q_{s+1}+\ldots+q(S))i\eta^*} - 1 \right) \right] \left| W = 0 \right) + \ldots \right. \\

\left. + E \left[ (H(S) - H(S-1)) I(A_{s}) \left( e^{q(S)i\eta^*} - 1 \right) \right] \left| W = 0 \right) \right) + O(n^{-2}) \right\}^n
\]

so it converges to

\[
\exp\left\{ f_W(0+) \sum_{s=1}^{S} \sum_{k=s}^{S} \left( E \left[ (H^{(k)} - H^{(k-1)}) I(A_{s}) \left( e^{(q_{k}+\ldots+q(S))i\eta^*} - 1 \right) \right] \right| W = 0 \right) \right\}.
\]
Recall

\[ Q^+(u_1) \equiv \sum_{x} \sum_{0 \leq v^+(d{x}, x^T u_1)} V^+_1(x), \]

where \( V^+_1(x) \) is a random variable with the conditional distribution of \( \eta^+ \) given \( W = 0 \) and \( X = x \) and it is assumed to be independent for any \( x \), and \( v^+(x, t) \) is a multivariate Poisson process with Poisson intensity \( E[v^+(d{x}, dt)] = f_X(x)f_W(0+)d{x}dt \) for \( t > 0 \). We want to show that the limit distribution of \( \sum_{s=1}^{S} q_s Q^+_s(v_s) \) is the same as \( \sum_{s=1}^{S} q_s Q^+(v_s) \). To this end, we note

\[
E \left[ \exp \left\{ it \sum_{s=1}^{S} q_s Q^+(v_s) \right\} \right] \\
= E \left[ \exp \left\{ it \sum_{s=1}^{S} q_s \sum_{x} \left\{ I(x^T v_s > 0) \sum_{0 \leq l \leq v^+(d{x}, x^T v_s)} V^+_1(x) \right\} \right\} \right] \\
= E \left[ \exp \left\{ it \sum_{s=1}^{S} \sum_{x} I(x \in A_s) \sum_{k=s}^{S} q(k) \sum_{0 \leq l \leq v^+(d{x}, x^T v_{(k)})} V^+_1(x) \right\} \right] \\
= \prod_{s=1}^{S} \prod_{k=s}^{S} E \left[ \exp \left\{ it \sum_{x} I(x \in A_s) \left( q(k) + \ldots + q(S) \right) \sum_{0 \leq l \leq v^+(d{x}, x^T v_{(k-1)})} \sum_{v^+(d{x}, x^T v_{(k)})} V^+_1(x) \right\} \right],
\]

where the last equality uses the fact that \( v^+(d{x}, [x^T v_{(k-1)}, x^T v_{(k)}]) \) is independent for each \( k \) for given \( x \) and \( V^+_1(x) \)'s are all i.i.d. We note that for a given \( x \),

\[
\sum_{0 \leq l \leq v^+(d{x}, x^T v_{(k-1)})} \sum_{v^+(d{x}, x^T v_{(k)})} (q(k) + \ldots + q(S)) V^+_1(x)
\]

is a weighted summation of independent compound Poisson processes, where the Poisson rate is \( (x^T v_{(k)} - x^T v_{(k-1)}) f_X(x)f_W(0+)d{x} \), so its characteristic function is given as

\[
\exp \left\{ f_W(0+)f_X(x)(x^T v_{(k)} - x^T v_{(k-1)})E \left[ e^{it(q(k) + \ldots + q(S))} - 1 \right| X = x, W = 0 \right\} d{x}. 
\]
Hence, we obtain

\[
\begin{align*}
E & \left[ \exp \left\{ \sum_{s=1}^{S} q_s Q^+(v_s) \right\} \right] \\
& = \left( \prod_{s=1}^{S} \prod_{k=s}^{S} \prod_{x \in A_s} \exp \left\{ f_W(0+) (x^T v_{(k)} - x^T v_{(k-1)}) f_X(x) \right\} \right) \\
& \quad \times E \left[ e^{it(q(k) + \ldots + q(S))} - 1 \mid X = x, W = 0 \right] d\mathbf{x} \\
& = \exp \left\{ \sum_{s=1}^{S} \sum_{k=s}^{S} E_x \left[ I(A_s) f_W(0+) (x^T v_{(k)} - x^T v_{(k-1)}) \right] \\
& \quad \times E \left[ e^{it(q(k) + \ldots + q(S))} - 1 \mid X = x, W = 0 \right] \right\},
\end{align*}
\]

which is the same as the limit distribution of \( \sum_{s=1}^{S} q_s Q^+_n(v_s) \).

Let \( 0 \leq v_1 \leq v \leq v_2 \leq A \), \( I_{n1} = \eta_0 + n^{-1} v, \eta_0 + n^{-1} v_1 \) and \( I_{n2} = \eta_0 + n^{-1} v, \eta_0 + n^{-1} v_2 \). To prove \( Q^+_n \) is tight, we have \( E|Q^+_n(v) - Q^+_n(v_1)||Q^+_n(v_2) - Q^+_n(v)| \) is bounded by \( \|v_2 - v_1\| \) times a constant. Thus, the processes \( Q^+_n \) converge weakly to \( Q^+ \), using the D-tightness criterion. (Billingsley 2009) Similarly, we can prove that \( Q^-_n \) converges weakly to \( Q^- \). Therefore, the finite dimensional distribution of \( Q_n(u_1) \) converges the corresponding distribution of \( Q(u_1) \).

Finally, because of \( \text{argmax} \) continuous mapping theorem, \( n(\tilde{\eta} - \eta_0) = \text{arg max}_{u_1} Q_n(u_1) + o_p(1) \) and it converges weakly to \( \text{arg max} Q(s) \).
CHAPTER 5: CHANGE HYPERPLANE HAZARDS MODELS FOR CLUSTERED SURVIVAL DATA

5.1 Introduction

The Strong Heart Family Study is a longitudinal family-based cohort study for American Indians such that observations within the same families are correlated. For this study, Chapter 3 applied the Cox-type marginal model to address the correlation within the extended families and identified a change point in LTL for diabetic incidences. In the same study, however, the change point based on LTL has been observed to depend on other biomarkers, such as triglycerides, HDL, and etc. A good way to model the LTL change point depending on other biomarkers is to incorporate a change hyperplane, which is a linear function of LTL and other biomarkers as studied in Chapter 4 for univariate survival analysis. Therefore, in this chapter, we generalize the change hyperplane model in Chapter 4 to model clustered survival data as present in the Strong Heart Family study.

Specifically, our proposed method is a Cox-type marginal hazards model (Lee et al. 1992) with a change hyperplane based on multiple covariates for clustered survival data. The convergence rate of the proposed change hyperplane estimator is shown to be the rate of $1/n$, where $n$ is the number of clusters. We prove that the asymptotic distribution of the proposed change hyperplane estimator follows a more complicated integrated composite Poisson process.

The structure of this paper is as follows. In Section 5.2, we adopt a two-step estimating method, the $m$ out of $n$ bootstrap, and a testing procedure of change hyperplane parameters for clustered survival data. In Section 5.3, we provide the asymptotic properties of the
proposed estimators. Simulation studies evaluating the small sample performance of the method are presented in Section 5.4. In Section 5.5, we provide applications to the Strong Heart Family Study.

5.2 Methods

5.2.1 Model and Parameter Estimation

We consider $n$ independent and identically distributed (i.i.d) clusters, and each cluster may have varying numbers of subjects $K_i$, where $i = 1, ..., n$ indicates the $i$th cluster. We define the observed failure time $T_{ij} = \min(\tilde{T}_{ij}, C_{ij})$ and the failure indicator $\Delta_{ij} = I(\tilde{T}_{ij} \leq C_{ij})$, where $j = 1, ..., K_i$ indicates the $j$th subject in the $i$th cluster, $C_{ij}$ is the censoring time, and $\tilde{T}_{ij}$ is the failure time. We assume that $C_{ij}$ and $\tilde{T}_{ij}$ are independent given the covariates $W_{ij} = (X_{ij}^T, Z_{ij}(t)^T)^T$ in the model. The Cox-type marginal hazards model with a change hyperplane takes a form

$$
\lambda(t|W_{ij}) = \lambda_0(t) \exp \left\{ \beta_1^T Z_{ij}(t) + \beta_2 I(\eta^T X_{ij} > 0) + \beta_3^T Z_{ij}(t) I(\eta^T X_{ij} > 0) \right\},
$$

where $\lambda_0(t)$ is an unknown baseline function, $\beta \equiv (\beta_1^T, \beta_2, \beta_3^T)^T$ is a vector of $2p_2 + 1$ unknown parameters, $\eta = (\eta_1, \eta_2, ..., \eta_{p_1}, \eta_0)^T$ is a vector of $p_1 + 1$ unknown change hyperplane parameters, $X_{ij} = (X_{ij1}, ..., X_{ijp_1}, -1)^T$ is a vector of the change hyperplane covariates, and $Z_{ij}(t) = (Z_{ij1}(t), ..., Z_{ijp_2}(t))^T$ is a vector of other potentially time-dependent covariates.

We define $r_{\beta,\eta}\{W_{ij}(t)\} = \beta_1^T Z_{ij}(t) + \beta_2 I(\eta^T X_{ij} > 0) + \beta_3^T Z_{ij}(t) I(\eta^T X_{ij} > 0)$. Under the right censoring, the pseudo-partial likelihood function for $n$ clusters with $K_i$ subjects is expressed as

$$
L(\eta, \beta) = \prod_{i=1}^{n} \prod_{j=1}^{K_i} \left( \frac{\exp \left[ r_{\beta,\eta}\{W_{ij}(T_{ij})\} \right]}{\sum_{l=1}^{n} \sum_{k=1}^{K_i} I(T_{ik} \geq T_{ij}) \exp \left[ r_{\beta,\eta}\{W_{lk}(T_{ij})\} \right]} \right)^{\Delta_{ij}}.
$$

We extend the two-step estimating approach in Chapter 4 for univariate survival data
to clustered events. The plausibility of such extension is because the Cox-type marginal model estimates the parameters of interest by assuming that the subjects are independent in the same clusters. Thus, the pseudo-partial likelihood for the Cox marginal model for clustered data results in the same form as the Cox proportional hazards model for univariate data. Consequently, the estimation of the change hyperplane parameters and the regression coefficients follows a similar two-step approach as in Chapter 4. First, given fixed change hyperplane parameters in the prespecified range, we maximized the pseudo-partial likelihood to obtain the estimates of regression coefficients. The profile function of the change hyperplane parameters over regression coefficients is formed. Second, we maximized this profile function by applying the genetic algorithm (Sekhon and Mebane 1998). Consequently, the maximum likelihood estimators are specified as $(\hat{\eta}, \hat{\beta}) = \arg \max_{\eta \in S_0, \beta} l_n(\eta, \beta)$, where $l_n(\eta, \beta)$ is the log of the pseudo-partial likelihood function, and $S_0 = \{(\eta_1, ..., \eta_{p_1}, \eta_0) : \eta_1^2 + \eta_2^2 + ... + \eta_{p_1}^2 = 1, \eta_1 > 0, \eta_0 \in [\eta_a, \eta_b]\}$. In the prespecified set $S_0$, we impose two conditions, i.e., condition (1) $\eta_1^2 + \eta_2^2 + ... + \eta_{p_1}^2 = 1$ and condition (2) the coefficient of the first continuous covariate has positive $\eta_1$. These two conditions are needed to show the identifiability of the change hyperplane and regression parameters (Theorem 5.3.1).

### 5.2.2 Inference

The inference for parameters of interests consists of two parts: the inference of regression coefficients $\beta$ and change hyperplane parameters $\eta$. In Section 5.3, we have proved the asymptotic independence between the regression coefficients and the change hyperplane parameters. Thus, the inference of these two groups of parameters can be conducted separately. For the regression coefficient $\beta$, we have proved that $\hat{\beta}$ converges weakly to the same normal distribution in Lee et al. (1992). Consequently, it is straightforward to calculate the covariance matrix and generate the 95% confidence interval based on the normal approximation for regression parameters. For change hyperplane parameters $\eta$, it is hard to
derive the closed form of the covariance matrix for the change hyperplane estimators based on the proved asymptotic distributions. In addition, the regular resampling approach, e.g. bootstrap, cannot provide consistent estimates for such non-continuous and non-1/√n convergence rates. Here, we apply the \( m \) out of \( n \) bootstrap and adopt the algorithm in Bickel and Sakov (2008) to select \( m \). Specifically, we select \( m_j \), \( j = 1, \ldots, p_1 \), for each dimension of the change hyperplane parameters. We choose \( \hat{m}_j \) from a sequence of subset values of the total \( n \) which achieves the minimum distance between two adjacent empirical distributions. The final \( m \) equals to the minimum among all \( m_j \). The obtained standard error based on the \( m \) out of \( n \) bootstrap are further adjusted by the factor \( n/m \).

5.2.3 Hypothesis Testing for the Change Hyperplane

To verify the existence of the change hyperplane, we proposed the supremum tests with robust score statistics for clustered survival time. The supremum test is proposed by Davies (1977), Davies (1987), and Kosorok and Song (2007). Under the null hypothesis \( H_0 : \beta_2 = 0 \) and \( \beta_3 = 0 \), the supremum test with robust score statistic is

\[
\text{SUP}_{\eta_1, \ldots, \eta_{K_1}} \sup_{\eta, \beta} U(\eta)^T \Sigma(\eta)^{-1} U(\eta),
\]

where \( U(\eta) = \frac{\partial l_n(\beta)}{\partial \beta} \) and \( \Sigma(\eta) = \sum_{i=1}^{n} \sum_{j=1}^{K_1} H_{ij}(\eta) H_{il}(\eta)^T \),

\[
H_{ij}(\eta) = \left\{ \bar{Z}_{ij}(T_{ij}) - \frac{S_n^{(1)}(T_{ij}; \eta, \beta)}{S_n^{(0)}(T_{ij}; \eta, \beta)} \right\} - \frac{1}{n} \sum_{s=1}^{K_1} \sum_{l=1}^{K_1} \Delta_{sl} \exp \{ \beta^T \bar{Z}_{ij}(T_{sl}) \} \left[ \bar{Z}_{ij}(T_{sl}) - \frac{S_n^{(1)}(T_{sl}; \eta, \beta)}{S_n^{(0)}(T_{sl}; \eta, \beta)} \right],
\]

where \( S_n^{(r)}(t; \eta, \beta) = \frac{1}{n} \left( \sum_{i=1}^{n} \sum_{j=1}^{K_1} Y_{ij}(t) \bar{Z}_{ij}^{\otimes r}(t; \eta) \exp \{ r_{n, \beta} \{ W_{ij}(t) \} \} \right) \), \( Y_{ij}(t) = I(T_{ij} \geq t) \), \( \bar{Z}_{ij}(t; \eta) = (Z_{ij}(t)^T, I(\eta^T X_{ij} > 0), Z_{ij}(t)^T I(\eta^T X_{ij} > 0))^T \) for \( r = 0, 1 \), and \( k \) is the number of grids selected for each dimension of the change hyperplane parameters. We use permutation
to generate the null distribution of the proposed test statistic. The null hypothesis is rejected at a significance level of $\alpha$ if $\text{SUP}_{k_1}$ is larger than the upper $\alpha$-quantile of the permutation distribution.

### 5.3 Asymptotic Properties

The following conditions are needed to establish the asymptotic properties.

(C.1) The joint density of $(X_{i1}, X_{i2}, \ldots, X_{ik_i})$ is assumed to be strictly positive, bounded and continuous in a neighborhood $V_0 = \{x : |\eta_0^T x| < \epsilon\}$. In addition, the joint density of $(Z_{i1}(t), \ldots, Z_{ik_i}(t))$ is assumed to be strictly positive and bounded.

(C.2) For any $V_\delta(\eta_0) = \{\eta : \| \eta - \eta_0 \| < \delta\}$, the covariance matrix

$$I(\eta, \beta) = \int_0^\tau v(t; \eta, \beta)s^{(0)}(t; \eta, \beta)\lambda_0(t)dt$$

is positive definite, where $\eta_0$ is the true value of $\eta$, $v(t; \eta, \beta) = s^{(2)}(t; \eta, \beta)/s^{(0)}(t; \eta, \beta) - [s^{(1)}(t; \eta, \beta)/s^{(0)}(t; \eta, \beta)]^2$, $s^{(r)}(t; \eta, \beta) = \mathbb{E}\left(\sum_{j=1}^{K_i} Y_{ij}(t)\tilde{Z}_{ij}^{(r)}(t; \eta)\exp[r_{ij}(t)]\right)$, and $r = 0, 1, 2$. In addition,

$$\lambda_{\text{min}}\left(\int_0^\tau \mathbb{E}\left[Y_{ij}(t) \left\{1, Z_{ij}^{(r)}(t)\right\}\right]^{\otimes 2}\left|\eta_0^T X_{ij} = 0\right| d\Lambda_0(t)\right) > 0,$$

where $\lambda_{\text{min}}(A)$ is the smallest eigenvalue of any square matrix $A$.

(C.3) The random process $\sup_{t \in [0, \tau]} \sup_{\eta \in V_0(\eta_0), \beta \in V_\epsilon(\beta_0)} \left\| S_n^{(r)}(t; \eta, \beta) - s^{(r)}(t; \eta, \beta)\right\|$ converges almost surely to zero, where $s^{(r)}(t; \eta, \beta) < \infty$, and $r = 0, 1, 2$. When $r = 0$, $s^{(0)}(t; \eta, \beta)$ is bounded away from zero.

(C.4) $\sup_{t \in [0, \tau]} \lambda_0(t) < \infty$, and $P(Y_{ij}(t) = 1) > 0$ for all $t \in [0, \tau]$.

(C.5) $P(K_i \leq k_0) = 1$, where $1 \leq k_0 < \infty$.

Our first theorem establishes the identifiability of the change hyperplane parameters and
regression coefficient parameters. Theorem 5.3.2 and Theorem 5.3.3 show the consistency and convergence rates of the change hyperplane estimators and regression coefficients estimators. Theorem 5.3.3 implies that the convergence rates for \( \hat{\eta} \) and \( \hat{\beta} \) are \( 1/n \) and \( 1/\sqrt{n} \), respectively. These rates will be applied to establish the asymptotic distributions of the estimators in Theorem 5.3.4. The proofs of these theorems follow the similar arguments as Chapter 4. We show the sketch of the proofs in Proof of Lemma and Theorems.

**Theorem 5.3.1.** Under the condition that \( \|\eta\| = 1 \) with the first continuous covariate coefficient \( \eta_1 > 0 \) and at least one of the elements in \( \beta_2 \) or \( \beta_3 \) is nonzero, the change hyperplane parameters \( \eta \) and regression parameters \( \beta \) are identifiable.

**Theorem 5.3.2.** Under conditions (C.1)-(C.5), there exists a local maximizer \( (\hat{\eta}, \hat{\beta}) \) in a neighborhood of \( \eta_0 \) and \( \beta_0 \) such that \( (\hat{\eta}, \hat{\beta}) \to_p (\eta_0, \beta_0) \).

**Theorem 5.3.3.** Under conditions (C.1)-(C.5),

\[
\lim_{A \to \infty} \lim_{n \to \infty} P_0\left(n \|\hat{\eta} - \eta_0\| > A\right) = 0,
\]

\[
\lim_{A \to \infty} \lim_{n \to \infty} P_0\left(n^{1/2} \|\hat{\beta} - \beta_0\| > A\right) = 0.
\]

Thus, \( \|\hat{\eta} - \eta_0\| = o_p(1/n) \) and \( \|\hat{\beta} - \beta_0\| = o_p(1/\sqrt{n}) \).

Let \( \eta_{n,u_1} = \eta_0 + n^{-1}u_1, \beta_{n,u_2} = \beta_0 + n^{-1/2}u_2 \), and \( W_{ij0} = \eta_0^T X_{ij} \), where \( u_1 = (a_1, a_2, ..., a_{p_1})^T \) and \( u_2 = (b_1, b_2, ..., b_{2p_2+1})^T \). We define that \( V_{m_1,i}^+(x) \) and \( V_{m_1,i}^-(x) \) are random variables with the conditional distributions of \( \eta_{ij}^+ \) and \( \eta_{ij}^- \) given \( W_{i0} = 0, K_i = m, S_{m_1}^q \) and \( X = x \), respectively, where

\[
\eta_{ij}^- = -\Delta_{ij} \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \right\} - \int_0^T \phi_{ij}(t) d\Lambda_0(t),
\]

\[
\eta_{ij}^+ = -\Delta_{ij} \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \right\} + \int_0^T \phi_{ij}(t) d\Lambda_0(t),
\]

\[
\phi_{ij}(t) = Y_{ij}(t) \exp \left\{ \beta_{10}^T Z_{ij}(t) \right\} \left[ 1 - \exp \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(t) \right\} \right],
\]
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\( S_{m_1} = \{ K_i = m, \text{only one } \eta_i^T X_{ij} > 0, \text{all the other } \eta_i^T X_{i1}, ..., \eta_i^T X_{im} \leq 0 \}, \) and \( S_{m_1}^j \) is the \( j \)th element in the set \( S_{m_1}^+ \). In addition, \( V_{mq,d}^+(x) \) and \( V_{mq,d}^-(x) \) are assumed to be independent for any \( x \). We further define that \( v_{mq}^+(x_{i1}, x_{i2}, ..., x_{im}, t) \) and \( v_{mq}^-(x_{i1}, x_{i2}, ..., x_{im}, t) \) are multivariate Poisson processes with Poisson intensity \( E[f_{mq}(x)] \) and density function of \( Q \).

Theorem 5.3.4. Under conditions (C.1)-(C.5), \( n(\vec{\eta} - \eta_0) \) and \( n^{1/2}(\vec{\beta} - \beta_0) \) are asymptotically independent. Furthermore, \( n(\vec{\eta} - \eta_0) \) converges weakly to \( \inf\{ u_1 : \arg \max Q(u_1) \} \), and \( n^{1/2}(\vec{\beta} - \beta_0) \) converges weakly to \( N(0, \bar{I}(\beta_0)^{-1} \Sigma(\beta_0) \bar{I}(\beta_0)^{-1}) \).

5.4 Simulation Studies

To verify the finite sample performance of our proposed methods, we assumed that the model included three covariates, i.e., the coverate \( Z \), the change hyperplane, and their interaction. The covariate \( Z \) followed a Uniform distribution from -1 to 1. The change hyperplane contained two variables, which were \( X_1 \sim N(2, 1.5^2) \) and \( X_2 \sim N(0, 1) \). We generated the marginal survival times \( \bar{t}_{i,j} \) under the proportional hazards model \( \Lambda(t|X_1, X_2, Z) = t \exp\{ \beta_1 Z + \beta_2 I(\eta_1 X_1 + \eta_2 X_2 - \eta_0 > 0) + \beta_3 Z I(\eta_1 X_1 + \eta_2 X_2 - \eta_0 > 0) \} \), where \( (\beta_1, \beta_2, \beta_3) = (-1, -1.8, 1.5) \), and \( (\eta_1, \eta_2, \eta_0) = (0.8, -0.6, 1.7) \) with \( \eta_1^2 + \eta_2^2 = 1 \). The censoring time follows
Uniform(0, 35) to ensure the 10% censoring rate. Cai and Shen (2000) proposed the following conditional cumulative density function for the survival time of the $j$th subject in the $i$th cluster.

$$F_i(\tilde{T}_{ij}|\tilde{T}_{i1}, \ldots, \tilde{T}_{i(j-1)}) = 1 - \left( \sum_{h=1}^{j} S_{ih}(\tilde{T}_{ih})^{-1/\gamma} - (j - 1) \right) \left\{ \sum_{h=1}^{j} S_{ih}(\tilde{T}_{ih})^{1/\gamma} - (j - 2) \right\}^{\gamma + j - 1},$$

where $S_{ij}(t) = P(\tilde{T}_{ij} > t)$ is the marginal survival function, $\gamma$ indicates the degree of dependence between $\tilde{T}_{ij}$ and $\tilde{T}_{ih}(h = 1, \ldots, j - 1)$. The Kendall’s tau coefficient is a function of $\gamma$, which is expressed as $\tau_K = \frac{1}{2\gamma + 1}$. We considered $\gamma = 0.25$, and the cluster sizes 2 or 20. The number of clusters is 100 or 200 for the cluster size 2, and 50 or 100 for the cluster size 20. We first assessed the finite sample performance for the change hyperplane and regression coefficient estimators. Then we examined the coverage rates of the confidence intervals based on the $m$ out of $n$ bootstrap and the normal approximation for the change hyperplane and regression parameters, respectively. All results are based on 500 replications and each $m$ out of $n$ bootstrap consists of 100 replicates.

Table 5.9 summarizes the results for the change hyperplane estimators and the $m$ out of $n$ bootstraps. The proposed estimator provides approximately unbiased estimates. The $m$ out of $n$ bootstrap generates proper coverage rates, which is close to 95%. Correspondingly, Table 5.10 shows that the estimates of the regression coefficients $\beta$ are approximately unbiased. The standard error estimates (SEE) of the regression coefficients get close to their sample standard deviations (SSD) when the sample sizes increase. The confidence intervals using the normal approximation have proper coverage rates.

Our second set of simulation studies were aimed at comparing the type I error and power of the SUP$_5^2$, SUP$_{10}^2$, and SUP$_{20}^2$ tests under different cluster sizes and sample sizes. The range for $\eta_0$ and $\eta_2$ is $[-10, 10]$ and $[-1, 1]$, respectively. We examine the performance of these tests with the sample sizes 100 and 200 for the cluster size 2, and the sample sizes 50 and 100 for the cluster size 20. The results for type I error and power are based on 10000
Table 5.9: Simulation Results for the Change Hyperplane Parameters.

<table>
<thead>
<tr>
<th>Cluster Size</th>
<th>Number of Clusters</th>
<th>Parameters</th>
<th>Bias</th>
<th>SSD</th>
<th>95% CI</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>100</td>
<td>$\hat{\eta}_2$</td>
<td>-0.002</td>
<td>0.050</td>
<td>0.964</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\eta}_0$</td>
<td>-0.006</td>
<td>0.098</td>
<td>0.942</td>
<td>0.441</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>$\hat{\eta}_2$</td>
<td>-0.002</td>
<td>0.026</td>
<td>0.946</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\eta}_0$</td>
<td>0.000</td>
<td>0.046</td>
<td>0.950</td>
<td>0.220</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>$\hat{\eta}_2$</td>
<td>-0.001</td>
<td>0.011</td>
<td>0.974</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\eta}_0$</td>
<td>0.001</td>
<td>0.022</td>
<td>0.974</td>
<td>0.102</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>$\hat{\eta}_2$</td>
<td>-0.001</td>
<td>0.006</td>
<td>0.958</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\eta}_0$</td>
<td>0.000</td>
<td>0.013</td>
<td>0.938</td>
<td>0.054</td>
</tr>
</tbody>
</table>

NOTE: SSD stands for sample standard deviation. Length is the length of the 95% CI.

Table 5.10: Simulation Results for the Regression Parameters.

<table>
<thead>
<tr>
<th>Cluster Size</th>
<th>Number of Clusters</th>
<th>Parameters</th>
<th>Bias</th>
<th>SSD</th>
<th>SEE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>100</td>
<td>$\hat{\beta}_1$</td>
<td>-0.020</td>
<td>0.186</td>
<td>0.195</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>-0.085</td>
<td>0.206</td>
<td>0.222</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.032</td>
<td>0.285</td>
<td>0.289</td>
<td>0.960</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>$\hat{\beta}_1$</td>
<td>0.005</td>
<td>0.132</td>
<td>0.138</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>-0.036</td>
<td>0.146</td>
<td>0.156</td>
<td>0.934</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>-0.007</td>
<td>0.199</td>
<td>0.195</td>
<td>0.946</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>$\hat{\beta}_1$</td>
<td>-0.014</td>
<td>0.115</td>
<td>0.122</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>-0.048</td>
<td>0.188</td>
<td>0.193</td>
<td>0.942</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.039</td>
<td>0.180</td>
<td>0.199</td>
<td>0.920</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>$\hat{\beta}_1$</td>
<td>-0.015</td>
<td>0.083</td>
<td>0.089</td>
<td>0.930</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_2$</td>
<td>-0.031</td>
<td>0.136</td>
<td>0.140</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\beta}_3$</td>
<td>0.028</td>
<td>0.130</td>
<td>0.135</td>
<td>0.928</td>
</tr>
</tbody>
</table>

NOTE: SSD and SEE stand for sample standard deviation and average standard error estimate, respectively.

and 1000 replicates, respectively. All the other specifications are the same as the first set of simulations.

Table 5.11 shows that type I errors of all three tests get close to 0.05 when the sample sizes increase. For the large cluster size 20, the small number of grids has an inflated type I error. For power, the performance of the supremum tests is determined by the numbers of grids and sample sizes. Given the same sample size, the power gets stabilized after the number of grids reaches 10 for each parameter. Given the tests with the same number of
grids, the power increases as the sample size increases.

Table 5.11: Type I Error and Power for SUP Tests for the Existence of the Change Hyperplane

<table>
<thead>
<tr>
<th>Cluster Size</th>
<th>Number of Clusters</th>
<th>SUP Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(β_{20}, β_{30})</td>
<td>SUP_{50}</td>
</tr>
<tr>
<td>2</td>
<td>(0, 0)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>(0.5, -0.5)</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>(0, 0)</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>(0.25, -0.20)</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
</tr>
</tbody>
</table>

5.5 Application to the Strong Heart Family Study

We applied the proposed method to the Strong Heart Family Study. The SHFS followed 94 extended American Indian families from 2001 to 2009. There are 2315 participants free of diabetes at baseline, among whom 292 developed incident diabetes with a median survival time 5.4 years. Zhao et al. (2014) observed that those individuals with LTL less than the 25th percentile had a significantly higher risk of developing new diabetes than the other individuals. Later, Deng et al. (2016) estimated a more accurate change point of LTL at 0.870. Here, we applied the proposed change hyperplane model to identify the change point effect based on both LTL and the lipid profiles.

We included gender, age, body mass index (BMI) and the change hyperplane as predictors in the Cox-type marginal hazards model. The change hyperplane was assumed to be a linear combination of the standardized LTL, total triglycerides, HDL, and LDL. Based on the preliminary findings in Zhao et al. (2014) and Chapter 3, the individuals with the shorter LTL has a higher risk in obtaining diabetes. Hence, we specified the change hyperplane as \( I(\eta_1 \text{LTL} + \eta_2 \text{Triglycerides} + \eta_3 \text{HDL} + \eta_4 \text{LDL} < \eta_0) \), where \( \eta_1 > 0 \).
We carried out our change hyperplane analysis as follows. First, we applied the proposed supremum test with the robust score statistics to verify the existence of the change hyperplane. We applied the SUP\textsubscript{204} test with \{(\eta_1, \eta_2, \eta_3, \eta_4) : \eta_1^2 + \eta_2^2 + \eta_3^2 + \eta_4^2 = 1, \eta_1 > 0\} and \{\eta_0 : \eta_0 \in [-20, 20]\}. Compared to the \(\alpha\)-level of 0.05, the test is highly significant with \(p\)-value 0.01. This indicates the existence of a change hyperplane for diabetes incidence.

Next, we applied the two-step procedure to estimate the change hyperplane and the \(m\) out of \(n\) bootstrap with 150 replicates to generate the 95% confidence interval of the change hyperplane parameters. The results was summarized in Model 1 of Table 5.12. The estimated change hyperplane parameters are \((0.497, -0.868, 0.005, 0.009)\). Both LTL and total triglycerides are statistically significant with \(p\)-values smaller than 0.05. After removing the non-significant change hyperplane covariates, we presented the results for the final change hyperplane parameters in Model 2 of Table 5.12. Based on the change hyperplane parameters in Model 2, we removed gender (\(p\)-value = 0.15) in the model. The regression coefficients for the final model were shown in Table 5.13. For this group of participants, the increase in the level of total triglycerides results in an increase in the risk of developing incident diabetes. The hazard ratio of diabetes for the participants with \(I(0.465\text{LTL} - 0.885\text{Triglycerides} < 0.579)\) is 3.483 with 95% CI [2.184, 5.555].

We checked the proportional hazard assumptions for all covariates in Figure 5.3. For the categorical variable \(I(\eta^T X < 0)\), we generated a plot of log of negative log of survival functions versus time, which shows a parallel trend between the groups of \(I(\eta^T X < 0)\) and \(I(\eta^T X \geq 0)\). For continuous variables (Age, BMI), the scatter plots show that the Schoenfeld residuals are evenly distributed on both sides of the reference line, suggesting that the proportional hazards assumptions are reasonable.
Table 5.12: Change Hyperplane Estimates Based on the Strong Heart Family Study: Model 1 (full model) and Model 2 (final reduced model).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Model 1</th>
<th></th>
<th></th>
<th>Model 2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate ($\hat{\eta}$)</td>
<td>SE ($\hat{\eta}$)</td>
<td>95% CI</td>
<td>Estimate ($\hat{\eta}$)</td>
<td>SE ($\hat{\eta}$)</td>
<td>95% CI</td>
</tr>
<tr>
<td>LTL</td>
<td>0.497</td>
<td>0.132</td>
<td>[0.287, 0.707]</td>
<td>0.465</td>
<td>0.213</td>
<td>[0.018, 0.912]</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>-0.868</td>
<td>0.192</td>
<td>[-1.390, -0.346]</td>
<td>-0.885</td>
<td>0.292</td>
<td>[-1.660, -0.11]</td>
</tr>
<tr>
<td>HDL</td>
<td>0.005</td>
<td>0.118</td>
<td>[-0.278, 0.288]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LDL</td>
<td>0.009</td>
<td>0.097</td>
<td>[-0.513, 0.531]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\eta_0$</td>
<td>0.533</td>
<td>-</td>
<td>-</td>
<td>-0.579</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

NOTE: * stand for the significant results with $p$-value smaller than 0.05.

Table 5.13: Regression Coefficients Estimates Based on Model 2 (final reduced model) in the Strong Heart Family Study.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>exp(Estimate)</th>
<th>SE</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE</td>
<td>0.021</td>
<td>1.021</td>
<td>0.004</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>BMI</td>
<td>0.840</td>
<td>2.316</td>
<td>0.115</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$I(\eta^T X &lt; 0)$</td>
<td>1.248</td>
<td>3.483</td>
<td>0.223</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

5.6 Conclusion

The clustered data are commonly seen in epidemiological studies due to its cost-efficiency in collecting data. Chapter 4 has developed a Cox proportional hazards model with a change hyperplane for univariate data. However, the proposed method and asymptotic properties cannot be directly extended to clustered data. In this paper, we extended the inference procedures based on the Cox-type marginal model. We proposed a two-step approach to maximize the pseudo-partial likelihood to obtain the change hyperplane and regression coefficient parameters. We adopted the $m$ out of $n$ approach and supremum tests to make inferences for the change hyperplane parameters. The simulations demonstrated that the proposed estimators are consistent, $m$ out of $n$ bootstrap generated proper coverage rates, and the supremum tests preserved the type I error.

Here, we applied the Cox-type marginal model to address the correlation within clusters. There exist other approaches to analyze clustered survival data, e.g. frailty model. The
Figure 5.3: Diagnostic Plots. The log of negative log of survival functions versus time are plotted for leukocyte telomere length. Schoenfeld residuals are plotted for age, BMI.

Frailty model is more desirable when the individual trajectory is of more interests than the population average effects. However, there is no literature about how to conduct the change point analysis in the frailty survival model for clustered data. The estimation and inference approaches for the Cox-type marginal model is no longer applicable to the frailty model. In future, we can develop a new inference method to conduct the change hyperplane analysis.
in the frailty model.

5.7 Proof of Lemma and Theorems

We redefine the change hyperplane \( I(\eta_1^* X_{ij1} + \eta_2^* X_{ij2} + ... + \eta_{p_1}^* X_{ijp_1} - \eta_0^* > 0) \) by using an equivalent form \( I(X_{ij1} + \eta_2 X_{ij2} + ... + \eta_{p_1} X_{ijp_1} - \eta_0 > 0) \), where \( \eta_1^* > 0 \) is the parameter for the first continuous covariate. These two equivalent forms are linked by \( \eta_1^* = \frac{1}{\sqrt{1+\eta_2^* + ... + \eta_{p_1}^*}} \), \( \eta_j^* = \frac{\eta_j}{\sqrt{1+\eta_2^* + ... + \eta_{p_1}^*}} \) for \( j = 2, ..., p_1 \), and \( \eta_0^* = \frac{\eta_0}{\sqrt{1+\eta_2^* + ... + \eta_{p_1}^*}} \). Thus, we define \( \mathbf{\eta} = (1, \eta_2, ..., \eta_{p_1}, \eta_0)^T \) to be a vector of \( p_1 + 1 \) elements and \( \mathbf{\eta}^T \mathbf{X}_{ij} = X_{ij1} + \eta_2 X_{ij2} + ... + \eta_{p_1} X_{ijp_1} - \eta_0 \). The following proofs follow similar arguments in Chapter 4. Here, we only present the sketch of the key steps in the proofs.

We define

\[
\begin{align*}
\mathbf{s}^{(r)*}(t; \mathbf{\eta}, \mathbf{\beta}) &= E \left[ \sum_{j=1}^{K_i} Y_{ij}(t) I(\mathbf{\eta}^T \mathbf{X}_{ij} > 0) \mathbf{Z}_{ij}^{(r)}(t) \exp \left\{ \mathbf{\beta}_1^T \mathbf{Z}_{ij}(t) + \mathbf{\beta}_2 + \mathbf{\beta}_3^T \mathbf{\Lambda}_{ij}(t) \right\} \right], \\
\mathbf{s}^{(r)-}(t; \mathbf{\eta}, \mathbf{\beta}) &= E \left[ \sum_{j=1}^{K_i} Y_{ij}(t) I(\mathbf{\eta}^T \mathbf{X}_{ij} \leq 0) \mathbf{Z}_{ij}^{(r)}(t) \exp \left\{ \mathbf{\beta}_1^T \mathbf{Z}_{ij}(t) \right\} \right],
\end{align*}
\]

where \( r = 0, 1 \).

The proof of Theorem 5.3.1 is the same as Theorem 4.3.1 in Chapter 4. The proof of convergence rates follows the same proof as Theorem 4.3.3 in Chapter 4. So omitted.

Proof of Theorem 5.3.2

Consider \( G_n(\mathbf{\eta}, \mathbf{\beta}) = n^{-1} \{ l_n(\mathbf{\eta}, \mathbf{\beta}) - l_n(\mathbf{\eta}_0, \mathbf{\beta}_0) \} \) and let \( G(\mathbf{\eta}, \mathbf{\beta}) \) be

\[
\int_0^T \left( \mathbf{\beta} - \mathbf{\beta}_0 \right)^T \mathbf{s}^{(1)}(t; \mathbf{\eta}_0, \mathbf{\beta}_0) - \mathbf{s}^{(0)}(t; \mathbf{\eta}_0, \mathbf{\beta}_0) \log \frac{s^{(0)}(t; \mathbf{\eta}, \mathbf{\beta})}{s^{(0)}(t; \mathbf{\eta}_0, \mathbf{\beta}_0)} d\Lambda_0(t) + g(\mathbf{\eta}, \mathbf{\beta})
\]

with \( g(\mathbf{\eta}, \mathbf{\beta}) = \int_0^T \mathbf{\beta}_2 \{ s^{(0)}-(t; \mathbf{\eta}_0, \mathbf{\beta}_0) - s^{(0)}-(t; \mathbf{\eta}, \mathbf{\beta}_0) \} + \mathbf{\beta}_3^T \{ s^{(1)}-(t; \mathbf{\eta}_0, \mathbf{\beta}_0) - s^{(1)}-(t; \mathbf{\eta}, \mathbf{\beta}_0) \} - \mathbf{\beta}_2 \{ s^{(0)*}(t; \mathbf{\eta}_0, \mathbf{\beta}_0) - s^{(0)*}(t; \mathbf{\eta}, \mathbf{\beta}_0) \} - \mathbf{\beta}_3^T \{ s^{(1)*}(t; \mathbf{\eta}_0, \mathbf{\beta}_0) - s^{(1)*}(t; \mathbf{\eta}, \mathbf{\beta}_0) \} d\Lambda_0(t) \). We then
follow the same argument in the Theorem 3.3.1 in Chapter 3 to obtain that \( \sup_{\eta, \beta} |G_n(\eta, \beta) - G(\eta, \beta)| \) converges in probability to zero. To verify the strict concavity of \( G(\eta, \beta) \) in a neighborhood of \( \eta_0 \) and \( \beta_0 \), we first define \( Y_{i1} = (\eta^T X_{i1}, ..., \eta^T X_{iK_1})^T \), \( Y_{i2} = (X_{i12}, ..., X_{iK_2})^T \), ..., \( Y_{ip_1} = (X_{i1p_1}, ..., X_{iK_p1})^T \), \( \tilde{Y}_{i1} = (\eta_0^T X_{i1}, ..., \eta_0^T X_{iK_1})^T \), \( Z_i(t) = (Z_i1, ..., Z_iK_i) \), and \( f(\epsilon) \equiv G \{ \epsilon \eta + (1 - \epsilon) \eta_0, \beta \} \), where \( \epsilon \in [0, 1] \). Then, \( G(\eta_0, \beta) - G(\eta, \beta) \equiv f(0) - f(1) \). If \( \eta \) is close to \( \eta_0 \), then we obtain

\[
\hat{f}(\epsilon) = \int_0^1 \int_{y_{i1}<0} \int_{y_{i2}} ... \int_{y_{ip_1}} y_{i1}^T E \left[ \exp(\beta_{10}^T Z_i(t)) \frac{\{\beta_{20} + \beta_{30}^T Z_i(t)\}^2}{2} \bigg| \tilde{y}_{i1} = 0 \right]
\[
\int_0^1 \int_{y_{i1}>0} \int_{y_{i2}} ... \int_{y_{ip_1}} y_{i1}^T E \left[ \exp(\beta_{10}^T Z_i(t)) \frac{\{\beta_{20} + \beta_{30}^T Z_i(t)\}^2}{2} \bigg| \tilde{y}_{i1} = 0 \right]
\]

\[
f(y_{i1}, y_{i2}, ..., y_{ip_1}) \int_{\tilde{y}_{i1}} f(\tilde{y}_{i1}, 0) dy_{i1} dy_{i2} ... dy_{ip_1} d\Lambda_0(t)
\]

\[
\geq 0,
\]

where \( \beta_{20} \), \( \beta_{30} \), \( \beta_{30} \), and \( f(\tilde{y}_{i1}, 0) \) is the density function of \( \tilde{Y}_{i1} \) at \( 0 \), and \( f(Y_{i1}, Y_{i2}, ..., Y_{ip_1}) \) is the density function of \( (Y_{i1}, Y_{i2}, ..., Y_{ip_1}) \). Thus, \( G(\eta_0, \beta) - G(\eta, \beta) \geq 0 \) in a neighborhood of \( \eta \). Furthermore, \( G(\eta_0, \beta_0) - G(\eta_0, \beta) \geq 0 \) when \( \beta \) is in a neighborhood of \( \beta_0 \). Then, we conclude that \( (\hat{\eta}, \hat{\beta}) \) should converge to \( (\eta_0, \beta_0) \) in probability.

**Proof of Theorem 5.3.4**

Following the proof in the Theorem 4.3.4 of Chapter 4, we define that \( \eta_{n,u1} = \eta_0 + n^{-1}u_1 \), \( \beta_{n,u2} = \beta_0 + n^{-1/2}u_2 \), and \( W_{ij0} = \eta_0^T X_{ij} \), where \( u_1 = (a_1, a_2, ..., a_{p_1})^T \) and \( u_2 = (b_1, b_2, ..., b_{2p_2+1})^T \). We first obtain

\[
l_n(\eta_{n,u1}, \beta_{n,u2}) - l_n(\eta_0, \beta_0) = Q_n(u_1) + u_2^T \tilde{I}_n - \frac{1}{2} u_2^T I(\eta_0, \beta_0) u_2 + o_p(1),
\]
where

\[ Q_n(u_1) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \Delta_{ij} \left[ \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \right\} \right] \]

\[ = \left[ I \left\{ 0 \geq W_{ij0} > n^{-1} X_{ij}^T u_1, X_{ij}^T u_1 < 0 \right\} - I \left\{ 0 < W_{ij0} \leq n^{-1} X_{ij}^T u_1, X_{ij}^T u_1 \geq 0 \right\} \right] \]

\[ \times \frac{S_n^{(0)}(T_{ij}; \eta_{0,u_1}, \beta_0) - S_n^{(0)}(T_{ij}; \eta_0, \beta_0)}{S_n^{(0)}(T_{ij}; \eta_0, \beta_0)} \]

\[ \tilde{t}_n = n^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \int_{0}^{\tau} \left\{ \tilde{Z}_{ij}(t; \eta_0) - \frac{S_n^{(1)}(t; \eta_0, \beta_0)}{S_n^{(0)}(t; \eta_0, \beta_0)} \right\} dM_{ij}(t). \]

Obviously, the variable \( \tilde{t}_n \) converges weakly to a Gaussian variable following the normal distribution \( N(0, I(\beta_0)^{-1}\Sigma(\beta_0)I(\beta_0)^{-1}) \). Similarly, we further obtain \( Q_n = \sum_{i=1}^{n} (Q_i^+ - Q_i^-) + o_p(1) \), where

\[ Q_i^-(u_1) = - \frac{1}{n} \sum_{j=1}^{K_i} \Delta_{ij} \left[ \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \right\} - \int_{0}^{\tau} \phi_{ij}(t) d\Lambda_0(t) \right] \]

\[ I \left\{ X_{ij}^T u_1 \geq 0, 0 < W_{ij0} \leq n^{-1} X_{ij}^T u_1 \right\}, \]

\[ Q_i^+(u_1) = - \frac{1}{n} \sum_{j=1}^{K_i} \Delta_{ij} \left[ \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \right\} + \int_{0}^{\tau} \phi_{ij}(t) d\Lambda_0(t) \right] \]

\[ I \left\{ X_{ij}^T u_1 < 0, 0 \geq W_{ij0} > n^{-1} X_{ij}^T u_1 \right\}, \]

\[ \phi_{ij}(t) = Y_{ij}(t) \exp \left\{ \beta_{10}^T Z_{ij}(t) \right\} \left[ 1 - \exp \left\{ \beta_{20} + \beta_{30}^T Z_{ij}(t) \right\} \right]. \]

We first show that the finite dimensional convergence holds for \( \sum_{i=1}^{n} Q_i^+ \) (the same holds for \( \sum_{i=1}^{n} Q_i^- \)), and we will identify its limit process based on this finite dimensional convergence. Let \( v_1, v_2, ..., v_S \) be a sequence of vectors, \( H_i^{(1)}, ..., H_i^{(M)} \) be the order statistic of all subjects \( (X_{i1}^T v_1, ..., X_{i1}^T v_S, ..., X_{iK_i}^T v_1, ..., X_{iK_i}^T v_S) \) in the cluster \( i \), and \( q(1), ..., q(M) \) be the unique ordered sequence of \( q_1, ..., q_M \), where \( S \leq M \leq K_i S \). We then define set \( A_{i,s} = \left\{ H_i^{(s-1)} < 0 < H_i^{(s)} \right\} \) for \( 1 \leq s \leq M \) and let \( A_{i,0} \) be the set of \( H_i^{(M)} \leq 0 \). The purpose is to obtain the limit distribution of any linear combination \( \sum_{s=1}^{M} q_s Q_n(v_s) \), where \( q_1, ..., q_M \) are
any fixed constants.

Let
\[
\eta_{ij} = -\Delta_{ij} \left( \{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \} - \int_0^\tau \phi_{ij}(t) d\Lambda_0(t) \right),
\]

and
\[
\eta_{ij} = -\Delta_{ij} \left( \{ \beta_{20} + \beta_{30}^T Z_{ij}(T_{ij}) \} + \int_0^\tau \phi_{ij}(t) d\Lambda_0(t) \right).
\]

Since the cluster sizes are not fixed, then the characteristic function for \( Q_n^+(u_1) \) is expressed as
\[
\phi_n^+(t) = \left\{ \mathbb{E} \left( \exp \sum_{s \leq M} \eta_{ij} \sum_{j=1}^n \eta_{ij} \left| K_i = m \right. \right) \right\}^n = \left\{ \sum_{m=1}^K P(K_i = m) \mathbb{E} \left( \exp \sum_{s \leq M} \eta_{ij} \left| K_i = m \right. \right) \right\}^n,
\]

where \( K = \max(K_i) \) is the maximum cluster size. In addition, similar to the argument in Theorem 3 in Chapter 3, if there are more than two subjects in the same cluster satisfying \( W_{ij0} > 0 \), then the weighted summation of \( \mathbb{E} \left\{ \exp \left( it \sum_{s \leq M} \eta_{ij} \left| K_i = m \right. \right) \right\} \) under those cases equals to \( o(1/n) \). Thus, we define the set \( S_{m1}^+ = \{ K_i = m, \text{only one } \eta_{ij} X_{ij} > 0, \text{all the other } \eta_{ij} X_{ij}, ..., \eta_{ij} X_{im} \leq 0 \} \), and \( S_{m1}^+ \) is the \( j \)th element in the set \( S_{m1}^+, j = 1, ..., m \). We have

\[
\mathbb{E} \left\{ \exp \left( it \sum_{s \leq M} \eta_{ij} \left| K_i = m \right. \right) \right\} = 1 + \sum_{s=1}^M P(A_{i,s} \left| K_i = m \right. \sum_{j=1}^m P(S_{m1}^{j+} \left| K_i = m, S_{m1}^+ \right) \right.
\]

\[
\left( \mathbb{E} \left[ \left( I(0 < W_{ij0} < H_i^{(s)})/n \right) e^{\eta_{ij}(q_{s} + q_{s+1})} - 1 \right] \left| A_{i,s}, K_i = m, S_{m1}^{j+} \right) \right.
\]

\[
+ \mathbb{E} \left[ \left( I(H_i^{(s)})/n \leq W_{ij0} < H_i^{(s+1)}/n \right) e^{\eta_{ij}(q_{s} + q_{s+1})} - 1 \right] \left| A_{i,s}, K_i = m, S_{m1}^{j+} \right) + ...
\]

\[
+ \mathbb{E} \left[ \left( I(H_i^{(S-1)})/n \leq W_{ij0} < H_i^{(S)}/n \right) e^{\eta_{ij}(q_{s} + q_{s+1})} - 1 \right] \left| A_{i,s}, K_i = m, S_{m1}^{j+} \right) \right).
\]
Since

\[
P(A_{i,s} | K_i = m) = \sum_{j=1}^m P(S_{m1}^j | K_i = m, S_{m1}^j)
\]

\[
E \left[ I(H_i^{(s)} / n \leq W_{ij0} < H_i^{(s+1)} / n) e^{(q(s+1) + \ldots + q(S))i\theta_{ij}} | A_{i,s}, K_i = m, S_{m1}^j \right]
\]

\[
= n^{-1} \sum_{j=1}^m \left[ (H_i^{(s+1)} - H_i^{(s)}) I(A_{i,s}) \{ e^{(q(s+1) + \ldots + q(S))i\theta_{ij}} - 1 \} | W_{ij0} = 0+, K_i = m, S_{m1}^j \right]
\]

we conclude that

\[
\left[ E \left\{ \sum_{m=1}^K P(K_i = m) \exp \left( it \sum_{s=1}^M q_s Q_i^s (v_s) | K_i = m \right) \right\} \right]^n
\]

\[
= \left[ \sum_{m=1}^K P(K_i = m) \right]
\]

\[
\left\{ 1 + n^{-1} f_{W_{ij0}} (0+) \sum_{j=1}^M \sum_{s=1}^m \left( E \left[ H_i^{(s)} I(A_{i,s}) \{ e^{(q(s+1) + \ldots + q(S))i\theta_{ij}} - 1 \} | W_{ij0} = 0+, K_i = m, S_{m1}^j \right]
\right)
\]

\[
+ E \left[ (H_i^{(s+1)} - H_i^{(s)}) I(A_{i,s}) \{ e^{(q(s+1) + \ldots + q(S))i\theta_{ij}} - 1 \} | W_{ij0} = 0+, K_i = m, S_{m1}^j \right] + ...
\]

\[
+ E \left[ (H_i^{(S)} - H_i^{(S-1)}) I(A_{i,s}) \{ e^{(q(s))i\theta_{ij}} - 1 \} | W_{ij0} = 0+, K_i = m, S_{m1}^j \right] + O(n^{-2}) \right\} \right]^n.
\]

So it converges to

\[
\exp \left\{ f_{W_{ij0}} (0+) \sum_{m=1}^K P(K_i = m) \right\}
\]

\[
\sum_{s=1}^M \sum_{k=s}^m \sum_{j=1}^M \left( E \left[ (H_i^{(k)} - H_i^{(k-1)}) I(A_{i,s}) \{ e^{(q(k) + \ldots + q(M))i\theta_{ij}} - 1 \} | W_{ij0} = 0+, K_i = m, S_{m1}^j \right] \right).
\]

Recall

\[
Q^+(u_1) \equiv \sum_{m=1}^K \sum_{q=1}^m \sum_{x_{i1}, \ldots, x_{im}} \sum_{0 \leq u_{mq} \leq V_{mq,l}^+ (x_{i1}, \ldots, x_{im}, x_{iq}^I u_1)} V_{mq,l}^+ (x_{iq}),
\]

where $V_{mq,l}^+ (x_{iq})$ is a random variable with the conditional distribution of $\eta_{iq}^+$ given $W_{iq0} = 0$, $K_i = m$, and $X_{iq} = x_{iq}$ and it is assumed to be independent for any $x_{iq}$ and $u_{mq} (x_{i1}, x_{i2}, \ldots, x_{im}, t)$
is a multivariate Poisson process with Poisson intensity

\[ E[v_{mq}^+(d\mathbf{x}_{i1}, ..., d\mathbf{x}_{im}, dt)] = f_{X_i}(\mathbf{x}_i)f_{W_{iq}}(0+)p(m)P(S_{m1}^m = m, S_{m1}^m)\,dx_{i1}dx_{i2}...dx_{im}dt, \]

where \( f_{X_i}(\mathbf{x}_i) \) is the joint density of \((\mathbf{X}_{i1}, ..., \mathbf{X}_{im})\) and \( t > 0 \). We want to show that the limit distribution of \( \sum_{s=1}^M q_s Q_n(\mathbf{v}_s) \) is the same as \( \sum_{s=1}^M q_s Q(\mathbf{v}_s) \). To this end, we note

\[
E \left[ \exp \left\{ it \sum_{s=1}^M q_s Q(\mathbf{v}_s) \right\} \right] = E \left[ \exp \left\{ it \sum_{m=1}^K \sum_{q=1}^M \sum_{s=1}^M q_s I(\mathbf{X}_{iq} \in A_{i,s}) \right\} \right]
\]

\[
= \sum_{k=s} S \sum_{k=s} \sum_{0 \leq t \leq v_{mq_{iq}}^+(d\mathbf{x}_{i1}, ..., d\mathbf{x}_{im}, H_{i}^{(k)})} \exp \left\{ it I(K_i = m) \sum_{\mathbf{X}_{i1}, ..., \mathbf{X}_{im}} I(\mathbf{X}_{iq} \in A_{i,s}) (q(k) + ... + q(M)) \right\}
\]

\[
= \prod_{m=1}^K \prod_{q=1}^M \prod_{k=s}^M E \left[ \exp \left\{ it I(K_i = m) \sum_{\mathbf{X}_{i1}, ..., \mathbf{X}_{im}} I(\mathbf{X}_{iq} \in A_{i,s}) (q(k) + ... + q(M)) \right\} \right]
\]

where the last equality uses the fact that \( v_{mq_{iq}}^+(d\mathbf{x}_{i1}, ..., d\mathbf{x}_{im}, H_{i}^{(k-1)}, H_{i}^{(k)}) \) is independent for each \( k \) for given \( \mathbf{X}_{iq} \) and \( V_{mq_{iq}}^+(\mathbf{X}_{iq}) \)'s are all i.i.d. We note that for a given \( \mathbf{X}_{iq} \),

\[
\sum_{0 \leq t \leq v_{mq_{iq}}^+(d\mathbf{x}_{i1}, ..., d\mathbf{x}_{im}, H_{i}^{(k-1)})} (q(k) + ... + q(S)) V_{mq_{iq}}^+(\mathbf{X}_{iq})
\]
is a weighted summation of independent compound Poisson processes, where the Poisson rate is 

\[ (H^{(k)}_i - H^{(k-1)}_i) f_{X_i}(\mathbf{x}_i) f_{W_{iq}}(0^+) p(m) P(S_{m1}^+ | K_i = m, S_{m1}^+) d\mathbf{x}_{i1} d\mathbf{x}_{i2} ... d\mathbf{x}_{im}, \]

so its characteristic function is given as

\[
\exp \left\{ f_{W_{iq}}(0^+) f_{X_i}(\mathbf{x}_i) p(m) P(S_{m1}^+ | K_i = m, S_{m1}^+) (H^{(k)}_i - H^{(k-1)}_i) \right\}
E \left[ e^{it(q(k) + ... + q(S))} \eta_{iq} - 1 \bigg| X_i = \mathbf{x}_i, W_{iq0} = 0, K_i = m, S_{m1}^+ \right] d\mathbf{x}_{i1} d\mathbf{x}_{i2} ... d\mathbf{x}_{im} \right\}.
\]

Hence, we obtain

\[
\mathbb{E} \left[ \exp \left\{ it \sum_{s=1}^S q_s Q(v_s) \right\} \right] = \exp \left\{ \sum_{m=1}^K \sum_{q=1}^m \sum_{s=1}^S \sum_{k=s}^S \mathbb{E}_{X_i} \left[ I(A_{i,s}) f_{W_{iq}}(0^+) (H^{(k)}_i - H^{(k-1)}_i) I(K_i = m) \right. \right.
\]
\[
\left. \times \mathbb{E} \left[ e^{it(q(k) + ... + q(S))} \eta_{iq} - 1 \bigg| X_i = \mathbf{x}_i, W_{iq0} = 0, K_i = m, S_{m1}^+ \right] \right]\right\},
\]

which is the same as the limit distribution of \( \sum_{s=1}^S q_s Q_n(v_s) \). Finally, because of argmax continuous mapping theorem, \( n(\tilde{\eta}_n - \eta_0) = \arg \max_{u_1} Q_n(u_1) + o_p(1) \) and it converges weakly to \( \arg \max Q(s) \).
CHAPTER 6: SUMMARY AND FUTURE RESEARCH

In epidemiological studies and clinical trials, it is essential to identify the high-risk individuals for certain diseases based on prognostic biomarkers measured at baseline. The change point models become more and more popular in survival analysis for predicting the survival probability of individuals. In this dissertation, we have investigated the generalized change-point models for both univariate and clustered censored data.

Clustered survival data are commonly seen in large epidemiology studies because of its cost-efficiency in sampling. In Chapter 3, we developed a Cox marginal model with an unknown change point based on a continuous covariate for clustered data. Our focus was on how to make inferences of the unknown change point and derive the asymptotic distributions of the change point estimator. We established the consistency and asymptotic distributions, which is the composite Poisson process, for the proposed change point estimator. Additionally, the consistency and asymptotic normality of the regression coefficient estimators are proved. In simulation studies, the proposed estimators produced virtually unbiased estimates and $m$ out of $n$ bootstrap generated satisfactory coverage rates of the confidence intervals. Additionally, the proposed SUP tests preserved type I errors under various occasions. We implemented the proposed methods in the Strong Heart Family Study (SHFS) and compared the findings with the results in Zhao et al. (2014).

The change point analysis based on a single covariate has been extensively studied for the univariate case. Motivated by the growing popularity in classifying the high-risk individuals based on multiple covariates, we developed a Cox proportional hazards model with a change
hyperplane for univariate survival data in Chapter 4. The consistency and asymptotic distribution of an integrated composite Poisson process were established for the proposed change hyperplane estimators. To generate the confidence intervals of each change hyperplane parameters, we generalized the algorithm to select \( m \) for multi-dimensional parameters in the \( m \) out of \( n \) bootstrap. In simulations, the proposed estimators performed well by yielding virtually unbiased estimates and the \( m \) out of \( n \) bootstraps produced proper coverage rates. The SUP test preserved the type I error in testing the existence of the change hyperplane effect. In addition, we applied our proposed method to the Cardiovascular Health Study.

To gain a broader application of the change hyperplane model, we extended the proposed change hyperplane model to clustered event data in Chapter 5. Specifically, we proved the asymptotic properties of the proposed estimators. In simulation studies, the proposed inference approaches performed well for the cases of small and larger clusters. The Strong Heart Family Study was analyzed to verify the existence and evaluate the effect of a change hyperplane based on the LTL and lipid profiles.

The future work includes:

Firstly, we have considered the situation that there is only one “jump” effect in a single continuous covariate or a linear combination of the multiple risk factors. However, in reality, there may exist multiple change point or change hyperplane effects. For example, instead of categorizing the participants into low and high risk groups, we may further define a moderate risk group, which provides a more accurate evaluation of the risk categories for each individual. In this case, the inference procedures and the asymptotic properties proposed for the single change point or change hyperplane cannot be directly extended to the model with multiple change points or change hyperplanes. Muggeo (2003) proposed to apply the piecewise terms to address multiple change points in risk factors regression models. Goodman et al. (2011) proposed multiple change points in time in piecewise constant hazards function. Here, we can consider a spline-type estimation approach (Molinari et al. 2001) for the multiple
change point or change hyperplane models in the future.

Secondly, we developed the change point or change hyperplane model based on the Cox proportional hazards model and Cox-type marginal hazards model for univariate and clustered survival data, respectively. However, O’neill (1986) demonstrated that fitting the Cox proportional hazards model could cause substantial bias if the underlying failure time distribution follows an additive hazard model. In this case, the additive risk models are desirable for the situation when the hazard function has a linear relationship with the risk factors. The change point analysis in additive hazards models has been studied for the change point based on an unknown time. Yao (1986) proposed a constrained maximum likelihood estimator to estimate the change point in time, and proved the consistency and asymptotic distribution of the proposed estimator. Chang et al. (1994) proposed an Nelson-Aalen type estimator for the cumulative hazard function and constructed a functional form of the proposed cumulative hazard function to estimate the change point. They further established the consistency, the convergence rates of $1/n$, and the asymptotic distribution of the proposed estimator. Later, Gijbels and Gürler (2003) proposed a least square estimator based on the slope of the cumulative hazard function. In their paper, they compared all three approaches in the simulation studies and found that the least square estimator has less bias and larger variances than the other two approaches. So another feasible extension is to generalize the change point or change hyperplane model to the additive hazards models.

Thirdly, to our best knowledge, there was a lack of methodology for the goodness of fit test to validate the reason to apply the change point model. So far most applications of the change point model have been explained by the underlying biological findings. It is of utmost interest to develop a goodness of fit test to detect the functional form of a covariate or a function of multiple covariates. Such methodology can help the researchers to decide whether to apply the change point analysis or not.
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