ABSTRACT

CHARLES W KINSEY. Dosinetry of CustomlInserts for Electron
Beans Produced by a Varian Cinac 1800: Effect on Dose
Qut put and Mean I nci dent Energy.

Cust om zi ng of electron beamtreatnent dinensions is a
common clinical technique. The degree in which the neasured
energy and dose output for a particular beamvaries depends

on the degree of Dblocking and the nom nal energy of that

beam Publi shed neasurenents for the Varian Clinac 1800 are
sparse and neasurenents for each custominsert nanufactured
are tinme consuni ng.

Rel ative output and nean incident energy measurenents
were performed for 160 nom nal beam energy / cone / insert
conbi nati ons on a Varian 1800 at the Rock Hi Il Radiation
Therapy Center in Rock Hill, South Carolina.

Rel ati ve output neasurenents of the manufacturer sup-
plied cones indicated no consistency in the data for all
nom nal beam energies. For exanple, the variation in rela-
tive output for increasing treatnment field dinensions for
the 6 MeV beamis different than for the 20 MeV beam  For
custom square inserts within each cone, however, the data
presented consi stent behavior for all beams. The "square
root" nodel for approximating relative output worked well
with the customsquare inserts and rectangular inserts with

arelatively lowlength to wdth ratio. For rectangul ar
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inserts with a high length to width ratio, the nodel exhib-
ited a positive bias for all nom nal beam energies and
cones. It is theorized this bias may be due to the need to
extrapol ate the neasured data for very small dinmensions. By
using sone alternative measurenent technique for these
smal | er di mensions, the bias may be reduced to an acceptable
| evel .

The resulting energy measurenents using the manufactur-
er supplied cones and inserts were mmcked by the use of
custominserts defining the same square di nensions for each
cone. These data showed no effect of the inserts / cones on
mean incident energy for the 6 MV, 9 MV, and 12 MeV nom -
nal beamenergies. An effect on mean incident energy for
the 16 MeV and 20 MeV beans was noted only for the cases of
the 4x4 and 6x6 inserts and for cases of rectangular inserts
with a high length to width ratio. The "square root" node
for approxi mating mean incident energy appeared to be a

valid predictive tool for these neasurenents.
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1.0 |1 NTRODUCTI ON

1.1 dinical Use of El ectron Beans

M crowave- powered el ectron |inear accelerators have
becone a popular tool for the treatment of cancer in the
practice of radiation therapy. One class of these accelera-
tors, known as high energy nedical Iinacs, can deliver x-ray
bean(s) of either single or dual energy and el ectron beans
of multiple energies over a relatively broad surface area.

El ectron beams with their high surface dose delivery
and characteristically sharp dose fall-off with depth are
Ideal for the treatnment of relatively superficial tunors
such as skin lesions, cancers of the head and neck area, and
postoperative breasts and chestwalls.(10) It has been
estimated that electron beamtherapy is indicated as either
the primary node or as an adjunct to x-ray treatment for
approxi mately 10% of the patients treated in a radiation

t herapy clinic.(10)

1.2 Varian dinac 1800 El ectron Beam Producti on

One nodel of linear accelerator that generates dual x-

ray energies and five electron energies and is the subject
of this study is a Ginac 1800 manufactured by Varian Asso-
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ciates. Briefly, this accelerator produces a clinically
acceptabl e el ectron beamby the following (see Figure 1):
First, a streamof electrons is introduced by an
"electron gun" into a klystron powered accel erat or
guide which will generate a current of an average
speci fi ed energy.
Second, this current enters a bending magnet which
produces a coarse steering of the electron current
and behaves as a discreet energy w ndow for the
el ectrons.
Third, the steering of the electron current exit-
ing the bending magnet is nore finely adjusted by
el ectromagnetic steering coils so the electrons
will inpinge onto a scattering foil. The interac-
tion of the electron current with the scattering
foil generates a broad el ectron beam
Fourth, this broad beamis first collimted or
shaped by interleaved x-ray collimtors. Second-
ary collimation is then performed by an attachment
made of a fiberglass frame with al um num baffl es

at varying distances fromthe source and a stee

insert located at the exit end of the attachnent.

This insert defines the actual dinensions of the

el ectron beam produced for clinical use.
The manufacturer supplies a group of these attachments,
call ed applicators or cones. Each cone in conbination wth
its insert defines a predetermned square field dinension
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Figure 1. Varian Cinac 1800: A sinplified schematic diagreun indicating
the maj or conponents discussed in the text.
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1. 3 Custom Shapi ng of the El ectron Beam

One difficulty with attenpting clinical use with only
t hese square dimension inserts is that cancerous tunmors very
rarely are shaped as squares. A nechanismis available for
the user to manufacture custom shaped inserts using a high-Z
metal alloy and attach themto the supplied cones to custom
ize the treatnment field to the individual's case. This
allows the clinician greater flexibility in sparing non-
cancerous regions on / in the patient.

A possi bl e uncertainty in treatnment is introduced by
using these custominserts. The placing of a custom shaped
slab of high-Z material into the electron beams path to
modify the treatnent field dimensions nay neasurably affect,
within the effective treatment field, the characteristics
used as criteria for clinically acceptable use. The possi-
bl e nodification of beam characteristics by the use of

custominserts is the subject of this study.

1.4 Beam Characterictics Definitions

Two of the characteristics used to indicate the accept-
able clinical use of an electron beam are a neasured ab-
sor bed dose delivered or dose output and a measured nean

i nci dent energy.
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1.4.1 Dose CQutput and Rel ative Qut put

Dose output is defined as the absorbed dose (usually in

units of gray (Gy) or centigray (cGy)) delivered at a depth
of maxi mum dose build-up (D«««) w thin a neasurenment phan-
tom In practice, this nmeasurenment is taken at the centra
axis of the beamw th a National Bureau of Standards (NBS)
traceabl e calibrated ionization chanber and el ectroneter
conbi nation. The collected ionization data is then convert-
ed to absorbed dose by the application of an accepted cali-
bration protocol. For this study, the AAPM TG 21 (American
Associ ation of Physicist in Medicine Task G oup 21) calibra-
tion protocol is used.(11) Wth this protocol the ioniza-
tion readings, corrected for atmospheric conditions, are
converted to absorbed dose in the phantom material or nedi um

by the expression

DM- MKNMX( L/ p) i L AXP, AXPA) (1)
wher e Dm <9 = the absorbed dose at Dnxj. in the phanton1

medi um
M = the i oni zation readlng,
Ng* . the ion chanber's calibration factor,

(L/p)«|c"'"** = the restricted stopping power ratio,
Pi on = the chanber ionization reconbi nati on cor -

rection factor,

and Pj T-px = the chanber replacenent (electron fluence)
correction factor. (11)

|f the phantommaterial is water, as is true in the present
study, Dmei = Dwi=-B. |f the phantomis not water, then the

expressi on
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wher e Dwt «e = the absorbed dose at Dnm>c in water,
Dma = equation 1,

(S/p)mcca’ "' *=+*'" = the unrestricted stopping power
rati o,
and Om<a®*=e'' = the el ectron fluence phantom correc-

ti on factor
i s needed. (11)

Paral l el plate ionization chanbers in the accel erator
are used to continuously nonitor the generated radiation
The units of measurement for these chanbers are designated
nmonitor units (MJ). During accelerator calibration, the
el ectronics for these chanbers are adjusted such that for a
designated defined field size (in this case 10 cmx 10 cm
di mensi ons) a dose output of 1.00 cGy/MJis nmeasured in a
phantom at Dmx«. For other field sizes or cones, the dose
out put nust be neasured and is reported relative to the
designated field size. These dose outputs are called rel a-
tive outputs. TG 21 protocol does not specifically address
how t hese rel ative outputs should be neasured which has
resulted in two basic techniques as to how these neasure-
nments are perforned. One technique is that for each field
size the ionization neasurenents are perforned at the depth
of maxi mum dose (i.e. Dm>c} and the dose outputs are cal cu-
| ated using equations 1 and 2. The other is to take ioniza-
tion neasurenents at the depth of nmaxi mum i onization for
each field size and calculate ratios to the ionization
nmeasur enents obtained at the depth of maxi mumionization for
the 1.00 cGy/ MJ designated field size discussed previously.

For this study, the neasurement at maxi numionization depth

and the calculation of ratios technique is used.
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1.4.2 Mean | ncident Energy

W have been using terms such as Dm x w thout precisely
defining howit is found. Dnmx is found by initially ac-
quiring an ionization intensity versus depth bel ow surface
data set. This involves placing the probe at various depths
along the central axis of the beam and collecting ionization
data at each depth. These ionization data are then convert -
ed to absorbed dose by the use of equations 1 and 2. The
resulting data set is called a percent depth dose (%D
curve. The depth at which the maxi num absorbed dose occurs
I's designated DM There is also a depth at which naxi num
| oni zation is measured. This depth is |abeled Rxoo. It
shoul d be noted by the reader that Ri oo nay or nmay not be
equal to Dnx, .

The depth at which the ionization intensity is reduced
to one-half of the maximum value is | abeled Rso. The TG 21
protocol uses this value, when expressed in centineters, to

cal culate the nean incident energy (Eo) by the expression.

(11)
N_2.33-/~X/25p. (3)

This nean incident energy value is used to acquire from
tables supplied with the protocol the restricted stopping
power ratios used in equation 1 and the unrestricted stop-
ping ratios and the electron fluence correction val ues used

in equation 2.
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The constant 2.33 MeV/cmfor equation 3 was obtained by
assunning plane-parallel, infinitely vide nonoenergetic
el ectrons incident upon a seni-infinite water phantom (11)
Sone comnmercial software packages include table |ook-up
values for this *' constant** that is dependent upon the field

size of the beam Using this table |ook-up method, two

el ectron beans of different field sizes with the exact sane

Rbo val ue could have different Be values. Since both cal cu-~

lation techniques (i.e. 2.33 MeV/cmfor all beans vs. a
seperate constant for each field size) are currently being
used by the nedical physics comunity, it is felt that
reporting Ee values for each beam/ insert conbination in
this study could be a source of confusion that could either
mask or accentuate the effect of the insert. Therefore, the
Roo value in units of centimeters for a specified nom nal
beamenergy with its selected insert will be used as the
energy measurenment criteria for this study.

The term nom nal beamenergy will be used to identify
each beam by the | abel ed beam energy specified by the nmanu-
facturer. An example of this would be that for the beam
with a nomnal beamenergy of 6 MeV (i.e. |abeled by the
manuf acturer) the nean incident energy is 4.9 MeV (i.e.

cal cul ated by equation 3).

1.5 Study Criteria Limts

One way of assuring clinically acceptable treatnent
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wth a customlinsert is to neasure the mean incident energy
and relative output of the specified beamin a phantomwith
the custominsert in place. This is a tine consum ng pro-
cess and is difficult to schedule in a busy clinic before
patient treatment is started. The ability to predict both
when and by how much a custominsert affects a beams rel a-
tive output and mean incident energy prospectively would be
of use clinically in the real mof increased quality of pa-
tient care and increased task scheduling efficiency of

dosi netry personnel .

3,,$,1 PQqtttvQ QutPM

It has been estimated that the uncertainty inherent in
measuring el ectron beam dose output is approximately one
percent.(6) A criterion previously used as to a clinically
acceptabl e predictive nodel for dose output relative to
actual measurenments is that predicted value should be wthin
one percent of actual measured value.(7) This amount of
accepted uncertainty falls well within the reconmended upper
limt of uncertainty for total dose delivery to a target
vol ume, which is usually taken at five percent.(4) For
acceptabl e nodel prediction of relative outputs conpared to

measured data, we will use a criterion of one percent varia-

tion.
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1.5.2 Mean I ncident Energy fR»«)

The uncertainty in energy nmeasurenents by using the Rbo
val ue i s dependent on the type and di mensions of the nea-

surement probe and the precision of measurenment probe place-

ment wthin the phantom This will be discussed in section
3. 0.

For this study, the variation limt for acceptable
model prediction will be set by one of two options. One, the
limt will be set to equal the estimated uncertainty of Rbo
measurenent. Two, the limt wll be set to equal the dif-
ference in depth between the neasured Rbo val ue and either
the measured Rss (i.e. 55% of maximumionization depth) or
the neasured R*b (i.e. 45% of maximumionization depth)
val ues for that specific nomnal beamenergy. The choice of

which variation limt is applicable will be based upon which

criterion is the least restrictive.

1.6 study bl ecti ves

The purpose of this paper is two-fold. First, neasure-
ments of relative output and nean incident energy (Rbo) for
custominserts that define varying treatment field dimen-
sions wll be presented to add to the relatively sparse
dat abase for this type of information pertaining to high
energy Varlan accel erators. Second, the possible application
and testing of a previously devel oped predictive nodel (8)
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that estimates both the effect on dose output and nean

I nci dent energy for non-standard rectangular fields wll

al so be presented.
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2. 0 MODEL DEVELOPNMENT

2.1 AECL Therac 20 El ectron Beam Producti on

A nodel was presented by MIls, et al. (8) to predict
t he dose output for rectangul ar shaped el ectron beamfiel ds
for a Therac 20 Saturne accel erator manufactured by Atomc
Energy of Canada Limted (AECL). For this accelerator, the
beam of el ectrons exiting the accelerator structure is
spread into a broad beamw th a scanni ng guadrapol e magnet.
The col limation systemis conposed of primary interleaved
photon col limators and secondary collimators, called trinmn
nmers. These trimrers are physically attached to the prinary
collimators, therefore both sets open and close in synchro-
nization. The primary collimtors define a field dimension

5 cmgreater than the trimmers at 100 cmfromthe source. (8)

2.2 Rel ative Qutput Model

For nodel devel opnent, the el ectron beamis assuned to
be made up of a collection of pencil beanms. By using the
theory of nultiple coulonb scattering for electrons, an
expression was devel oped (8) that describes the spreading of
t hese pencil beanms fromthe scattering in air which begins
at the location of primary collimtors. Assum ng no energy

shift in the electron beamand ignoring the scatter off the


NEATPAGEINFO:id=FB3E0F65-0A3C-496B-AF25-3C07A48CAD62


- . R —

secondary collimtors, the follow ng expression was devel -
oped that predicts the dose output for a rectangul ar shaped

field. This expression which cane to be called the "square-

root nodel" is

where C*'* » the dose output of a rectangular field of
X~y di nensi ons,
O**'** » the dose output of a square field with
si de di nension X,

and 0'''* = the dose output of a square field with
si de di nensi on ¥.(8)

Appendi x A is a reproduction of the original article which
contains this equation's derivation (equation nunber 15).
This expression will be used as the predictive nodel to

estimate relative outputs for non-standard rectangul ar in-

serts.

2.3 Mean Incident: Bnerqy (Rbg) Model

The sane group of researchers presented an expression
to predict the beamenergy in the formof percent depth dose
(9DD) for rectangul ar shaped fields.(3) This expression has

the sane mathematical formas equation 4 and is given by

where DD>*'" » the %D of a rectangular field of
X,y di nensi ons,
DD>*..>* = the %D of a square field with side
di mensi on X,
and DDM" » the %D of a square field with side

di mensi on Y. (3)

Appendix B is a reproduction of the original article which
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contains this equation's derivation (equation number 17).
This expression will be used as the predictive nodel to

estimte Rso for non-standard rectangul ar inserts.

2.3 AECL Therac 20 and Varian Cinac 1800 Conpari son

A possible difficulty with applying the previously
presented expressions to a Varian dinac 1800 el ectron beam
Is that its mechanismfor the production of a broad el ectron

beamis different fromthe AECL Therac-20 Saturne for which

t he nodel was devel oped. Table 1 conpares sonme of differ-

ences between the two accel erators. Even with these differ-

ences noted, the present report focuses on the application

of these nobdels to our data.
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1 FUNCTION
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TABLE 1.
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t he treat nent

field.
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setting.
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3.0 MBASURBMVEMIT MBTHODS

3.1 Study and Measurenent Equi pnent

The accelerator to which these neasurenents apply is a
Vari an Associ ates' Cinac 1800 | ocated at the Rock Hil

Radi ati on Therapy Center located in Rock Hll, South Caroli-
na. This accel erator produces five electron beans with

nom nal beamenergies of 6, 9, 12, 16, and 20 MeV. Table 2
summarizes the field defining applicators or cones supplied
by the manufacturer with the nomnal primary collimator
openi ng di mensions for each cone / energy conbination,

A famly of field shaping nmetal alloy inserts of square
and rectangul ar shape were made for each cone. The di nen-
sions of the square inserts were chosen so that some woul d
mmc the defined field nade by a smaller cone di nension
One rectangular (i.e. length to wdth ratio greater than
one) insert with a small length to wdth ratio has side
di mensi ons that are bounded by the dimensions of the group
of custom square inserts for each specified cone. Another
rectangul ar insert with a large length to width ratio has
side dinensions that are larger and smaller respectively
t han the dimensions of the group of custom square inserts
for each specified cone. Table 3 sumarizes the actual
field defining inserts made for each cone.

For data acquisition, a beam scanner system nanufac-
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1 APPLI CATCR SI ZE COLLI MATOR SETTI NG

6 AND 9 MeV 12, 16, and 20
MeV
11x11
1 6X6' 20x20 11x11
10x10 20x20 14X14

15x15 20x20 19x19

20x20 2525 25%25
25%25 30x30 30x30

Both inserts used with 6x6 cone.

—— —

TABLE 2. Af)pl icator / cone sizes with Inserts supplied by
Varian. Al values are in units of centineters. (12)

—,__
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1 C(NE CUSTOM | NSERT

1 ox6 x4

5x5
4x5

3x6

|

10x10 x4

6X6
8x8
6x8

3x11

—

15x15 axa

6X6

8x8
10x10

8x11

3x17

TABLE 3. Custominserts manufactured with a | ow nmelting
All values are in units of

point metal alloy for all cones.

centi neters.

CONE

20x20

25x25

4x4
oX6
8x8
10x10
15x15
10x17
3x23

Ax4
oX0
8x8
10x10
15x15
20x20
10x23
3x28

18

CUSTOM | NSERT 1

1
1
1
1
1
1
1
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tured by MultiData Systens International Corp. was used.

This systemconsist of a 48 x 48 x 40 cmwater phantomw th
aut omat ed scanni ng mechani snms, two PTWnodel M2332 0.1 cc
I on chanbers (cavity dianeter = 0.35 c¢cm, and a controller
which is an | BM AT-conpati bl e desktop conputer running
proprietary software with acconpanying interface equi prent.
Data acquisition is performed with this system by
first, through software mani pul ation, devel oping an "acqui -
sition plan file" which will control the positioning within
t he water phantom of one probe designated the "measurenent
probe." The other probe is set in a fixed position in the
path of the beamand is designated the "reference probe."
Al data collected are relative to readings of this refer-
ence probe. This guards agai nst dose output rate (i.e.
cGy/mn.) fluctuations of the accelerator which could com
prom se the data from neasurenent techniques involving the
conti nuous repositioning of the neasurement probe in the
beams path while radiation is being delivered. Collected
data are stored in a separate "study file" for mathemati cal

and / or graphical manipul ation.

3.2 Rel ative Qutput Measurenents

For each cone / insert / nomnal beam energy conbi na-
tion, relative output neasurements were performed by col -
| ecting ionization data at Rxoo. This was acconplished by

the follow ng procedure;
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First, manually set the center of the neasurenent

probe at both the center of the defined field and

at the water surface of the phantom whi ch was

previously set at 100 cmfromthe "target** of the

accel erator.

Second, follow ng the recommendati on of Attix (1),
of fset the probe 0.75 tinmes the radius of the
probe's active volume (i.e. 0.1 cm) away for the
radi ation beam"target" for all of the data nea-
surenment points. Set this position to be the
scanning origin of the water phantom

Third, by conputer keyboard control, nove the
nmeasur ement probe to the previously detern ned
Rxoo depth (see Section 3.3) for a specified cone
/ insert / nom nal beam energy conbination

Fourth, collect the signal fromthe measurenent
probe with a PRM nodel SH 1 electroneter. This
will be the ionization data for that specific
conbi nati on.

Fifth, repeat the third and fouth steps until

ionization data for all cone / insert / nom nal

beam ener gy conbi nations are acquired.

| oni zation readings with the probe |ocated at Rxoo for

each cone / insert / nomnal beam energy combi nation were

normal i zed to the ionization readings with the probe at Rxoo

for the 10x10 cone with the manufacturer supplied insert for

each nom nal beamenergy. This yields relative output
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val ues that were calculated by the foll owi ng expression

, | ONI ZATI OK READI NGS) - "r A

| caazATi m readi ngs) ~gxio "'~
The 10x10 cone with Varian supplied insert conbination
for each beam had been previously calibrated to a val ue of
1.00 cGy/MJ at the depth of maxi mum dose (i.e. D»*m) wth a
NBS traceabl e calibration dosinetry system This system

consi sted of the sane PRM nodel SH-1 el ectroneter and a

Capi ntec nodel PR-06G Parmer-type probe.
3.3 Myan Incident Energy (Rbg) MeasMenentg

For Rbo neasurenents, relative ionization versus depth
curves were acquired. This was perforned for each cone /
insert / nomnal beamenergy by the follow ng procedure:

First, manually set the center of the neasurement

probe at both the center of the defined field and

at the water surface of the phantom which was

previously set at 100 cmfromthe "target" of the

accel erat or.

Second, follow ng the recommendation of Attix (1),

of fset the probe 0.75 times the radius of the

probe's active volume (i.e. 0.1 cm away for the

"target" for all of the data measurement points.

Set this position as the scanning orgin of the

wat er phant om

Third, place the reference probe in the path of
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t he beam but not at a location that would inter-

fere with the scanning nechani sm

Fourth, develop an acquisition plan that guides

the probe into the water phantom along the central

axis of the field at depth increnents of 0.1 cm

and to an absol ute depth past the effective range

of the electron beanis energy.

Fifth, with the systems electroneter tine con-

stant set at 0.2 seconds, have the probe pause 0.4

seconds at each depth increment or sanpling point.

Sixth, enter the command to begin the acqusition

of the ionization intensity vs depth data.

The scanning systemsoftware will automatically display the
lonization intensity vs. depth scan normalized to the maxi-
num ionization value. A printout is then acquired which
contains depths of maxi mumionization (Ri00), 50% of maxinmum
I oni zation (Rso), 55% of maxi mumionization (Rss), and 45%
of maxi mum i oni zation (R419) val ues.

The conbination of uncertainties in the previouly
described steps involved in probe positioning results in an
estimated uncertainty of 0.1 cmfor the measured Rso val ue.
Therefore, one pass / fail criterion for Rso nodel predic-

tion will be set at 0.1 cm
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4.0 RESULTS

4.1 Data Conbi nati ons

Rel ative output and ionization intensity versus depth
curves were measured for 180 nom nal beamenergy / cone /
I nsert conbinations. Thirty combinations vere with Varlan
supplied I'nserts, 100 conbinations vere with custom square
inserts and 50 conbinations vere vlth customrectangul ar

| nserts.

4.2 Rel ative Qutput Measurenents

Table 4 presents the relative output measurenents for
each nom nal beamenergy vith all cone / manufacturer sup-
plied Inserts. Figure 2 presents these data graphically. A
reviev of this graph indicates no consistent shape of the
curves for all beans. This could be due to the different
primary col limators settings for different cone / beam
combi nations and different construction dimensions for each
i ndividual cone as indicated in table 2. Table 5 presents
the relative output nmeasurements for all cone / square
insert / nomnal beamenergy conbinations. Figures 3

through 7 graphical ly present these data for each beam As
can be observed for these curves, there appears to be a

consi stent shape or trend for each nomnal beamenergy vith
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| cONB I NSERT 6 MeVv 9 MeV 12 MeV 16 vev )0 MeV 1
1 6X6 4x4* 0. 990 0. 981 0. 959 1.027 1 094 1
16)(6 6x6 1.015 1.016 0.982 1. 064 1 121 1
110)(10 10x10 1. 000 1. 000 1. 000 1. 000 1 000 1
115)(15 15x15 0. 993 0. 920 1. 002 0.971 0 943 1
120)(20 20x20 1. 068 0. 949 1. 015 0. 944 0 899 1
125x25  25x25 1. 052 0. 950 1. 020 0. 937 0.892 1

* Varian supplied insert for 6x6 cone.

TABLE 4. Relative output in units of cGy/MJ for Varian

supplied cones / Inserts with all values normalized to the
10x10 cone.
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GURE 2. Varian Cones. Relatjve output normalized to
e 10x10 cone for all nom nal beam energi es.
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JCONE | NSERT
| exe ax 4V
ax4a
5x5

6X6V

N

10x10 »

I Oxl OV

N

115x15 x4
6Xx6
8x8
10x10
15x1 5V
120520 2
6X6
8x8
10x10
15x15

20x20V

IN

125425 1+
6x6
8x8

1 10x10
15x15
20x20

25x25Vv

O r

=

=

© p B O 0°

P O O o O O

6 MeV

990
982
. 012
015
962
. 001
996
000
. 965
. 993
996
. 995
. 993
. 030
. 076
. 078
. 075
. 068
. 068
. 017
. 067
.072
. 071
. 064
. 059

. 052

TABLE 5. Rel ati ve out put
square inserts and Varian

10x10 cone.

9 MeV 12 MeV
0. 981 0. 959
0. 980 0, 948
1.013 0. 960
1.016 0. 982

A 0.924 0. 956
0. 990 0. 992
0. 998 0. 995
1. 000 1. 000
0.874 0. 956
0. 920 0. 998
0. 932 1.013
0. 930 1.012
0. 920 1.002
0. 895 0. 965
0. 955 1. 020
0. 962 1.031
0. 961 1.035
0. 956 1.029
0. 949 1. 020
0.904 0.979
0. 966 1.037
0.974 1. 047
0.974 1.049 "
0.964 J 1.040
0. 954 1.028
0. 950 1. 020

In units of
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16 vev o 20 MV 1

1.

1.

o O O p

=

O oo o o O O 0 0O o 00 O o 0 o0 o 09

027

016

. 036

. 064

. 968

. 992

. 995

. 000

. 937

. 961

972

980

. 971

923

. 951
. 957
. 962
. 958

. 944

934

. 966
. 973
. 969
. 966
. 951 !

. 937

1.094 1
1.064 1
1.082 1
t M1 1
0. 966 1
0.990 1
0.991 1
1.000 1
0.931 1
0.9411

o
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: cOy/ MJ for custom
square inserts normalized to the


NEATPAGEINFO:id=524EFD56-DC61-426B-8AC9-7B4F0C99DC8B


27
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FIGURE 3. 6x6 Cone. Relative output normalized to the
10x10 cone for all nom nal bean energies.
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FIGURE 4.  10x10 Cone. Relative output normalized to
the 10x10 cone £or all nom nal beam enerqgies.
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15x15 Cone.

Relative output normalized to

e 10x10 cone for all nomnal beam enezgies.
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FIGURE 6. 20x20 Cone. Relative output normalized to
the 10x10 cone for all nomnal beam energies.
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RE 7. 25x25 Cone. Relative out RUt normalized to
x10 cone £or all nomnal beam energies.
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each i ndi vi dual cone.

For the 15x15 cone and greater (figures 5 through 7),
this trend can be described as foll ows:

A maxi mum out put i s observed between the 8x8 and

10x10 inserts. Wth increasing square field di-

mension, the relative output changes in a |inear

fashion with a slight negative slope of approxi-

mately -0.002 cGy/HU per cmof square side dinen-

sion. Wth decreasing square dimensions, a nuch

sharper (3%to 6% non-linear drop in output is

obser ved.
The non-linear trend for snaller square dinensions is mnm
icked to a | esser degree in the 10x10 and 6x6 cone. (ne
abnormal ity for the 6x6 cone was an apparent difference
(especially for the higher energies) in output between the
Varian supplied 4x4 insert and a 4x4 custom made insert.
The data for the 4x4 and 5x5 custominserts were used for
relative output nodel prediction with non-standard custom
rectangul ar inserts.

Table 6 presents the relative output measurenents for
the two rectangul ar custominserts used in the present study
for each cone / nom nal beam energy conbination.

4.3 Mean I ncident Energy (Rbol

Table 7 presents nean incident energy (Rbo) neasure-
ments for all of the cone / manufacturer supplied insert
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| COVE
| sxe

110x10
115x15
120x20
125x25

TABLE 6.

rectangul ar inserts nornalize

INSERT 1 6 MV

4x5

3x6

6x8

3x11

8x11

3x17

10x17

3x23

10x23

3x28

1.

=

0.

000

. 980

. 993

. 953

. 004

. 951

. 061

. 011

. 063

977

Rel ative output in

© 0o o o oo 0o o o ©

9 MeV
997 0.
. 966 0.
. 983 0.
912 (0]
. 930 1
. 863 (0]
. 955 1
884 0.
. 946 1
. 873 o
units of
d to the

963

946

978

. 937

. 013

. 954

. 025

964

. 021

. 950

C

12 MV 16 MeV

=

. 023

=

. 013

. 978

o o

946

. 978

933

. 960

918

. 948

©o o o o o o

. 908

10x10 cone.
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20 Mev|

1.048 1
1.049 1
0.979 1
0.946 1
0.950 1
0.920 1
0.916 1
0.890 1

0.893 1
0.876 1

Gy/MJ for custon
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1 CO\B !nseRT 6 Mev 9 Mev 12 vev 16 MV )) |\/bv|
1 6X6 4x4* 2.2 3.4 4.3 5.7 6.6 1
| 6)(6 6x6 2.2 3.4 4.5 6.1 7.41
1 ].OX].O | 10x10 2.1 3.3 4.5 6.4 7 8 1
| 15)(15 15x15 2.2 3.4 1 45 6.3 7 8 1
| 20x20 20x20 2.2 3.4 4.5 6.4 7 9 1
1 25%25 | 25x25 2.1 3.4 4.5 6.4 .91

* Varian supplied insert for 6x6 cone.

TABLE 7. 50%of the ttaximuA ionization depth in centiaeters
for Varian supplied cones and inserts.
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FI GURE 6. Varian Cones. 50% of naxinun ionization
depth for all noainal beaa energies.
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conbinations. Figure 8 presents thes data graphically. As

can be seen, for the 6 MV, 9 MV, and 12 MeV nom nal beam
energi es, the Roo value remains constant for all conbina-

tions. For the 16 MeV and 20 MeV nom nal beam energi es,
these data indicate a Rao val ue decrease for the 6x6 cone
vith the 6x6 and 4x4 inserts.

Table 8 presents the nean incident energy (Rso) nea-
surenents for each cone vith their respective famlies of
custominserts. Figures 9 through 13 graphically present
these data for each beam A review of these graphs indicate
a Rso val ue decrease for the 16 MeV and 20 MeV nom nal beam
energies with the 10x10 and greater dinension cones' 4x4 and
6x6 inserts. This Rso decrease for the smaller inserts is
qualitatively simlar to that noted earlier with the cone /
manuf act urer supplied inset conbinations. The 6 MV, 9 MYV,
and 12 MeV nom nal beamenergies' data are constant for all
inserts which is again conparable to data for the individua

Table 9 presents nean incident energy (Rbo) measure-
nments for the two rectangular custominserts used in the

present study for each cone / nom nal beam energy conbina-

tion.

4.4 NMbdel Application

For application of the square root nodel for both
relative dose output and mean incident energy (Rwo) predic-
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1 CONE ! NSERT 6 Mev 9 mev 12 Mev 16 Mev Q) Nevl
]_ 6X6 4x4V 2.2 3.4 4.3 5.7 66 1
axa 2.2 3.3 1 4.4 5.8 1 6.8 l
5X5 2.1 3.3 4.4 6.2 7’3 1
1 66V 22 e “° 161 .41
1 10X10 ax4 \ 2.1 3.3 4.3 5.9 6.8 1
1 6x6 | Al A 3.3 4.5 6.3 7.6 1
8x8 2.1 3.3 4.5 6.4 | A A i
1 110kl OV 2.1 3.3 4.5 6.4 1 7.8 l
1 15X15 axa 2.2 3.4 4.4 6.0 7.0 1
1 6x6 2.2 3.5 4.6 6.3 7.6 1
8x8 2.2 3.5 4.6 6.3 7.7 1
10x10 2.2 3.5 4.6 6.3 7.8 1
1 15x15V 2.2 3.4 4.5 6.3 7.8 1
1 20X20 4x4 2.1 3.3 4.3 5.9 6.9 1
6X6 2.1 3.4 4.5 1 6.3 1 7.6 1
8x8 2.1 3.4 i 4.5 6.4 i 781
10x10 2.1 3.4 4.5 6.5 7.8 1
15x15 2.2 3.5 4.5 6.4 7.8 1
20x20V 2.2 3.4 4.5 6.4 7.9 1

4x4 J 2.1 3.3 4.3 58 J .
1 I 6X6 1 2211 3.4 451 6.3 9.2 %
8x8 2.2 3.4 4.5 6.4 8.01
10x10 2.2 3.4 4.5 6.4 8.0 1
15x15 2.2 3.5 4.6 6.5 8.1 1
' " 20x20 2.1 3.4 4.5 6.3 7.91
25x25V 2.1 3.4 4.5 6.4 .91

TABLE 8. 50% of aaxi num i Onization depth in centineters for
al | square custominserts and Varian supplied inserts.
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PIGURB 9. 6x6 Cone. 50% of naxinum ionization depth

for all noiiinal beam energies.
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FIGURE 10. 10x10 Cone. 50% of maxinua ionization depth
for all nom nal beam energies.
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FIGURE 11. 15x15 Cone. 50% of naxi»un ionization depth
for all noMnal bean energies.


NEATPAGEINFO:id=0E33CC61-A2A6-47A5-B7C0-3108A002E9E9


41

»e> MO AVIIi A NMKVR ««t

FIGURE 12. 20x20 Cone. 50% of maxiKua ionization depth

for all nom nal bean energies.
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FIGRE 13. 25x25 Cone. 50% of maxinlin ionization

for all noninal bean energies.
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| COMB !
1 6x6

1 10x10
15x15
20x20
1 2525

1
1
1

TABLE 9.

custon1rectangu|ar | nserts.

I NSERT

4x5
3x6

1 6x8
3x11
8x11
3x17
10x17
3x23
10x23

3x28

6 MV i 9 Mmev ! 12 MV

3

N

2.

2.

N N ONONNN

w W o W
A M w0 W

w © ®

3

N

N

1

16 Mev |

6
5
6.4
6

43

20 Mev|

6.9 1
6.7 1

AN A 1

~ NI NS
— OO W
_— PP - P

50% of maxinumionization depth in centinmeters for
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tion, a sinple table | ook up algorithmwas devel oped with
linear interpolation for field defining dimensions between
table values and |inear extrapolation for field defining
di nensi ons outside the table values. Exanples of this

al gorithm are:

Bxanple 1 - Relative output prediction using |inear
i nterpol ation and equation 4.

Cone: 20 cmx 20 cm
Beam 16 HeV

Tabl e: |

| nsert: 10 cmx 17 cm

onxy  (neasured) = 0.960 cGy/ MJ

O»««»«-0.962 coy/1flJ

pmar . gUj os”

Q7jrtT. 0.952 c | «7

(A0, 951 cay/ MU

Exanpl e 2 - Ener Rbo) prediction using |inear ex-
i trap%Ya{ion)a%d equation 5. J

Cone: 20 cmx 20 cm

Beam 16 MeV

Tabl e: lid

Insert: 3 cmx 23 cm

0D9>ca3 (measured Rbo value) » S.9 cm
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Tabl es 10a through | Ge present conparisons between the
measured and predicted values of the relative output for al
square and rectangul ar inserts for each cone and for each
nom nal beam energy, 6 MeV through 20 MeV respectively.

Tables 1l1a through lie present conparisons between the
nmeasured and predicted val ues of Roo for square and rectan-
gular inserts for each cone and for each nom nal beam ener-
gy, 6 MeV through 20 MeV respectively.

Table 12 contains the variation in depth val ues between
neasured Rbo and neasured R*b (or Rbb) for each nomnal beam

energy. These data are to be used as a possible pass / fail
criterion for Rbo nodel prediction.
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4G
1 Cone I nsert Cone Model Cone Mode 1
Meas. Pr ed. Pr ed. v ff. [mff 1

1 6X6 ax4av 0. 990 0. 990 0. 990 0. 0% 0.@%1
6x6V 1. 015 1.015  1.015 0. 0% 0.0%1

axa 0. 982 0. 990 0. 982 0.8% 0.0%1

5x5 1.012 1.015 1.012 0. 3% 0.0%1

4x5 0. 997 1.015  0.997 1.8% 0.0%1

3x6 0. 980 1.015  0.997 3. 6% 1.7%1

10x10 4ax4 0. 962 1. 000 0. 962 3. 9% 0.0%)1
6x6 1. 001 1. 000 1. 001 -0. 1% 0.0%1

8x8 0, 996 1.000 0.996 0. 4% 0.0%1

I OxI Ov 1. 000 1. 000 1. 000 0. 0% 0 0%1

6x8 0. 993 1. 000 0. 998 0. 7% 0 5%1

3x11 0. 953 1. 000 0. 972 4.9% 2 0%1

15x15 axa4 0. 965 0. 993 0. 965 2.9% 0 0%1
6x6 0. 993 0.993  0.993 0. 0% 0.0%1

8x8 0. 996 0. 993 0. 996 -0.3% 0.0%1

10x10 0. 995 0.993 0. 995 -0.2% 0 0%1

15xI 5V 0. 993 0. 993 0. 993 0. 0% 0 0%1

8x11 1. 004 0. 993 0. 995 -1.1% O 9%1

3x17 0.951 0. 993 0.972 4. 4% 2.2%]

TABLE 10a. 6 MeV. Relatijve QJ'[ put . Oorrpar| son bet ween

nodel prediction, assunption of no. effe
measur enent %OI’ Varl anngnd custom | nSEFS[:tS C%«PF ébsopu?gt ual

values are in units of cGy/MJ

NOTE:

Auff_fe_) x| CO
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1 Cone

I nsert

1 20x20 ax4

6x6
8x8
10x10
15x15
20x20V
10x17
3x23
1 25x25  »
6x6
8x8
10x10
15x15
20x20
25x25Vv
10x23

3x28

TABLE 10a ( cont

bet ween nn el REedl?tlogbr

actual measure

Meas.

. 030

. 076

. 078

. 075

. 068

. 068

. 081

. 011

. 017

. 067

. 072

.071

. 064

. 059

. 052

. 063

. 977

Cone

Pr ed.

1

1.

Rel atjve CUtput

assu
[ an

. 068

. 068

. 068

. 068

. 068

. 068

. 068

. 068

. 052

. 052

. 052

. 052

. 052

. 052

. 052

052

052

ngtlon of no e
and custon1|nserts

1

1.

Model

Pr ed.

. 030

. 076

. 078

. 075

. 068

068

.071

. 037

. 017

. 067

. 072

.071

. 064

. 059

. 052

063

020

absol ute values are in units of cGy/ M.

47

Cone Mbde 1
o O ]
3. 7% 0.0%1
om0 (1
-0.9% 0.0%1
-0.6% 0.0%1
0. 0% 0.0%1
o0 0,01
e 001
son 01
e 0]
s (0]
e (. 0%1
-1.8% 0.0%1
-1.2% 0 0%1
-0.6% 0.01
0.0% 0.0%1
-1.0% 0.0%1
7. 7% 4 4%1
Cbnparlson and

fect

Lgpne
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1 Cone | nsert

l 6)(6 4x4V

6xX6V
4x4
5x5
4x5

3x6

N

1 10x10 x4

3x11

IN

I 1xl5 o~
6X6
8x8

10x10

15x15V
8x11

3x17

TABLE 10b.. 9 MeV.

nodel redl F|on
measur enen

asSu
or Varran

Meas .

0. 981

1. 016

0. 980

1.013

0. 997

0. 966

0. 924

0. 990

0. 998

1. 000

0. 983

0.912

0. 874

0. 920

0. 932

0. 930

0. 920

0. 930

0. 863

Rel ative Qutput.

tion 0
nd cus

g

Cone

Pr ed.

O.

0.

0.

values are in units of cGy/MJ

981

. 016

. 016

. 016

. 016

. 016

. 000

. 000

. 000

. 000

. 000

. 000

. 920

. 920

. 920

. 920

. 920

920

920

[Oml

48

Model Cone Mode 1
Pred. oD f f (%D ff 1
0. 981 0. 0% 0 0% 1
1.016 0. 0% 0 0% 1
0. 980 3. 7% 0 0%1
1.013 0.3% 0.0%1
0. 996 1. 9% -0.1% 1
0. 996 5. 2% 3 1%1
0.924 8. 2% 0 0% 1
0. 990 1.0% 0.0%1
0. 998 0. 2% 0.0%1
I . 00O 0. 0% 0 0%1
0. 994 1.7% 1 1%1
0. 944 9. 6% 3 5%1
0.874 5.3% 0 0% 1
0. 920 0. 0% 0.0%1
0.932 -1.3% 0 0% 1
0. 930 -1. 0% 0 0%1
0. 920 0. 0% 0 0% 1
0. 930 -1.1% 0.0%1
0. 883 6. 6% 2.3% 1

Co so bet ween
? QPF bsog §Ctua
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| nsert

1 Cone

120x20 ==

6X6
8x8
10x10
15x15
20x20V
10x17
3x23
1 25x25
6X6
8x8
10x10
15x15
20x20
25x25V
10x23
3x28
TABLE 10b (cont

bet ween model
actual measur enent

Meas.

. 895

. 9565

. 962

. 961

. 956

. 949

. 955

. 884

. 904

. 966

. 974

. 974

. 964

. 954

. 950

. 946

. 873

Cone

Pr ed.

o O ©O

@]

0.

0.

redi t|on assu

. 949

. 949

. 949

. 949

. 949

. 949

. 949

. 949

. 950

. 950

. 950

. 950

. 950

. 950

. 950

950

950

O O o o o o

o O O O

o

0.

Model

Pr ed.

. 895

. 955

. 962

. 961

. 956

. 949

. 957

. 904

. 904

. 966

. 974

. 974

. 964

. 954

. 950

. 962

910

Rel ative Qutput.
tion of no effect

.49

Cone Mode 1
w1
6. 0% 0.0%1
oo 01
e 0]
e (0K
o (1
oo (1
_0.6% 0.2%1
7. 4% 2.3%1
s 01
e (]
-2.4% 0.0%1
ase () OK1
s 01
0w (01
0, 0% 0.0%1
0w LTI
8. 8% 4.2%1
Conpari son

or Varran ahd custominserts.
absol ute values are in units of cGy/MJ

gppe), and
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50

1 Cone I nsert Cone Model Cone Nbd@l 1
Meas. Pr ed. Pr ed. o f f i ff 1

1 6x6 aAx 4V 0. 959 0.959  0.959 0. 0% 0.0%1
5x6V 0. 982 0. 982 0. 982 0. 0% 0.0%1

4ax4 0. 948 0.982 0. 948 3.6% 0 0%1

5x5 0. 960 0. 982 0. 960 2. 3% 0 0%1

4x5 0. 963 0.982 0. 954 2. 0% ) 0 9%1

3x6 0. 946 0.982  0.954 3. 8% 0.8%1

1 10x10 4x4 0. 956 1.000 0.956 4.6% 0.0%1
6x6 0. 992 1. 000 0. 992 0.8% 0.0%)1

8x8 0. 995 1. 000 0. 995 0. 5% 0 0%1

| Oxl OV  1.000 1.000  1.000 0. 0% 0.0%1

6x8 0. 978 1. 000 0. 993 2. 2% 1 5%1

3x11 0.937 1. 000 0. 970 6. 7% 3 5%1

1 15)(15 axa 0. 956 1. 002 0. 956 4.8% 0 0%1
6x6 0. 998 1. 002 0. 998 0. 4% 0 0%1

8x8 1.013 1. 002 1.013 -1. 1% Olm%l

10x10 1.012 1.002  1.012 - 1. 0% 0.0%1

15x1 5V 1. 002 1. 002 1. 002 0. 0% 0 0%1

8x11 1.013 1.002  1.011 S1.1% -0.2% 1

3x17 0. 954 1.002  0.966 5. 0% 1,301

TABLE 10c, . 12 MeV: Relative
node red* Flon assungtlon1o
measur enen or Var|an nd custo

C? ar|son betmeen
values are in units of cGy/MJ

CRPF o P Fctual

noe
mi1nse
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I nsert

1 Cone

12020 4

6Xx6
8x8
10x10
15x15
20x20V
10x17
3x23
1 25x25  #
6X6
8x8
10x10
15x15
20x20
25x25V
10x23
3x28
TABLE 10c 80 nt.)..
e [ edl

bet ween no
actual nmeasurehents

0.

di ¢

FloPnVa

Meas.

. 965

. 020

. 031

. 035

. 029

. 020

. 025

. 964

. 979

. 037

. 047

. 049

. 040

. 028

. 020

. 021

950

Cone

Pr ed.

1.

1.

. 015

. 015

. 015

. 015

. 015

. 015

. 015

. 015

. 020

. 020

. 020

. 020

. 020

. 020

. 020

020

020

1.

0.

12 MeV:  Relative

foan &

Model

Pr ed.

. 965

. 020

. 031

. 035

. 029

. 020

. 030

. 975

. 979

. 037

. 047

. 049

. 040

. 028

. 020

036

982

t put
tion of no. effe
nd custom i nser

absolute values are in units of cGy/ M.

51

Cone \bdel 1
ot I ]
5. 2% 0.0%1
om0
-1.5% 0.0%1
e (01
e (01
o5 (), (%1
o (5]
s 111
4. 2% 0.0%1
e (,0%1
2o ()01
2o (), (]
S1. 9% 0.0%1
oo (O]
0.0 (041
010 L Gh
7. 4% 3.4%]1
Conpari son

q0p)
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1 Cone I nsert
Meas .
1 6X6 4x4V 1.027
6Xx6V 1. 064
4x4 1. 016
5x5 1. 036
4x5 1.023
3x6 1.013
1 10X10 axa4 0. 968
6x6 0.992
8x8 0. 995
I OxI OV 1. 000
6x8 0.978
3x11 0. 946
1 15x15 4ax4 0. 937
6x6 0. 961
8x8 0.972
10x10 0. 980
15xI 5v  0.971
8x11 0.978
3x17 0. 933
TABLE | Cd. 16 MV
nodel prediction, ,aSsSU

nmeasur enent for

Varian and

Cone

Pr ed.

1.

027

. 064

. 064

. 064

. 064

. 064

. 000

. 000

. 000

. 000

. 000

. 000

o O

val ues are in uni ts of cGy/ M.

© 0o o o ©

971

971

971

. 971

971

. 971

971

H

H

@]

o o o o©O

© o ©

o o o o0

Model

Pr ed.

. 027

. 064

. 016

. 036

. 026

. 026

968

. 992

995

. 000

993

979

937

. 961

. 972

. 980

. 971

. 975

. 946

Rel ative Qutput.
nption of no effect

custom 1nserts.

Cone

% T f

0.

O.

4.

a

=

0%

0%

7%

. 7%

. 0%

. 0%

. 3%

. 8%

5%

. 0%

. 2%

. 7%

. 6%

. 1%

. 1%

-1.0%

1
A O O

. 1%

. 7%

. 1%

52

Mode 1
0 f1 1
0.0% 1
0.0%1
0.0%1
0.0%1
0.3%1
1.3%1
0. 0%1
0. 0%1
0. 0%1
0. 0%1
1,501
3,501
0.0%1
0.0%1
0.0%1
0.0%1
0. 0%1

-0.3%1
1.41

Conparison between

Al l

(cone), and act ual
absol ute
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1 Cone I nsert
120x20 > ©
6x6 0.
8x8 0.
10x10 0.
15x15 0.
20x20V 0.
10x17 0.
3x23 0.
25x25 4x4 0.
6x6 0.
8x8 0.
10x10 0.
15x15 0.
20x20 0.
25x25V 0.
10x23 0.
3x28 0.

TABLE | d (cont.)

bet ween nodel P
actual measurenent

redi ction

Meas.

923

951

957

962

958

944

960

918

934

966

973

969

966

951

937

948

908

0.

0.

ar

Cone

Pr ed.

. 944

. 944

. 944

. 944

. 944

. 944

. 944

. 944

. 937

. 937

. 937

. 937

. 937

. 937

. 937

937

937

0.

0.

n an
absol ute values are in un| ts of cGy/ MU,

Model

Pr ed.

. 923

. 951

. 957

. 962

. 958

. 944

. 957

. 922

, 934

. 966

. 973

. 969

. 966

. 951

. 937

956

923

16 MeV: Rel atlve Qut
su tion

no €

53

Cone Mbde 1
e i L
2. 2% 0.0%1
0. 7% 0.0%1
-1. 4% 0 0%1
-1.9% 0, 0% 1
-1. 4% 0.0%J
oo {01
e 03]
2o 4]
o 0, 0h1
-3.0% 0.0%1
-3. 7% 0’ 0%]
-3. 3% 0.0%1
-3. 0% 0. O%J
s 01
0. 0% 0 O%J
(gl
s.2 1791
ut Oonparl son
fect (co

CUSt om | nser

e A
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1 Cone I nsert Cone
Meas. Pr ed.
1 6X6 4x 4V 1. 094 1. 094
6Xx6V 1.121 1.121
4ax4 1. 064 1.121
5x5 1.082 1.121
4x5 1.048 1.121
3x6 1. 049 1.121
110010 e oo o0
6x6 0. 990 1. 000
8x8 0.991 1. 000
Il oxl Ov  1.000 1. 000
6x8 0.979 1. 000
3x11 0. 946 1. 000
11515 wxa oo oo
6x6 0. 941 0. 943
8x8 0. 953 0. 943
10x10 0. 954 0. 943
15x1 5V 0.943 0.943
8x11 0. 950 0. 943
3x17 0. 920 0. 943
TAEL 20 MeV.  Relafive Qutp t
TRgeL B cf Lo 2538 EHOQUSP LA AL

val ues are inunits of cGy/ M.

Pr ed.

@]

@]

o

o o o

. 094

.121

. 064

. 082

. 073

. 073

. 966

. 990

. 991

. 000

. 990

. 979

931

. 941

. 953

. 954

. 943

. 952

Model

”F

Cone

o f f

0.

(0]

5

0%

0%

4%

. 6%

. 0%

. 9%

. 5%

. 0%

. 9%

. 0%

. 1%

. 7%

. 3%

. 2%

-1. 0%

-1.1%

- 0.

2.

. 0%

7%

5%

Model 1
Wwiff 1

0.0%1
0.0%1
0,001
0.0%1
2.4%1
2. 31
0.0%1
0.0%1
0.0%1
0,001
1.1%1
3,501
0,001
0. 0%1
0,001
0.0%1

0.0%1

0.2%1
1.3%1

ari son bet ween

CRIP) ap 200 P51
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55

1 Q)ne | nsert Cone Model Cone Nbdel 1

Meas. Pred. Pred. %I ff (%D f 1

1 20%20 axa 0. 906 0.899  0.906 - 0. 8% 0.0%1
6X6 0. 915 0. 899 0.915 -1. 7% 0 0%1

8x8 0.918 0. 899 0.918 -2.1% 0 0%1

10x10 0.921 0. 899 0. 921 -2.4% 0 0%1

15x15 0. 919 0. 899 0.919 -2.2% 0 0%1

20x20Vv ~ 0.899 0. 899 0. 899 0. 0% 0 0%1

10x17 0.916 0. 899 0.914 -1.9% . 0 2%1

3x23 0. 890 0. 899 0. 894 1. 0% 0 4%1

1 25)(25 axa 0.913 0. 892 0.913 -2.3% 0.0%1
6x6 0. 940 0. 892 0. 940 -5.1% 0 0%1

8x8 0. 939 0. 892 0. 939 -5.0% 0 0%1

10x10 0. 932 0. 892 0. 932 -4.3% 0 0%1

15x15 0. 924 0. 892 0. 924 -3.5% 0 0%1

20x20 0. 907 0. 892 0. 907 -1.7% 0 0%1

25x25Vv  0.892 0. 892 0. 892 0. 0% 0 0%1

10x23 0. 893 0. 892 0.915 -0.1% 7, 5%1

3x28 0.876 0. 892 0. 891 1.8% 1.7%1

TABLE | Ce (cont, 20 MeV:  Relative Qutput., Conparison

betman nndel REed|Ft|00, assunpt i on of ng ef f ect c?ne), and
actual measure arran and custominserts. *A
absol ute neasurenents are in units of cGy/ M.
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1 Cone I nsert Cone

Meas . Pr ed.

L 66 e 22 e
6x6V 2.2 2.2

ax4 2.2 2.2

5x5 2.1 2.2

4x5 2.1 2.2

3x6 2.1 2.2

LI e 2 2
6x6 2.1 2.1

8x8 2.1 2.1

I OxI ov 2.1 2.1

6x8 2.2 2.1

3x11 2.2 2.1

L1515 w22 20
6x6 2.2 2.2

8x8 2.2 2.2

10x10 2.2 2.2

15x| 5V 2.2 2.2

8x11 2.2 2.2

3x17 2.2 2.2

Model
Pr ed.
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A

N A

56

0.1 NA1
0.1 NA 1l
0.0 NA1

TABLE 11a. 6 MeV:  50% of Maxi numlonl zatlon De

arison assunption

f no effect

nea urenent F VA fan-and cus?on1|nse S.
text, model red|ct|on for this energy IS unnecessary.

values in units of centineters.

NOTE:

Diff " MA eonm~ "o
S11) g0 %

i ff) aodm' o) modm ~

(igne 20 2 pe
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1 Cone I nsert Cone
Meas. Pr ed

1 20x20 4x4 2.1 2.2
6x6 2.1 2.2

8x8 2.1 2.2

10x10 2.1 2.2

15x15 2.2 2.2

20x20V 2.2 2.2

10x17 2.2 2.2

3x23 2.2 2.2

25x25 4x4 2.1 2.1
6x6 2.1 2.1

8x8 2.2 2.1

10x10 2.2 2.1

15x15 2.2 2.1

20x20 2.1 2.1

25x25V 2.1 2.1

10x23 2.2 2.1

3x28 2.2 2.1

Model
Pr ed
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A

N A

Cone

Diff .

TABLE 1la ( Bont 6 MeV: 096of NBX|nun1Ion|z

al 1 SoN Ween assumpt.ion
neggurenﬁnt arl an gﬁ

values in units of centineters.

no effect

d cus onmlnser S.
text, nodel red|ct|on for this energy Is unnecessary

%gne

Lo 2

, 57

tion Eb th

ate

E
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1 Cone I nsert Cone Model Cone Model 1

Meas. Pr ed. Pr ed. Di ff. Dff. 1
1 6)(6 4x4av 3.4 3.4 N A 0.0 N/A 1
6X6V 3.4 3.4 N A 0.0 NA1
axa 3.3 3.4 N A 0.1 NA 1
5x5 3.3 3.4 N A 0.1 N/Al
4x5 3.3 3.4 N A 0.1 NA1
3x6 3.2 3.4 N A 0.2 NA1
1 10)(10 axa4 3.3 3.3 N A 0.0 N/A 1
6x6 3.3 3.3 N A 0.0 NA 1
8x8 3.3 3.3 N A 0.0 NA 1
| Oxl OV 3.3 3.3 N A 0.0 NA1
6x8 3.3 3.3 N A 0.0 NA I
3x11 3.3 3.3 N A 0.0 NA I
1 15)(15 Ax 4 3.4 3.4 N A 0.0 N/A 1
6x6 3.5 3.4 N A -0.1 N/Al
8x8 3.5 3.4 N A -0.1 NA I
10x10 3.5 3.4 N A 0.1 NA1
15x1 5V 3.4 3.4 N A 0.0 NA1
8x11 3.4 3.4 N A 0.0 N/A 1
3x17 3.4 3.4 N A 0.0 NA1
TABLE [ib. 9I\/EV 50% of IthurumIonlztlonDeth
Fompar Lan, b EF“B\G/Qr SRR aDsPhnoneh et | E\%’”?F?)a?eg aCtPﬁ‘e
text, nodel pre diction for this energy IS unnecessary.
values are i h units of centineters.
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I nsert

1 Cone

120520 *

6x6
8x8
10x10
15x15
20x20V
10x17
3x23
1 2ox25  »
6x6
8x8
10x10
15x15
20x20
25x25V
10x23

3x28

TABLE |ib (cont.).

Conpari son b?thQP
nmeasur enent or ar

3.

3

9 MeV: 50% of Maximum |onization
on of no effect
custominserts.

text, model predjction for this energy i s unnecessary
values are in units of centineters.

asSsu
I an

a

4

g

3

3.

a

4

Model
Pred .
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A

N A

(OR

0.

(6]

(0]

one) an
( S? ate

59

-
—zz=z=z=z=zz=z= 2===3

i~ S S~ s — s — i = = i = i =
PN G N TN N Y et el all el e

=<
> > > >
— = -

Dept h,
act ual
in the
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1 COne | nsert

1 6)(6 axav

6XxX6V
4x4
5x5
4x5

3x6

N

1 10x10 x4
6X6
8x8

I OxI OV
6x8
3x11

1 15x15 ax4
6Xx6
8x8

10x10
15xI 5Vv

8x11

3x17

TABLE lie. 12 MeV:

Meas .

4.

4.

_ 50% of Maxi mum | oni zati on Dept h.
Conparison between assunption of no effect

5

4

Cone

Pr ed.

Model
Pr ed.
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A
N A

N A

measurenent for Varian and custominserts.

5018

text, nodel prediction for this energy i s unnecessary.
values are in units of centineters.
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1 Cone | nsert

120x20 o

6X6
8x8
10x10
15x15
20x20V
10x17
3x23
12525 o
6x6
8x8
10x10
15x15
20x20
25x25V
10x23

3x28

'(FJ,S\BLE lie ((t:)ont.).
ari son between assu
meggurement ?or Var?an gﬂ

4.

4.

12

5

a

MeV.

Cone

Pr ed.

4

4.

5

5

Model

Pr ed.

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

N A

61

Cone Mbdel 1
ae D, 1
o2 NAL
0.0 NA1
0.0 NA1
0.0 N/Al
0.0 NA 1
0.0 NA 1
0.0 NA 1
0.1 N/Al
0.2 NA1
0.0 NA1
0.0 NA1
0.0 N/Al
o1 NAL
oo NAL
oo NAL
oo NAL
o1 NAT

50% of Maxi rmm | oni zat | on Dept h

tion of no effect
d custominserts.

cone}
As stated In t

act u

text, model prediction for this energy is unnecessary. Al

values are in units of centineters.
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1 Cone | nsert Cone Model Cone Model
Meas . Pr ed. Pr ed. D ff. fo
1 6x6 4x4aV 5.7 5.7 5 8 0 0

6xX6V 6.1 6.1 5 2 0.0

4x4 5.8 6. 1 5.8 0.3

5x5 6.0 6.1 6.0 0.1

4x5 5.9 6.1 5.9 0.2

3xX6 5.7 6.1 5 9 0.4

N

1 10X10 x4 5.9 6. 4 5.9 0.5

6x6 6.3 6. 4 6.3 0.1

8x8 6.4 6.4 6. 4 0.0

6x8 6.3 6.4 6.3 0.1
3x11 5.9 6.4 6.0 0.5

l 15X15 4x4 6.0 6.3 6.0 0.3
6x6 6.3 6.3 6.3 0.0

8x8 6.3 6.3 6.3 0.0

10x10 6.3 6.3 6.3 0.0

15xI 5V 6.3 6.3 6.3 0.0

8x11 6.4 6.3 6.3 -0.1

N OO OO ORPRPE OO OOoO O NN O OO B— —
[ N N N el el o [ T T S N N e

0
0
0
0
0
0
0
0
0
I Oxl OV 6.4 6. 4 6.4 0.0 0
0
0
0
0
0
0
0
0
0

3x17 5.9 6, 3 6.1 0.4

TABLE [id. 16 MV O@bof NHX|nun1Ion|zat|on Dept h.

npa2| son bet Lon,assunpti.on of no. effect
cone), and ac uap rreasur n{ }or
I lues are in units of centlrret(\e/?glan nd cus{omlnsert.
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1 (bne | nsert Cone Model
Meas. Pr ed Pr ed

120x20 59 o4 >
6x6 6.3 6.4 6.3

8x8 6. 4 6. 4 6. 4

10x10 6.5 6. 4 6.5

15x15 6.4 6.4 6.4

20x20V 6. 4 6.4 6.4

10x17 6.4 6.4 6.4

3x23 5.9 6.4 6.0

1 25x25 > 8 e > P
6x6 6.3 6.4 6.3

8x8 6.4 6.4 6. 4

10x10 6.4 6.4 6.4

15x15 6.5 6.4 6.5

20x20 6.3 6.4 6.3

25x25V 6.4 6.4 6.4

10x23 6.4 6.4 6.4

3x28 6.0 6. 4 6.0

TABLE |id (cent.). 16 MeV: 50%of Maxinum |onization Depth

mpari son betweep nodel predicfion, assu
cone), and act_uaP measur ement For Varlanng
| values are in units of centineters.
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1 Q)ne | nsert Cone Model Cone Nbdel
Meas. Pr ed. Pr ed. Diff D ff
6x6 a4x4V 6. 6 5.6 5.8 0.0
6xX6V 7.4 7.4 7.4 0.0
4x4 6.8 7.4 6.8 0.6
5x5 7.1 7.4 7.1 0.3
4x5 6.9 7.4 6.9 0.5
3x6 6.7 7.4 6.9 0.7
4x 4 6. 8 7.8 6.8 1.0

1 10x10

6X6 7.6 7.8 7.5 0.2

8x8 7.8 7.8 7.8 0.0

6x8 7.6 7.8 7.7 0.2
3x11 6.9 7.8 7.1 0.9

1 15X15 4x4 7.0 7.8 7.0 0.8
6x6 7.6 7.8 7.6 0.2

8x8 7.7 7.8 7.7 0.1

10x10 7.8 7.8 7.8 0.0

15x| 5V 7.8 7.8 7.8 0.0

8x11 7.8 7.8 7.7 0.0

N OO OO OO L O OOONO O OO ’
HHHHHHHHHHHHHHHH R —_ P

0
0

0

0

0

0

0

0

0

I OxI oV 7.8 7.8 7.8 0.0 0
0

0

0

0

0

0

0

0

0

3x17 7.0 7.8 7.2 0.8

TABLE [ie. 20 MeV: 50% of Maximum lonization Depth.

npaS|son bet ween nmodel prediction, assunption of no effect
cone), and actuap nEasurgnent Fo '
zol values are in units of centi mgt é/raél anngnd custom I nserts.
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Cone I nsert Cone Model Cone Model

Meas . Pr ed. Pr ed. Diff . D ff.

20x20 4x4 6.9 7.9 6.9 1.0 0.0
6x6 7.6 7.9 7.6 0.3 0.0

8x8 7.8 7.9 7.8 0.1 0.0

10x10 7.8 7.9 7.8 0.1 0.0

15x15 7.8 7.9 7.8 0.1 0.0

20x20V 7.9 7.9 7.9 0.0 0.0

10x17 7.9 7.9 7.8 0.0 -0.1

3x23 7.1 7.9 7.2 0.8 0.1

25x25 4x4 5.9 7.9 6.9 1.0 0.0
6x6 7.7 7.9 7.7 0.2 0.0

8x8 8.0 7.9 8.0 -0.1 0.0

10x10 8. 0 7.9 8.0 -0.1 0.0

15x15 8.1 7.9 8.1 -0.2 0.0

20x20 7.9 7.9 7.9 0.0 0.0

25x25V 7.9 7.9 7.9 0.0 0.0

10x23 7.9 7.9 8.0 0.0 0.1

3x28 7.1 7.9 7.2 0.8 0.1

TABLE lie (cont.). 20 MeV: 50% of Maxi mrum | oni zati on Dept h.
Conmpari son between nodel prediction, assunption of no effect
(cone), and actual neasurenent for Varian and customi nserts.
All values are in units of centineters.
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1 Nonminal Beam Energy R0 9 RiL P har Rob)
1 6 MV <0.1cm
1 9 MV <0.1cm
1 12 \eV 0.1 cm
! 16 MV 0.2 cm
1 20 MV 0.2 cm

TABLE 12. Variation in depths between Rbo (50% of maxinum
|on|zat|on dePth and R*b (45% of nmxi mum i oni zation dept h)
xi mum ionfzation depth) for each nomna
beam energy Data taken with a 15x15 cone and Varian
P plied Square insert. These values are to be used as_an
lon for 'setting acceptable variation [imts between Rbo
rmdel predi ction and Rbo neasurenent.
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5. 0 DI SCUSSsI ON

5.1 Rel ati ve Qut put

The variation between relative output val ue measure-
ments for customand Varian inserts indicates a need for a
predictive nodel for all nominal beamenergies. As indicat-
ed intable 13, for the 100 nom nal beamenergy / cone /
custom square |nsert conbinations, the prediction of no
effect of relative output with custominserts (i.e. the
relative output for the Varian inserts for each nomnal beam
energy / cone), varied fromthe neasured relative output by
nmore than the 1.0%criteria 60 times with a maxi mumvaria-
tion of 8.2% For the 50 combinations with rectangul ar
Inserts, the prediction of no effect with using custom
inserts resulted in variation frommeasurenents greater than
1.0%occurring 40 times with a maxi mumvariation of 9.6%

Table 13 also presents the performance of the relative
out put square root nodel (equation 4). Due to the table
| ook-up nature of the algorithmused in applying this nodel,
one woul d expect very good agreenent between model predic-
tion and measured val ues for the custom square insert combi-
nations. This is true with all 100 conbinations exactly
agreeing with measured values. For the 50 rectangul ar
custominsert combinations, the nodel predictions exceeded
the 1.0%variation criteria 30 times with a maxi numvaria-
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Nunber Cone Prediction

5qu«"e Root Model

Passed Fail ed Passed Fail ed
- = a3 = L
Square Marian Inserts 30
= o T O a4 oo o
Square Custom Inserts 100
A O =1 O = O = O
Rectangul ar Custom Inserts  °°
150 =o
COTAL 180 1TO0O0O0O SO
Maxi mun Variation From Measurements 9. 6X

4. 4>:

TRBLE 13 Comaf oy 1Y PO PRV A il et ot
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tion of 4.4% Dividing this category further, the 25 in-
serts wth a small length to width ratio exceeded the varia-
tion criteria 8 times with all variation values ranging from
-0.9%to 2.5% The 25 inserts with a large length to width
rati o exceeded the variation criteria 22 tinmes with all

variation values ranging fromO0.4%to 4.4%

The nodel does show | nprovenment for the rectangul ar
inserts relative to the assunption of no observabl e effect
in that the magnitude of the variation between prediction
and measurenent is reduced. This can be shown by conparing
the percent of predictions that neet a specified criteriato
various variation limts. This is presented graphically in
figure 14. Aso, figure 14 allows the reader the option of
eval uating one, the need of a predictive nodel and two, the
nodel 's performance for criteria limts greater than the
1.0%variation limt set for this study.

Even though the magnitude of the variation from nea-
surement is reduced, a positive hias of the variation values
i's apparent (i.e. the nodel over estimtes the relative
output value). This is especially true for the inserts with
a high length to width ratio. The indicated bias could be
due to the extrapolation routine needed for the generation
of an estimted relative output value for the narrow field
dimension. For exanple, fromtable 10a the model prediction
of relative output for the 6 MV beamwth a 3x28 insert is
4, 4%qreater than neasured. The estimated relative output
for a 3x3 insert extrapolated fromthe 4x4 and 6x6 data is
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aline T A
0.992 cG/MJ. If this linear extrapolation was used to
estimate a Ox0 insert (i.e. a fully blocked field), the
estimted relative output would be 0.917 cGy/MJ. This is
clearly an incorrect and nuch too high value. The ability to
nmeasure the relative output for smaller field defining
inserts by some alternative nethod, such as the use of film
dosimetry (9), may be a solution to the apparent bias exhib-
ited in this study.

Anot her possible problemwth inplenmentation of this
nodel for relative output prediction that was alluded to
previously is the application of a nodel based on a differ-
ent node of electron beam production. Wile primry effects
arise for beam production, beam shaping yield secondary

effects. In particular, the square root nmodel ignores the
effect of electron scatter of the collimation devices of the

accel er at or.

5.2 Mean Incident Energy (Rbo)

The effectively constant R»o values for the 6 MV, 9
MeV, and 12 MeV nom nal beamenergies indicate a |ack of
need for an energy prediction nodel at these energies.
the 90 nomnal beamenergy / cone / custominsert combina-
tions, the Robo measurenents for the custominserts varied
fromthe Varian inserts' R»o value by more than the 0.1 cm
criteria, applicable for these 3 beans, a total of 5 tines
(94% pass). For these 5 instances of non-agreement (3
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square and 2 rectangul ar inserts), the variation was 0.2 cm
Therefore, the assunption of no significant nean incident

energy shift, resulting in the use of custominserts, ap-

pears to be valid.

Table 14 presents a summary of the data for the 16 MV
and 20 MeV nom nal beam energies. These measurements indi-
cate Roo shifts toward the phantomsurface (i.e. a mean
i nci dent energy decrease) of up to 1.0 cm These two heans
apparent|y need an energy prediction nodel. As was previ-
ously discussed, the algorithmused in applying these nod-
els, inthis case the mean incident energy nodel (equation
5), results in exact agreement with measured Rbo val ues for
the square custominserts. As indicated in table 14, this
is true for the 40 customsquare insert conbinations. For
the 20 customrectangul ar insert conbinations, all the
energy square root nodel's predictions agreed with measured
values within the 0.2 cmcriteria applicable for these beans
(see table 12). Therefore, these data indicate that for the
hi gher nom nal beam energies, the application of the square

root nodel to predict the mean incident energy (in terns of
Rbo) is valid.

5.3 Current Model Devel opnents

Using the same theoretical bases as presented in Appen-
dix I, MParland (5) proposed a nore sophisticated method of
generating a senlenpirical expression to predict dose out
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NuMber Cone Prediction Squar e Root Mode

Passed Fail ed Passed Fail ed

i . = L . = L

Square Varian Inserts 12
- =1 1 - O [ a4

Square Custom Inserts 40
— 1 = = > | @ J

Rect angul ar Cust 0A Inserts 20
TOTAL 72 —_ = = = 1 — = -

1.0 cm

Maxiiaun Mariation From Measurenents

HTTLE L4, o0 poclopngl I 11595, ST RS VIGTEM . Pl g ) s
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put. This method was naned the 2-D nethod of cal cul ation
Though data presented indicated better predictive capabili-
ties of this nodel, the increase in needed conputing power
for the curve fit routines and the recommendati on to neasure
between 20 to 25 different fields per beamfor accelerators
whi ch used the trimer system described earlier has not |end
itself to wide spread acceptance. Recently, MParland has
proposed a different nodel for dose output prediction that
incorporates the electron scatter off all collimation devic-
es for atrue irregular shaped field calculation (6). This
| atest formul ation shows promse but is not as of yet in

w despread use.
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6. 0 SUMVARY

Cust om shaped el ectron beans are needed and used clini-
cally. Data as to hov these custominserts used for beam

shaping effect dose output and measured energy for Varlan
manuf actured accelerators is relatively sparse. A nmethod to

predict any dose output and / or neasured energy variation
as opposed to dose output and energy measurenent of each
custom I nsert would be useful.

Rel ative output and mean incident energy (Rbo) neasure-
ments were taken for a Varlan Clnac 1800 capable of produc-
ing electron beans of 5 different nomnal beam energi es.
Data for one hundred eighty different nomnal beam energy /
cone / insert conbinations (30 Varlan and 150 custom i nsert
conbi nati ons) vere acquired.

For relative output, no consistency in the data for al
beans with the manufacturer supplied cones / inserts was ob-
served. For customsquare inserts within each individua
cone, however, the data presented consistent behavior for
all beans. Application of the square root nodel to relative
output for each cone / Insert / nomnal beam energy combina-
tion gave good results for square custominserts and rectan-
gular inserts with a smll length to width ratio. For the
rectangul ar insert with a large length to width ratio, a
positive hias of the predicted values for all nomnal beam
energies was apparent. A possible solution to this bias is
using an alternate measurement technique to measure output
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val ues £or inserts smaller than 4x4 cm di nensi ons.

The data indicate no mean incident energy shift for the
6 MeV, 9 MV, and 12 MeV nomi nal beam energies. An energy
shift for the 16 MeV and 20 MeV beans for the 6x6 cone with

Varian supplied inserts is mmcked by square custominserts

of the sane di nensions for each individual cone. When

needed, the square root model as it applies to mean incident

energy prediction appears to be a valid predictive tool.
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7.0 CONCLUSI ON

The goal s of this study were to add to the database for
Varian manufactured accelerators and investigate the possi-

bility of applying the square root nodels for dose output
and mean Incident energy predictions. It is felt that both

goal s were neet.

Concl usions that can be derived fromthis study are as
foll ows:
One, the data indicates that custominserts do
measureabl y affect the absorbed dose delivered
relative to the Varian supplied insert for that
Two, for the square custominserts and rectangul ar
inserts with a lowlength to width ratio, the
relative output square root nodel perfomed ade-
quately and woul d be of use as a predictive too
clinically.
Three, for rectangular inserts with a high length
towdth ratio, the relative output square root
nodel "s predictions varied significantly from
nmeasured data. More study is needed before the
nodel should be applied clinically to this class
of custominserts.
Pour, the data indicates that custominserts af-
fect the mean incident energy of the electron beam
only in cases of the higher (i.e. 16 MV and 20

MeV) energies.
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Pl ve, the application of the nmean incident energy
square root nodel to predict the Rso val ues for
the 16 and 20 MeV beans was successful. For these
energies, the application of this nodel would be

of use clinically.
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Prediction of electron beamoutput factors

Mchael D. MIls, Kenneth R Hogstrom and Peter R Al nond

Department of Physics, The University of Texas System Cancer Center, M D. Anderson Hospital and Tumor
Institute, Texas Medical Center, Houston, Texas 77030

(Received 3 February 1981; accepted for publication 20 July 1981)

A method to predict square and rectangular field output factors fromthe measurement of selected
fields of electron beams on the Therac 20 Satume has been developed. A two parameter fit of the
square field output factor data, based on the functional dependence as predicted by a pencil beam
cal culational nodel, has proven clinically acceptable. The pencil beamdistributions are given by
the Ferni-Eyges theory of multiple Coulonb scattering. For a rectangular field, the output factor
can be calculated fromthe square root of the product of the two square field output factors with
sides equal to those of the rectangular field. If however, there is a significant asymetry between
the A" and y collimtor systens, then rectangular field output factors should be predicted fromthe
product of the X and Y one-dimensional output factors. One-dinensional output factors are
defined as output factors of rectangular fields where one side remains constant and equal to the
side of the square reference field. Measured data indicate either of the two nethods of determining
rectangul ar field output factors to be clinically acceptable for the Therac 20, the use of one-
dimensi onal output factors denonstrating greater accuracy. Data show agreenent to within

approximately 1.5%at electron energies of 6, 9, 13, and 17 MeV.

1. 1 NTRODUCTI ON

The output factor for clinical radiotherapy beams is defined
as the ratio of the maxi numdose on central axis of the field

of interest to that of a reference field size. The variation of
output factor versus field size of therapeutic electron beans
is substantially greater than that produced by high-energy
photon beams. This is because changes in output are caused
by the relative contribution of scattered radiation at the
depth of maxinum dose, d,,. For a photon beam the dose
can be divided into a primary and secondary (scattered) pho-
ton component. It is the secondary conponent that contrib-
utes to the variation in output factor. As this is much smaller
than the primary photon conponent, a small dependence
with respect to field size is expected. For electrons, essential-
Iy all of the dose at </,,, is due to miltiply scattered electrons
so there is no primary component to the dose in the electron
beam Therefore we expect a strong field size dependence of
the output factor at field sizes where there is more scattering
out of a cylinder about central axis than scattering in the
cylinder, i.e., scattering equilibriumdoes not exist. The vari-
ation in output is primarily due to electron scattering be-
tween the electron source and the patient, whereas the shape
of the depth-dose curve will depend more on scattering after
the secondary col limator. The amount of scattering, being
field-size dependent, will be strongly influenced by the na-
ture of the collination system This is explicit in the work of
Biggs el al.,' Goede el al." and Choi el al." for the Olinac 18
and Almond'' and Alneida® for the Sagittaire. In the present
work we will report only measurements made on the Therac
20 Saturne, which is sinilar in physical design to the
Sagittaire.

The col lination systemof the Therac 20 consists of inter-
| eaved photon col limtors, which serve as primry collima-
tors located approxinately 28 and 25 cmfromthe source for

60 Med. Ptiyt. S(1), Jan/Fab 1912
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the X and K di mensions, respectively, and a set of secondary
col limators or trimers, which are located approxinmately
89 and 86 cmfromthe source, respectively. The two sets of
col limators open and close in synchroni zed movenent so
that the field defined by the primary collimtor always lies S
cmoutside the actual field size projected to the 100 cm
sour ce-to-skin distance (SSD). The continuous variation in
field size permits innumerable rectangular field sizes for
treatnent. An efficient method for determnation of output
factors versus rectangular field size will be derived that my
be applied either manually or using a computational device.

Traditional Iy the concept of equivalent squares has been
applied to photon beans for the determination of field size
effects on depth dose and output factor. Caution is advised in
using this concept for electron beans as the equival ent
square field size used to determine the output factor may
differ fromthat used to determine the depth dose. Further-
more, theory shows that the equivalent square field size var-
ies with depth for electron beams (Hogstromel al.%For the
Therac 20, Hogstromet al.'' propose that depth dose for a
rectangul ar field size be determined fromthe square root of
the product of two square field depth doses where the sides of
the two square fields are equal to the two sides of the rectan-
gular field Referred to as the square root method, this con-
cept has been applied to the deternination of output factors
inthe present work.

I'l. THEORY

The el ectron beamof the Therac 20 |inear accelerator is
produced froma beamof electrons that exits the accelerating
tube through an al umnumend window (0.2 nm thickness)
and which is spread into a broad beamby a scanning quadru-
pol e magnet. The beamis col limated by primary and secon-
dary col limators before inpinging on the phantom surface.

© 1IM2 Am Attee. Phy*. Mad. 60
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As the collimtors are opened and closed, the output factor
varies considerably, the variation being most significant for
the lower energy electrons. In order to quantify this vari-
ation the output factor is assumed to be proportional to the
electron flux on the central axis at </,,2 Electron mltiple
Coul onb scattering (MCS) that arises between the source
and the phantomsurface, and to a lesser extent fromscatter-

ing that takes place in the phantom determnes the electron
flux at the position of maxi mum dose.

The electron flux at i*,,,,. can be calculated by propagating
the electron flux fromthe source to the primary col limators,
then fromthe primry collimtor to the secondary col lim-
tor, and finally fromthe secondary collimtor to </,,,. The
propagation of electron flux fromone transverse plane to the
next, assumes the beamat the initial plane to be conposed of
a col lection of pencil beans. A pencil beamis defined as
those el ectrons passing through an ineginary, infinitesinal,
rectangul ar slit, SX by SY, at a particular location in the
plane. The lateral spreading of that pencil beamis cal culated
according to the Fermi-Eyges' theory of MCS. The collima-
tors are assumed "perfect” so that we treat themas infinitely
thin and located at the proximl surface of the actual colli-
mator. Such a treatnent ignores scattering off' the walls of
the col limators, whose consequences will be discussed |ater.

Diagramed in Fig. 1, the beamof monoenergetic elec
trons exits the vacuum of the accelerator, passing through a
thin exit window, a beamspreading device such as a scan-
ning magnetic field or a scattering foil, and air prior to reach-
ing the primary collimator. For the case of the scanning
megnet, a sawtoothed time variation in the transverse mag-
netic field generates a uniform time-averaged flux across the
aperture of the primary collimtor. The flux at the primary
col limator is uniformand field size independent. The flux is
then propagated to the secondary collimtor by treating the
beamat the plane of the primary collimtor as a collection of
pencil beans.

At the level of the secondary collimtor, the flux distribu-
tion of those pencil beams, originating at the level of the
primary collimtor (Z), can be calculated using the Ferni-
Eyges theory. If all electrons passing through the infinites-
iml area iSMby (5 Kat X, 1" were parallel and approximately
normal to the plane at Z,, then the flux distribution at Z,
woul d be Gaussian and given by

AX Y, Z) = (X X)n + (Y=Y f | 1

| woi

where a, is the sigm of the projected Gaussian distribution
at Zj given by

oi =ol = ((/ >, dza)dz,

wher e

exp

(2

is the linear angular scattering power evalu-

ated at the mean electron energy at Z and for the material
I

<PAX, Y. pp
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A Spreadi ng d
Devi ce
Primary
Secondary it

Fig. 1. Schematic of the vtriible collimation systemof the Therac 20
Sat'jrne.

type located at Z in this case air. Z and Z are the locations
of the primary and secondary col limators, respectively. Be-
cause there is scattering prior to the prinary collimtor, the
el ectrons passing through the infinitesiml area SX by SY
will not be parallel, but have a Gaussian spread about their
mean direction. This spreading of the pencil beamis added
rms (root nmean square) to that predicted in its absence, re-
sulting in a new sigma

a',=a,+ol}z-71]\ (3)

where (7,_1is the signa of the distribution of the projected
angle of rays in the pencil beam This angular signa is due to
the MCS above the primary collimator produced by the
beam spreadi ng device and al| other intervening matter be-
tween it and the primary collimator. Its functional depen-
dence is the same as that in an earlier paper by Hogstrom el
at. (6) and is given by

<= <M - <2.)') = a, - 02102, (4A)
where 6, is the mean direction of the pencil beamat the |evel
of the primary collimtor, and where a, is the /'th noment of
the linear angular scattering power given by Eyges,'

1> (9

Incalculating the flux distribution at the level of the sec-
ondary col limator, the contribution fromall pencil beans
passing through the aperture of the primary collinmator are
sunmed. Making the small angle approximtions, the the-
ory reduces to that of a parallel pencil beamin which the
primary collimator size is projected to the plane of calcula-
tion and the flux of each pencil beamis corrected for inverse
square fall-off. The result is the relation

(48)

2ah ]


NEATPAGEINFO:id=2D28C272-3516-44D6-8959-A6B20476EE12


MIls, Hogitrem and Almond: Etaetron baam factor*

V{Er (m) egngTC[)'ﬂsgf CSWIHHO(IP[ iIS Omwor i

g earyum rmacr 0ss |tsaperature T ahne' qua|on
WKP
+ dw X
<> {KY.Z)ce-L ErF + ERF
{Xv.2) via,
WP L AW Y
+ ERF
Vitr,
where £i?Fis the sta error unct|0n

tandard e
s flu

Wit

f>{00d,

v»heeV\XS WS are the field sizes of the secondary colli-

I project edtothe depth of </,,, and a, is the sigm of
the proj ected Caussi an distribution, a is determned by an
BXpr essi on 5|m|ar to By (3) for a,,

SD + i

(S8 + 5, pad)" -2

+ (A - A\ A)\SSD+«<,, - Z,) . (8A)
where the scattering powers are given by
WKP + AW
1
<*(0.0.rf,. Joc (SSD+d, . f ERF V2a,

[t is not unusual for the shape of the deﬁ
var%wthheldsue particularly at the h|%; electron ener-
gy Dbeans. Physically, this occurs when the Tield sire becones
smal| relative to the sigma of the pencil beams originating
fr omthe plane of the secondary collimator. This Causes a
decrease in thejiux on central axis as fewer electrons scatter
into a small volume along central axis. Cccasionally, the
change in the shaﬁe of the dePhdose curve will be enough so
that (/,., will shift proximally for the smller field sizes.
Then the'dose peak will occur before maxi mumbuildup of
deltar ays can occur, and a correction factor should be ap-

plied to heflumeq()oflhefarm
ri?:"(o.

= 1
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,:|j>'Z,(A),Z. (59

As previously discussed, the flux incident at the level of
the secondary col | imator W|th|n|tsaerture|snearlyunh
formso that_the ?Pgroxmatmn PX

can be mde. This alTons the Integral i Eg. (7 (ZPtobee\’/alua
ed anal ytically, reducing to

Wy P

vl 241, [2V2tr,\ [IVIcT. W

19)

=Tivicodi") ¥
ERF(zﬂza(ﬁ’( ¥}
{SSDO + dm ” ]J

(S0 + d'87%

where D“Mlsthe central amsdeplhdosefo r the standard
reference square field vith a side width WO, a" is the a, for
the reference field; SSD0'is the source to skin distance of the
reference field: and ¢ 2 s the depth of maxi num dose for
therefeenceﬂeld The difference in the percentage depth
dose at any depth depends on delta ray buildup, Inverse
square fall”off, and side Scatter eqU|||br|um Therefore the

(10)
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effect of delta ray buildup can be calculated fromthe per-
centage depth dose at the depth d ZH "*' ["fst ratio of Eg.
(10)1 by renoving the inverse square dependence (third ratio)
and the dependence on side scatter (second ratio). Physically,
the correction factor of Eq. (10) is sinply the depth-dose
factor of an infinitely broad parallel electron beamat depth

Dive, HI'fo 0 (] #0 "' gc [+emenene T y ERF

W8, (0.0.410, ™ ) 1 2vzaoga

where the denoninator of Eg. (10) is excluded as it is ab-
sorbed in the constant of proportionality. The first termis
the traditional inverse-square factor, the second termis the
influence of the primry collinator on scattering equilibri-
umalong the central axis, the third termis the influence of
the secondary col |inator on scattering equilibriumalong the
central axis, and the final termis the influence of </,, shift-
ing, causing a change in delta ray build-up. Irregular coUi-
mation woul d be handled by replacing the third termin Eq.
(11) with that evaluated for an irregular shaped collimator.
The dependence of D,,, is most influenced by the prinary
col limtor and can be demonstrated by calculating the terms
of Eg. (11) for nost clinical colimtion situations. This has
been qualitatively denonstrated in the measurements of
Biggs et al.' (1979) on a Oinac 18 linear accelerator. They
showed that the dose output for square fields, for the case in
which the primry collimtor varies and the secondary colli-
metor is fixed, is simlar in field-size dependence to the case
in which both collimtors vary with the primary collinator
always set S cmlarger than the secondary collimtor. The
simlarity is most obvious at the Iower electron energies 4, 6,
and 9 MeV. The data of Coede el al.' also support the hy-
pothesis. Their data at 9 MeV on the Oinac 18 showed that
variation of the output for a fixed primary collimtor with a
variabl e secondary col limtor yields an al nost constant out-
put except for very small field sizes (<5 X5 cn. Side scatter
fromthe walls of the cones of the Olinac 18 is inportant, and
as the present model completely ignores collimtor scatter, it
would be diflicult'to fit Eg. (I' 1) to Clinac 18 data, especially
at the higher energies (> 10 MeV) where the shape of the
cone-ratio curve clearly has a peak that cannot be accounted
for by the present theory. The field-size dependence of out-
put factors on the Sagittaire linear accelerator (A nond,*
Almeida') and the Therac 20 Saturne |inear accelerator bet-
ter follows the shapes predicted by Eg. (11) as the collimation

systemis more accurately described by the idealized derivas
tion reported here.
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d™; """, The basis for witing this equation is discussed in
greater length in papers by Hogstromet al.* and Vérner et
al."" Applying the correction factor to Eg. (9) and assuning

that dose is proportional to the electron flux, the maxinum
dose becones

(11)

WwWxXos

(S0 20

Qur goal is to produce some practical nmethods of deter-
mning output factors for rectangular fields. Using Eq. (11),
and assuming SSD for the reference field to be the sane as
SSD of the fields, the output factor is

oF"

\ ((EVXS )\, (VS \]
| Vv (d 2" v [d2) Al

[ MMMk

XDS'™" {.0.0.4Z:1;" ). (12)

where it is recognized that
i)," « (0,0, rfz"-""¢"¢")= 100%

For energies where </,, remains constant, the output
factor reduces to

o
H Ef M »ZPj 2tAKERF AN ATA TATAR
V2(j, V2a,
\erf( wxopn + AW,
( V2a, )1
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1 his expression should al so approxinate energies where </,., shifts, since in those cases Dy is relatively uniform To sinplify
Eq. (13) even more, the secondary collimtion can be ignored, in which case

e[ 5F 2§l (YNGR

| H\]Fr WX OS nN- VAV\é
V2a-, )r

where we replace tr, with a'* which corresponds to now inte-
grating fromthe location of the primary collimtor to the
location of </,, in Eq. (2).

From Egs. (13) or (14) it can be shown for rectangul ar
collimtion that

OF' "' AAA AQF-'"A' A COF" (15)
Al'though scattering off the collimtors has been neglected,
this will have some effect so that neither Egs. (12), (13), nor
(14) mght accurately predict the output factor versus field
size. However, the output factor predicted by Eg. (15) is now
related back to measured data, which should help in partial-
I'y correcting for that sinplification.

I'n some instances the X and Y col limation systens may
slightly differ fromone another causing different sigms be-~
tween X and Y. In these cases, Eg. (15) may not be clinically
acceptabl e. However, it can be shown fromEgs. (13) or (14)
that

OF<"'<''y = OF"""A" " OF' A" """ AL (16)
Equation (15) requires only a curve of output factors versus
square-field sizes, whereas Eq. (16) requires two curves, both
X and r one-dinmensional output factors. One-dinensional
output factors are defined for fields in which one sideis the
sane as the standard field width while the other varies.

Both Egs. (15) and (16) can be derived assuming rectangu-
lar symetry and that the functional dependence of the flux
can be separated into factors depending only on X and Y,
respectively. The separable nature of the function is a direct
result of the small angle approximations in the theory of
MCS. Therefore, one shoul d not expect these fornulas to
hol d for photon beams where the field size dependence of the
output factor arises primarily fromlarge angle Conpton
scattering.

I, METHODS OF MEASUREMENT

A nunber of square-field and rectangul ar-field measure-
nents for electron beamoutput factors on the Therac 20
were carried out at the 6,9, 13, and 17 MeV energies using a
PTWQ. | cc ionization chamjer, internal diameter 3.4 mm
Tor the energies where </,,, varied, namely 13 and 17 MeV,
the location of rf,, was determined fromionization mea-
surement about </,,, in a water phantom The dose output
was then measured at the rf,, for the particular field size.
The output factor was cal cul ated by normalizing each mea-
sured output to the measured output at d,,, for a 10X 10
cm field. For repeat measurements at 13 and 17 MV, and
for energies where d,, did not significantly vary, nanely 6
and 9 MeV, the neasurements were made in a polystyrene
phantom Stemeffect was normalized to 1.00 for a 10X 10

cm field, and corrections were necessary for the smaller
field sizes.

Medical Physics, Vol. 9, No. 1, Jan/Feb 1912

(14)

Ef fects which nust be considered when using an ion
chanber for small field electron beans are:

(a) the chamber demonstrates a stemeffect of -(-1%cor-
rection for the 5X 5 cn field and + 2%for the 4x4 cm
field;

(b) with small fields, there may be a variation in dose
across the active volume of the chanber (not accounted for
in the present data);

(c) d,, shifts toward the surface for the smaller fields at
hi gher energies.

The theory indicates that geonetrical differences between
the two orthogonal collimation systems may |lead to vari-
ation in howa specific field width or length contributes to
the dose neasured along the central axis. If thisis true, then
each col limtor shoul d be varied independently to give a
one-di mensi onal output factor. In this case, the collimtor in
the nonvarying dimensi on was placed at the 10 cmposition.
According to Eq. (16), the product of the neasured JF X 10
and | Ox “output factors yields the JT X Xoutput factor cal-
culated by this one-dinensional method. This technique has
the fol | owing advant ages:

(a) the stemeffect is elimnated, as the long axis of the
chanber can be placed along the axis of the standard
di mensi on.

(b) for small fields, the variation in dose across the active
volume is mininized since orientation of the chamber ac-
cording to advantage (a) |eaves the shortest dinension of the
chanber along the axis with mininumdose variation.

(c) the different contributions of each collimtor axis to
the output factor can be accounted for since measurenents
in both the x and y dinensions are performed.

Lithium fluoride thernolum nescent dosinetry (LiF
TLD) measurements were performed at </,,, for small field
sizes to conpare to each of the two ion chanber techniques
for producing output factor values. The powder system used
has a dose precision of about 2% Therefore, in the cal cul a-
tion of the output factor, the output of the field size of inter-
est contributes a 2%randomerror and the standard field
size to which each output is normalized contributes a 2%
systematic error, resulting in a net standard error of 3%for
any single output factor.

I'V. RESULTS

Tabl e | conpares small square-field output factors deter-
mned three separate ways; (1) using the ionization chanber
and correcting for stemeffect, (2) using the ionization cham
ber but making the cal culations by the one-dimensional out-
put factor technique [Eq. (15)1:0F« <* = OFF" ' OyOF "**,
e.g., and (3) using TLD. The results of all methods of nea-
surement are in agreement within the accuracy of the nmea-
suring technique. However, the 4x4 cnt field measure-
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Tabit. 11. Conparison of predicled output factors using I-D and square root techniques measured at 9 MeV.

Field size Measur enent s Cal cul at ed Cal cul at ed
I ACxKent') I on chanber Virel hod | -D net hod
a4Xa 0.8932 0.870
5X5 0.922' 0 924
BX« 0. 950 0.951
8X8 0.982 0.978
10x10 1. 000 t.oo0
12x12 1.015 1.014
15X15 1.027 1.021
20x20 1.047 |.on
(Chanber al ong
Kaxi s)
5X7 0. 952 0.945 0.9l
5X10 0. 968 0.960 0. 9«S
5x15 0.984 0.973 ami
5X20 0.993 0. 983 o.m
7X10 0. 988 0.969 txns
7X15 1. 000 0.998 0.9n
7%x20 1.013 1.007 1.010
10x15 1013 1.013 1.01)
10x20 1.023 1.023 1.023
(Chanber al ong
10 cmaxis)
4x10 0.943 0. 945
5X10 0.968 0. 960
6x10 0.978 0 975
8x10 0. 990 0.991
12x10 1. 006 1.007
15x10 1.008 1.013
20x10 1.014 1.023
10x4 0.923 0.945
10x5 0.955 0. 960
10x6 0.972 0. 975
10x8 0,988 0.991
10x12 1.008 1.007
10X15 1013 1.013
10x20 1.025 1.023
aTLD.

"Corrected for stemeffect.

cause the .f and Kcol limatorgeometry to be different. The Y
col limtor is physically 3 cmcloser to the source leading to a

?reater tr®in that dinension, hence giving the observed dif-
erence. Table Il shows the results of ion chamber neasure-

ments performed at 9 MV for square and rectangular fields.
The 4x4 cnt field was measured using TLD and the 5X5
cm field was corrected for stemeffect. Chanber placement
was as indicated: along the >>-axis for rectangular fields,
along the 10-cmaxis for fields used to generate the one-di-
mensional output factors. Figures 2 and 3 were used to gen-
erate output factors in colums 3 and 4 of Table |1 using Egs.
(15) and (16), respectively.

The measured output factors of rectangular fields showa
better correlation with the calculations by the one-dimen-
sional method than with those of the square root method.
This is to be expected as the former nmethod accounts for the
difference in scatter between the X and Tcol limators, while
the square root technique does not.

V. DI SCUsSI ON

The ability of the theory to predict square-field output

Medical Phyelee, Vol. 9, No. 1, Jan/Feb 19(2

factors is inportant in that it tests the accuracy of the as-
sunptions in generating the theory, as well as evaluating the
ability to describe the paraneters of the field-size depen-
dence for conputational use. The output factors of rectangu-
lar fields my by calculated using either Eq. (12), (13), or (14).
Cal cul ations of the output factors based solely on the theory
were typically found to significantly underestimte the mea-
sured values at large field sizes due to the model ignoring
col limtor scattering. Equation (14) was found to better pre-
dict the measured data than Eg. (13), although the reason for
this is not appreciated. For small field sizes the theory typi-
cally overestimtes the output factor again probably due to
the absence of collimtor scattering in the model. In this
case, Eg. (13) was found to better predict the measured data
than Eq. (14), especially at higher energies. This is because of
the inportance of the secondary collimator termat the high-
er energies due to d,, being deeper, and because of the as-
sunption of a uniformflux being incident on the secondary
col [imtor at the lower energies. Neither equation adequate-
Iy calculated the measured square-field output factors, al-
though the predicted curves had the same characteristic


NEATPAGEINFO:id=48CBF005-9A40-49A7-B5DA-C1F0B5B67C57


67 MIlt, Hogttrom and Alnmond: Electron beam factor*

1.10
1. 05
o 1.00
B .95
Q e MV
. 90
& 9wV
0 13 Mev
.85
e 17 MV
.80
5 6 8 10 12 15

Side of Square Field (cm

shape. Therefore, it was decided to use Eq. (14) and allow the
paraneters to vary in order to fit the data.

Inthe first case, AWof Eg. (14) was taken to be its phys-
ical value of 5.0 cm @' * vas then varied to fit the experinen-
tal data by the least squares method. The resulting fits are
conpared to the measured values in Fig. 4. The resulting
signes are 4.68, 3.5, 3.44, and 2.82 cmfor the 6,9, 13, and
17 MeV el ectron beams, respectively. These val ues are comn
pared to the corresponding theoretical values of 4.62, 3.29,
2.42, and 1.94 cm[Eg. (3)]. The disagreement in the sigmes is
largest at the higher energies and largest field sizes, whichis
consistent with what would be expected because of collima-
tor scattering. Considering only collimtor scattering, the
output factor should increase proportionally to the side of
the square field for larger field sizes as the exposed area of the
photon col l'imation jaws increases proportionally. This is

BV

4 13mVv 5 03

a t7MeV
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Side ol Square Field (cm

Fic. S Fillini of output factor d>«. Atf' and <t; were alloved to vary until
the best conputer generated At to the data was obtained.
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qualitatively observed as the output factor predicted by Eqg.
(14) asynptotical ly approaches a constant value and consi s-
tently underestinates the output factor at the largest field
Sl zes.

Nonet hel ess, the formof Eq. (14) seenmed appropriate, so
that both parameters AfV and a'” were allowed to vary in
fitting the data. The results, shown in Fig. S, showthe data
and the calculations to Iie within approxinately O S%of one
another. This suggests that the field-size dependence for the
output factor may be determined by Eq. (14) provided the
user fits the data by varying A Wand a'”. The nonphysi cal
values of J Wand a'™ are a result of chi-square varying slown
l'y with changes in the paraneters and the fact that both
paranmeters increase in unison in minimzing chi-square. The
two- paraneter search is sinple enough to do on a hand cal -
culator using a table of the error function or an approxi ma-
tion (Drenick"). It is also possible tofit the "one-dinension-
al" output factors by varying AWand a'». For nachines
other than the Therac 20, these fitting nethods may not be
appl i cabl e.

Once the square-field or one-dimensional factors have
been determined, the rectangular-field output factors can be
determined using Eq. (1S) or (16), respectively. Both methods
are clinically acceptable in the present case, the latter being
most accurate. W expect this approach may be useful with
other therapeutic electron beans having a simlar collima-
tion system If Eq. (14) will not fit the data, as will be the case
for the Ginac 18, then smoothed curves drawn through the
data might be used in calculating the output factors of rec-
tangular fields. As collimator scatter is neglected in this
model , the applicability of Eq. (15) or (16) to those machines
where col |imtor scatter is inportant has yet to be tested.

VI . SUMVARY

A sinpl e approach to the prediction of output factors ver-
sus field size for electron beams on the Therac 20 |inear ac-

celerator has been given. W have derived equations based
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on the Fern-Eyges theory of multiple Coul onb scattering.
The resulting equations do not predict the measured data,
most |ikely because the effect of collimtor scattering was
negl ected. However, their functional dependence is useful,
and by variation of the parameters the square field data can
be fitted. Equations relating rectangular-field output factors
to measured square field or one-dinensional output factors
have proven clinically acceptable for the Therac 20.

In sunmary we reconmend the following as a practical
approach for the determination of rectangular-field output
factors on the Therac 20:

1. Measure square field or one-dinensional output factors
usi ng net hods previously described.

2. Either graph or fit the data using Eq. (14) so that square
field or one-dinmensional output factors may be extracted for
any field size.

3. Calculate the output factor for the rectangular field of
interest using Eq. (15) or (16), whichever is appropriate.

4, Verify the process by making measurenents at a few of
the rectangular field sizes.
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Abstract. Electron beamdose distributions in the presence of inhomogeneous tissue are
calculated by an algorithmthat sums the dose distribution of individual pencil beans. The
ofI-axis dependence of the pencil beamdose distribution is described by the Fermi-Eypes
theory of thick-target multiple Coulonb scattering. Measured square-field depth-dose
data serve as input for the calculations. Air gap corrections are incorporated and use data
from'in-air' measurements in the penunbra of the beam The efTectivc depth, used to
eval uate depth-dose, and ithe sigm of the of|-axis Gaussian spread against depth are
calculated hy recursion relations froma CT data matrix for the material underlying
individual pencil beams. The correlation of CT nunber with relative linear stopping power
and relative linear scattering power for various tissues is shown. The results of cal culations
are verified by conparison with measurements in a 17 MeV el ectron beamfromthe Therac
20 linear accelerator. Calculated isodose lines agree noninally to within 2 nm of
measurements in a water phantom Similar agreement is observed in cork slabs similating
lung. Calculations beneath a bone substitute illustrate a weakness in the calculation. Finally
a case of carcinoma in the mexillary antrumis studied. The theory suggests an alternative
method for the calculation of depth-dose of rectangular fields.

1. Introduction

Radiation therapy with electron beams has been useful because of the properties of its
physi cal dose distribution: (i) the dose is relatively uniformfromthe surface to a given
depth; (ii) the depth of penetration can be controlled by varying the incident beam
energy and by using tissue conpensators; and (iii) the mass stopping power of electrons
does not vary significantly fornormal tissues (Zaiz etal 1961). These allow single-port
irradiations, which may be aimed directly at critical organs and structures, provided the
depth of penetration is properly controlled to stop short of that area. A gorithms for
el ectron beam dose cal cul ations that are accurate for inhonogeneous tissue are
required in order that treatment planning may be of maxinumpatient benefit. An
accurate description of the patient anatony, upon which such an algorithm depends
has been dlf Ticult or inpossible to obtain until the recent advent of conputerised
tomography (cr). It is the purpose of this work to develop a conputer algorithmfor the
calculation of electron beamdose distributions in patients in the presence of inhono-
geneous tissue by making use of ex data

I nnunerabl e papers related to el ectron beam dose cal culations are available, and
excellent reviews of such works have been written (Sternick 1978, Nusslin 1979). A
careful review of these works has led to the conclusion that a pencil beam cal cul ation
al gorithmwoul d be the most practical. Lillicrap et al (1975) have demonstrated that
measured pencil beam dose distributions can be summed to predict broad beam
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distributions accurately. However, in heterogeneous tissue it is inpractical to measure
all the pencil beams that are required

V% have independent|y devel oped an algorithmsinilar to that reported by Perry
and Holt (1980). This algorithmcalcul ates dose by summing pencil beam dose
distributions, which are calculated as if the inhonpgeneity structures underlying the
central ray of a pencil beamare infinite in their lateral extent. Qur nethods conple-
nent those of Perry and Holt (1980) in that the scattering theory presented explicitly
deals with: (i) the continuous variation of material type in patient tissue that is required
when using ct data; (ii) the continuous energy loss of electrons through the nedia, and
(iii) the sinultaneous calculation of beam penunbra and inhompgeneity scatter effects
In particular, we discuss the incorporation of ct data into the algorithm which includes
both recursion relations for increasing the efficiency of conputer run tine and the
correlation of ct number to physical paranmeters required by the algorithm

V¢ will discuss the derivation of the algorithm based on the Ferm-Eyges theory of
multiple Coul omb scattering (Eyges 1948), the dosimetry required as input into the
calculation, and the use of ct data in describing inhonogeneous tissue. In addition we
will look at the results in a variety of ways in order to enphasise various applications of
the algorithm such as prediction of depth-dose for rectangular field sizes and cal -
culation of irregular-field dose distributions. Finally, we will conpare calculation with
measurenments in order to evaluate adequatel jNnhe strengths and limtations of the
algorithm

2. Theory

2.1. General considerations

The success of multiple Coul onb scattering theory applied to charged particle therapy
beans in the prediction of the penunbra in honogeneous water phantoms (Hogstrom
et al 1980) and the dose distributions distal to thin inhomgeneities (Goitein 1978
Coitein et al 1978) has made this approach attractive. Goitein and Sisterson (1978)
resorted to a Monte Carlo calculation for the nore general case involving thick
i nhomogenei ties to account for: (i) significant energy loss of the particle traversing the
inhonogeneity; (ii) the lateral displacements of the particles in traversing the thick slabs
of mitter; and (iii) the particle escaping the thick inhonogeneity at its |ateral border
The inpracticability of using Mnte Carlo calculations for routine treatnment planning
al gorithms has encouraged the devel opnent of the present analytical method. Only the
latter effect will not be adequately accounted for by the algorithm

I deal Iy, a general purpose algorithmsuch as ours will be most effective if the
cal cul ation uses neasured data for input and manipul ates that data according to
the physics involved. The al gorithmaccounts for multiple Coul onb scattering by using
the Ferm-Eyges theory (Eyges 1948). The angul ar spread of the electron-electron
Mol er scattering conponent is approximted according to Wliliams (1940) by replac-
ing Z* with Z(Z +1). On the other hand, the resulting energy loss and production of
secondary electrons due to Mller scattering, which changes the shape of the scatter
distribution in thick targets, is ignored. The effect of Mller scattering on the depth-
dose is accounted for by using measured depth-dose curves as input into the algorithm
Bremsstrahlung is insignificant and is accounted for by using measured depth-dose data
and assuning a uniform photon dose conponent. The effect of backscatter caused by
el ectron-electron scattering is ignored although investigations to quantify this effect are
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currency under way. Geometrical effects of air gap and skin contours are inherently
predicted by the algorithm

Most radiot herapeutic electron beans can be conceptual |y described as a narrow
heam emerging froman accel erator, converted to a broad beam by either a scanning
magnet or scattering foils, and incident on a set of collimtion devices, the fina
col limtor heing perhaps irregular in shape. The beamat this point may be considered
as a col lection of pencil beams passing through the collimator aperture. A pencil beam
consists of those particles passing through an infinitesimal area RXSY as graphically

Beam broadeni ng devi ce

mary

i mar
Aeenieanns col 1 mt or

\ Secondary
col I'i mat or

Figure 1. Schematic representation in the X-Z plane of a therapeutic electron beamincident on a patient.

represented in figure 1. Each pencil beamis considered to be composed of monoener-
getic electrons having an average angul ar divergence 6", By and rms spread in angles
(TEIA, (TfI. The dose distribution resulting fromeach pencil beamcan then be sumed to
give the dose distribution in the mterial lying beneath the collimtor by

Xx v.2 . S(X,Y)d(X -X Y-V, Z)dX dY (1)

collin
where 5(X, Y') is the relative strength of the pencil beamat X, Y and d(X -X VY -
Y, Z] is the dose contribution at X, Y, Z fromthe pencil beamat X, Y. For
calculation purposes, we eval uate equation (1) assuming the incident beamto be a
collection of parallel pencil beams incident normally to the collimation plane.

Consequent |y, we nust integrate over the collimator [ints as projected to position Z
and meke an inverse-square correction.
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- Secondary

- collimtor

SELETIU N Lot @, " gones

Figure 2. Schematic representation in the X-Z plane of a model electron beamincident on a stack of infinite

sl abs of varYi ng material, The configuration corresponds to those inhomogeneitjes underlying the central ray
of the pencil beamdrawn in figure L

2.2. Slab inhomogeneities

Consi der a stack of inhomogeneous slabs, each slab being honogeneous, but of a
different material, as pictured infigure 2. The dose distribution due to a pencil beam

incident normally on that configuration is separated into a central-axis termg(2) and
an of f-axis termf{X Y, 2),

d{X, Y, Z2) =t (X, Y, Z2)g(Z2). (2)

The of T-axis termis assumed equal to the lateral flux distribution due to thick-target
mltiple Coul omb scattering (ncs) as fornulated by the Ferm-Eyges theory (Eyges
1948) "and applied to electrons:

1 X +Y'

xp- (3)

f{X Y, 2)" e
[ttctncs 20- Mcs

where o-nts i the rns of the lateral distribution and is given by

f ves (4)

2 J-r,

where do-Mes/dZ is the linear angular Scattering power evaluated at aauonemqu
corresponding to the mean energ¥ of the electron beamat Z . The [inear angular
scatterfTi fower |5 the product o mass density and the mass angular scatter|nq power

(see | CRUY £1972)). The mean enerqgy at Z' 15 calculated by Using Harder's 11near
relationship (Harder 1965)

T(Z') = To(l-2Z,,(Z2 )/ "p) (5)
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where /?p is the practical range in water of the electron beam T,) is the incident electron
energy, and Zctr is the el Tcctive depth. The effective depth is cal culated assuming that
the linear stopping power, dE/dZ, of the material at Z relative to that of water is
relatively independent of electron energy for normal body tissues

Zef f £ deZ) T dz . 6
( { (d£/dz )njO - (6

Because the el ectron beam has traversed vacuum wi ndows, scatter foils, beam
nonitors, air, etc. prior to reaching the secondary collimator, each pencil beam has an

angul ar spread at any point in space that again is Gaussian according to the Fermi-
Eyges theory (Eyges 1948) with an rms projected scattering angle

al ~"=a\ =Ao0- A1 A2 (7))
where /4, is the /th moment of |inear angular scattering power given by
1 f sen J 2

A =5y a= (SCD-Z) dz' . (8)

Thi's RMS angul ar spread is projected into a lateral spread at Z equal to (Z + L(i)rrfl,. The
convolution of that Gaussian with that due to Ms after the collimtor in equation (3)
gives

1 XN +r "N ]
f{x’ Y’ ZZ‘PTO’: 2_(_7____J exXp----- — (9)
wher e
o-' = o-"cs+(Z+LoO)'o-t (10)

% assune that the depth-dose termof equation (2) is related to the sane
depth-dose termin water, go, by

9(2) = go(zef,)[(SSD + Ze,)/(SSD + 2)]' (11)

where we have corrected for the effective depth and inverse square. By assuning a
uni formincident beam (5 = 1), go can be extracted froma measured depth-dose curve
inawater phantom Do, by substituting equations (9) and (11) into equation (1)

Zennn- 2 exp-5h-e-nnsea-- Al AdX|g¥;ogogz)- (12)

ZTTCTo J Jdcol li mal orat Z

For rectangul ar fields of dimension WK by W at the ssd, equations (1), (9), and
(11) can be sol ved assuming a uniformincident beam (5 = 1)

DX4Z = erf footonn [ P g PR

X \;r "2\'/fy'rv'z'/p2'-'\¥i'a+ erfvwZ|2 ;\---S;é-l:g_o Ze@)SD--f--Z-eJ ----- "(13)

where WKZ, WYZ are the projected collimtor sizes at Z given by WKZ =
\VX(1 -i-2Z/ssD) and WZ = WKd+Z/ssD). If we now use a measured central-axis
depth-dose curve £50(0, 0, Z) for a square field size W<t>, in order to deternine go in
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equation (12), we obtain

1/ WKZ/ 2-X,  WKZI2 + X
DX v.2) = -(eerZr e silo-

L VWZNn- Y W Zn+Y-
(ot vac )

(14)
Vol 2er, / V S+ 71

This result is for rectangular fields, whereas irregular fields can be evaluated simlarly
fromequations (1), (9), and (12) to give

uX,Y, Z) - ('AA\ S(Arl, r)eXp-(X_Xl) *(y-1) dAT'dvﬁ)

...................... (15)
xmmo,MOevW&O AL

The dose distribution for rectangular fields, equation (14), has the same of T-axis
dependence as the a%e-diffusion algori thmfornulated by Kamachi,(l975? and exten-
ded by Steben etal (1979) and M1lan etal (1979). The «r parameter is replaced by o-"
whi ch now has pq¥ﬁ|cal meaning and can be cal cul ated for arbitrary slabs of inhomo-
geneous nmedia. The latter termin equation 510) represents the contribution to the

beam penunbra due to ncs prior to the collimtion device and explains why an
increasing air gap causes the penumbra width to increase.

The depth-dose dependence is extracted froma measured depth-dose distribution
rather than a parametrisation as Eroposed by Steben et al (1979) because of the
%Eparent difficulty infitting distributions wthout using several paraneters as shown by

ITan et al (1979). Inall cases, the field-size dependence of the depth-dose curve
comes fromthe off-axis terms whose erfs contain the ratio of field width to beamsigm,

which varies with depth. The equation defining equivalent square field size, Whg.sq, for
rectangular fields is

orf l:/\)z(_Z_/_Z__erf , Wzl 2 A cghsgl A

(16)
Jic dleT
therefore, WAq.sq varies with depth; thus, the concept of equivalent squares for electrons
IS rneaningl ess. However, we nay extract the depth-dose for rectangular field sizes
fromsquare-field data by noting fromequation (14) that

e\ Yoow L op, it Xowkr -, Avy, Ayt 12 (17)
Thi's same expression can al so be shown to hold for output factors (MIls et al 1980) so

that equation (17) should be true for depth-dose data normalised to individual maxinma
as well as to the maxinmumof a reference field size.

Because of bremsstrahlung in the beam a small photon contribution must be
considered. This is done by assuming that the dose beyond the depth of the practical
ran?e IS entirely due to photons and that photon dose short of that depth increases only

by the inverse-square correction. The off-axis dependence of the photon dose is taken
to be constant within the collimator and zero outside. The net result is that the field size

>
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dependence of tiic depth-dose curve built into equation (14) applies only to the electron
dose conponent.

2.3. Patient calculations

In order to calculate the dose distribution in an inhomogeneous patient, we assumed
that the dose contribution fromthe pencil beamat X, Y to each point of calculation
can be made considering the inhomogeneity structure along that ray to be infinite in
lateral extent, i.e., we assune the geometry in figure 2 for calculating the contribution
fromthe ray drawn in figure 1 to the dose at every point P. The equation (15) nust be
mdified as <t becomes a function of lateral position (X Y) as well as Z

In the presence of large air gaps, the latter termof equation (10) for ct™ domnates so
that the effects of sharp discontinuities are underestimated as the severe local changes in
<tmcs will not be reflected ino- . This effect is nininmsedif one recalls that the Gaussian
in equation (15) came fromthe convolution of the two Gaussians, with (Tncs and
fTair = (Z + Lo) o-g" of cquatlon (10) when ctncs was independent of X and Y. There-
fore, before the convolution, equation (15) can be expressed as

D(X I Z) _Iolfllrr§<(f)§1 ZLGer.fV[[eXp A XfIO:” Y-y

(Xx") A4(Y —y ")"

rd (i T B0 0, 2
(18)
[f we now switch the order of integration
00 Y 2S00, 1) lexp X HY)
K0(0, 0,2, ), epf s | e et ey (199)
LR RV R H A DR A (R WU R
(19b)

Physical |y, 5ajr represents the flux at position Zinair in the absence of all natter below
the col limtor. W then propagate that flux to Z in the presence of inhomogeneous
material. Al terms involving ZM and ctncs are inside the integral, recalling that these
quantities are defined with respect to the central axis of individual pencil beams. The
linits on the'integral of equation (19a) are infinite, but inreality the integration is
carried out only 2-3 cmpast the collimator's edge. For the case of infinite slabs these
results reduce to equation (14).

The approximation of this algorithm that the mediumunder the central ray of each
pencil beamis infinite in extent, produces calculational errors greatest in the shadow of
thick inhomogeneities whose edge is parallel to the beam This is due to a lack of
subsequent scattering of the particles scattered fromthe denser mediuminto the |ess
dense medium as well as the miscalculation of particle ranges as discussed by Goitein
and Sisterson (1978). W believe that the algorithmis a conpronise between speed
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and accuracy in calculating dose in the penunbra as well as in the presence of
i nhormogenei ti es.

2.4. Incorpora tion of ct data

The al gorithmwas devel oped assumng that an accurate description of patient
i nhonogenei ties is available. Such information is adequately supplied by ct data. In
particular, the linear collision stopping power relative to that of water and the |inear
scattering power are required at each point in the patient. These quantities are assumed
to be a function of CT number, H The linear stopping power ratio of the mediumto that
of water is assumed to be independent of energy and related to the ct nunber. This
relationship is independent of electron energy within approximtely £0.5%from
1-20 MeV for the tissues listed in table 1 and plotted in figure 3. The linear collision
stopping powers are cal culated according to ICRU 21 (1972) with the density cor-
rection cal culated according to Kim(1973). The ct nunber His defined to be
500 mmo. where fx is the linear attenuation coefficient of the mediumand nois that of
water. The fi values are calculated fromthe tables of NSRDS-NBS 29 (Hubbell 1969)
at the average x-ray energy of the scanner.

Table 1. Electron properties and ct nunber of various tissues

deldz) 2
(dEl dz) : fId<TVd

Ti ssue H( 120k Vp) t H( 140k Vp) 1: (de/d2),, 0 (TVvdZ),, 0
ICRU 21 (1972

Fat 449 456 0.933 0.729

Muscl e 528 527 1.051 1.040

Bone 936 839 1.422 1.863

| CRP23 (1975), Constantinou (1978)

Lung 147 148 0. 311 0. 292
Adi pose 452 457 0. 930 0.761
Red marrow 503 507 1.027 0.912
Brain 515 514 1.027 1.002
Ki dney 522 522 1.043 1.025
Li ver 532 531 1.059 1.045
I nner bone 599 576 1.098 1.135

t Evaluated at By = 67 keV.
t Evaluated at E, = 80 keV.
§ Evaluated at T* = 10 MeV.

The ratio of the linear scattering power of the mediumto that of water is also
assumed to be energy-independent and again related to the ct nunber. The relation-
shipis eIectron-energ%-independent within approxinately £0.5%from1-20 MeV for
the tissues listed intable 1 and plotted in figure 4. The linear scattering powers are
calculated according to | CRU 21 (1972). The linear scattering power for a given ct
number is then extracted by multiplying this ratio by (d<7VdZﬁ||20 at the energy of
equation (5) corresponding to the effective deEth

ct data is normally available on a rectangular grid, where each volume element is a
voxel . For clarity consider the problemin two diinensions, in which case a ct nunber
corresponds to the mean attenuation coefficient within a pixel. The first stepin the
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Figure 3. Plot of electron |inear stopping pover ratio Figure 4. Plot of electron |inear scattering pover

against CT nunber of 120 kVp x-rays for tissues of ratio against CT number of 120 kVp x-rays for

table 1, Full curve represents the function used by  LiSsues of table 1. Full curve represents the function

the al gorithm used by the al gorithm the broken curve could be
used for Iung.

algorithmis to construct a fan grid in which the fan lines intersect ai the electron source,
and the horizontal lines are perFendlcul ar to the central-ray fan line. The cr number is
then interpolated at the intersection of these grid lines fromthe original cr data matrix,
Thi's method has been previ ousIY descri bed by Parker et al (1979). ,

Amtrix of the efficient depths is then calculated along the points of the fan grid by
applying equation (6) numerically for each fan line, i.e.

(20)
k =i\(dE/dZ)H o' k., 2 \(dE/dZ) RO ']

where AZ is the interval between grid points alonqafan line. Amatrix of mcs sigmsis
cal culated along the points of the fan grid by applying equation (4) numerically for each

fan Iine:

Z, +AZ

(cThes)u="Tes(Z %) 5 |01 (Z,-Z 2
.?[('I'r)“H(l/\l_/\|||/\/\/\|/\>_/\||/\/\)_ (20)

In order to'increase the computational speed, a recursion relationis used to evaluate
equations (20) and (21). That relationship for the mcs signas is

(«r"MS).-.[ = [(M"+M-"4-(Mi'73)]AZ' (22a)

MY =AM EM - HAZ(d<TMeS/ dZ) - L - (22D)

M-"=M"-"-M,""-'-AZ(do-"cs/dZ)i-,.; (22c)

Mi'=M,"""+AZ(df T' Mcs/dZ)i-ij. (22d)

The Iinear scattering powers are calculated fromthe curve of figure 4 and the |inear
sciJttering pover of ater evaluated at the mean el ectron energy corresponding to Z Jt.
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3. Results

The al gorithmhas been eval uated by conparing measurements with the various
predictions. In all cases the comparison was reduced to a two-dimensional problem by
making the phantomindependent of the third dimension (X or Y). The third
di mensi on was incorporated only when the field size dependence of depth-dose was
conpared. Calculations were made on a Control Data Corporation CYBER 171-24.
Dose was calculated on a 0.25 cmgrid and CT data were stored on a fan grid of 0.25 cm
in depth and 0.25 cmlaterally at the proximl edge of the CT fan matrix. For those
cal cul ations involving numerical integration, the step size is that of the ct grid spacing.

Measurenents were made on an AECL Therac 20 linear accelerator with the
17MeV el ectron beam lon chanber dosinetry was done with a 0.lcm air-gas
%I indrical ionisation chamber manufactured by PTW The chanber was operated at
300 Vwith the beamoperated at an average dose rate of approximtely 1 Gy mn"".
The readings were not corrected for polarity or saturation effects which were I'ess than
1% For that data expressed as dose, the conversion fromionisation to dose was made
according to the methods described by A nond (1976).

Fi I mdosimetry was done by using Kodak Tyge Mfilmthat was hand devel oped.
Filmwas used only for the measurement of distributions perpendicular to the incident
beam in which case the filmwas normal to the beam The exposures were nomnal |y
15 c¢Gy maxinumto ensure that filmresponse was |inear (Al nond 1976).

For large air gaps between the collimator and patient, the scattering upstreamof the
collimtor either domnates or contributes significantly to the penunbra via the latter
termin equation (10). ag" is best determned by in-air measurements of the penumbra
using film Films were exposed for a 10 cmx 10 cmfield size at varying distances bel ow
the collimtor. The results are plotted in figure 5 as the 90% 10%distance in the
penunbra against distance bel ow the col limtor. The angular sigmas are then equal to
0.391 tines the slope of the line fitting the data. These results show (i) that the angul ar
sigma is independent of the transverse axis; (ii) that the theory adequately describes the
penunbra in-air; and (iii) that the angular sigm can be adequately predicted using
equation (7) giving 24 mrad for the setup. In the evaluation of equations (7) and (8), the

Yat K

AC axis

Figure 5. In-air penunbra neasurenents against distance fromcollimtor. Line A 0-,, ® 24 mad, line B,
(Tj, =26 nrad.
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scanni ng magnet of the Therac 20 was assumed to be equivalent to an infinitely thin
scattering foil with a very large scattering power and negligible energy loss located at the
source position. Preferably, crtir should be selected to fit the measured penunbra rather
than derived fromequation (7)

The dose distribution in a water phantom cal cul ated by equation (14) for a
10 cm X 10 cmfield size at 100 cm SSD is conpared to nmeasured data in figure 6. The

----- Cakul al ed e" beam
----- Measur ed 17 MeV 10 tnxl Ccin
w0 oot [ J_ 1L Lo
-10 0 10
Ne(cm

Figure 6. Conparison of calculated with measured isodose lines for 10 cmx 10 cmfield size at 100 c¢cmssd
from 17 MeV el ectrons on the Therac 20.

measured depth-dose curve was used as input; therefore, this conparison tests
the off-axis calculation only. Agreement was within approximately +1 mm except near
the 10% and 95% i sodose |ines, where agreenent was within 3 mm The overes-
timte of dose above 80%is nost likely due to the fact that we have assumed the heam
incident on the collimtor S(XY) to be uniform In reality the primry collimtors
cause the beamincident on the secondary collimators to be non-uniformat the edges
Thi's non-uniformty is due to in-air scattering (Brahme 1977) and is why the primary
collimtors are opened 5 cmoutside the secondary collimator. The effect may be
corrected by incorporating S{X, ¥), which should be approximtely equal to the
of f-axi s dependence termin equation (14) with a calculated fromequation (10), where
tTMes is calculated fromequation (4) for the air between the primary and secondary
collimtors and o-ai, is calculated fromequation (7) for the material above the primry
collimator.' The wi der beam penunbra at the 10%isodose line is possibly due to the
negl ect of electron-electron scattering at the shallow depths and the non-explicit
dependence of bremsstrahlung at the deeper depths. These results are consistent with
those reported by Perry and Holt (1980)

The depth-dose for any field size can be predicted froma single measured field by
equation (14) as previously discussed. 6 cmx 6 cmand 8 cmx 8 cm depth-dose dis-
tribution are predicted froma 10 cmx 10 cmdistribution in figure 7. The cal cul ation
exhibits the sane trend in the data; however, there is significant disagreenent for the
smal ler field size, which is believed to be due to the neglect of electron-electron
scattering. Therefore, we recomend that data either be neasured or interpolated
fromneasured data for determining the depth-dose of the field size being cal cul ated
For rectangular fields, the depth-dose can be calculated fromthe appropriate square
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o0 6x6 neasured
a f>x<> neasured

= a o
Depth in water (cm

Figure 7. Comparison of measured depth-dose dis-
tributions with those cal culated from10 cmx 10 cm
field size for Therac 20 17 MeV el ectrons using
equation (14).

100

—4x8 neasur ed
o Calculated

= 10O
Depth in water (cm

Figure 8. Comparison of measured deFl h-dose of a
4cmX8cmfield size with that calculated from

4cmX 4 cmand 8 cmx 8 cmdept h-dose data using
equation (17).

fields as predicted by equation (17). Figure 8 denonstrates that the neasured depth-
dose distribution of a4 cmy 8 cmfield can be sufficiently calculated fromthose of
4 cmX4cmand 8 cmx 8 cmfields by using this method.

The beam edges in inhonogeneous phantons have been studied. This effect woul d
be most significant in |owdensity [ung tissue. A 3.1 cmpolystyrene-10.2 cmcork-

5.0 cmpol ystyrene phantomves used to sinulate the thorax

and beam profiles were

measured using filmat depths of 0, 2.6, 5.2 and 7.8 cmbel ow the %ol ystyrene-cork

interface. The results are corrpared with calculations infigure 9. The agreg
consistent with the vater phantom comparison, in that the measured profiles [ie UP to
3 moutside the calculated profiles at the 10%|evel at the shallow effective dep

he agreenent is
hs.

The effect of side scatter is expected to be significant for |nhorm%ene|lies near the

skin surface, in particular for hard bone,

-Cal cul ated
' Measured

0 = 022

/e_ beamXI Cn)
17 MeV | Cenxl Ccm

Figure 9. Conparison of neasured with cal cul ated
heamprofiles in a pol ystyrenel cork/ pol ystyrene

sl ab phantomfor a 10 cmx 10 cmfield size for
Therac 20 17 MeV eTectrons.

As a stringent test of the algorithm the

—Cal cul at ed
oo % Measured

5
e pfl T M

17 MeV 10cnX10cm

Figure 10. Conparison of measured with cal cul ated
ionisation profiles at various deﬁths inavater phan-
tombehind a 4 cmwide by 2 cmthick bone substitute
block ina 10 cmx 10 cmfield size for Therac 20
17 MeV el ectrons. The data have been nornmalised

to calculation at central axis of the first profile.
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fonisation profiles beneath a 2 cmdeep x 4 cmwide cross-sectjon of a bone substitute
were measured. In figure 10 they are conpared with the distributions calculated by the
present theory. The effect of mcs was significant, generating hot and cold spots
proximl to the inhonogeneity, while smoothing the dose profiles distally. The
limtations of the theory as previously discussed are observable in the present case in
that the hot and cold areas are underestimated by approximtely 10% However, bone
ingeneral will not be that thick nor have that sharp an edge, so that we mght normally
expect accuracy of this magnitude or better in our calculations

Atypical patient calculation using the present algorithmis shown in figure 11, It
shows the treatment plan for a carcinoma in the maxillary antrumand denonstrates the
influence of the antrumand nasal cavities on the distribution. In particular,
consi deration of the inhomogeneities provides the therapist with a more accurate dose
distribution by correcting for range changes and scatter effects

e" beam
17 MeV ScnxScm

Figure 11. Asingle-portal patient dose distribution with gross inhomogeneities in the maxillary antrumfor an
8 cmX 8 cmfield using Therac 20 17 MeV el ectrons.

4. Sunmmary

An al gorithmhas been devel oped for the calculation of electron beam dose dis-
tributions in the presence of inhomogeneous tissue. Dose distributions were calcul ated
that accounted for range changes and side scatter, the latter being accommdated by the
Ferm - Eyges theory of ncs (Eyges 1948). The use of measured depth-dose dis-
tributions and "in-air' penumbra as input into the calculation have been discussed. The
al gorithmmade certain approximtions to the actual physics in order to increase
conputational speed, making routine patient calculations feasible. The comparison of
calcul ations with phantom measurenents in a Therac 20 17 MeV beamfairly show the
accuracy that can be expected using the algorithm Although not precise, the algorithm
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different pas de plus 2 mmdcs courbes ntsurees dans un fantone d'eau. 11 en est de meme dans des tranches
de liege simulant des pourons. Les calcul's au niveau d'un fantome d'os sinule montrenf des faiblesses dans
le calcul. Enfin, on presente les resultats, chez un maiade, pour e mexillaire. La Uieorie fait suggerer une
met hode al ternative pour le calcule de Ia dose en profondeur pour des champs rectangul aires.

Zusamenf assung

Dosi sherechnungen fiir El ektronenstrahlen.

Di e Berechnung der El ektronenstrahl dosi sverteilungen i mhomogenen Gewebe erfolgt mit Hlfe eines
Algorithnus, der die Dosisverteilung von einzelnen Strahlen summiert. Die nicht-axiale Abhangigkeit der
Dosi sverteilung wird beschrieben durch die Ferni-Eyges-Theorie der Vielfach-Coul onbstreuung an dicken
Targets. Al's Eingabe fur die Berechnungen dienen die gemessenen Tiefendosi swerte quadratischer Felder.
Zur Korrcktur von Entladungseffekten werden Daten von Messungen "in Luff imHalbschatten des Strahls
benutzt. Die effektive Tiefe, die man zur Auswertung der Tiefendosis braucht, und das Sigma der
ni cht-axial en Gauss- Verbreiterung gegen die Tiefe werden berechnet durch Rekursionsformeln von einer
CT-Matrix fur Material, das einzelnen Strahlen ausgesetzt ist. Die Korrelation der CT-Zahl mt demrelativen
l'inearen Bremsvermogen und Streuvermogen fiir verschiedene Gewebe wird gezeigt. Die Ergebnisse der
Berechnungen werden durch Vergleich nit Messungen an einem 17 MeV-E ektronenstrahl eines Therac- 20-
Li near beschl euni gers bestatigt. Berechnete Isodosen stimen bis auf 2 mmnit Messungen in einem
\lasser phantom iiberein. Eine ahnliche Ubereinstimung wird beobachtet bei Korkplatten zur Simulation
der Lunge. Berechnungen bein einem Knochenersatz zei gen Schwachen des Model I's. Die Theorie schl agt
eine alternative Methode zur Berechnung der Tiefendosis rechtwinkliger Felder vor.
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