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ABSTRACT

JOSEPH W. SEABORN III: Combinatorial Interpretation of the Kumar-Peterson Limit
for sln(C) Demazure Characters and Gelfand Pattern Description of sln(C) Demazure

Characters.

(Under the direction of Robert Proctor)

Given a semisimple Lie algebra, a dominant integral weight λ, and a Weyl group ele-

ment w, the Kumar-Peterson identity expresses the limit of a certain sequence of Demazure

characters as a certain product over a subset of the positive roots. In Type An, the De-

mazure characters for a given n-partition λ and a given permutation are also known as key

polynomials. In this thesis we obtain a combinatorial interpretation of the Kumar-Peterson

identity in Type An. Our combinatorial interpretation presents two product identities for

the generating function for a set of certain reverse semistandard tableaux. The first right

hand side is a product over the inversions of an inverse shuffle. The second right hand side is

a product over the hooks of certain Hillman-Grassl boards. These identities can be viewed

as combinatorial identities in and of themselves. We give bijective proofs of these identities

which extend the Hillman-Grassl algorithm. We also give a Lie theoretic proof of the first

identity by translating the Lie theoretic entities to combinatorial entities. The foremost spe-

cial case of the second identity is equivalent to Gansner’s identity for colored reverse plane

partitions. That identity generalized identities found by Stanley, MacMahon, and Euler.

Therefore this work places those identities in a Lie theoretic setting, and obtains the most

general result of this kind within Type A. The foremost step in the Lie theoretic proof is

to show that the limit of the Demazure polynomials can be found by calculating the direct

limit of certain sets of Demazure tableaux. The principal tool we use in the Lie theoretic

proof is Willis’ scanning method for describing the Demazure tableaux. In the final chapter,

we present a translation of this scanning method to Gelfand patterns.
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1 Introduction

The definitions of the combinatorial terms used in this introduction are given in Chapter

2. For the definitions of the Lie theoretic terms used in this thesis, consult Chapter 5. Fix

n ≥ 1 throughout this thesis.

1.1 Overview of thesis

Some famous identities in mathematics take the form of a sum equals a product. One

such identity is due to Euler: For a nonnegative integer d, denote by p≤n(d) the number of

partitions of d with no more than n parts. Euler described and proved the following product

identity for the generating function of these partitions [Sta1]:

∞∑
d=0

p≤n(d)td =
1

n∏
i=1

(1− ti)
.

The Kumar-Peterson (K-P) identity is an identity from Lie theory which is (not obviously)

related to this partition generating function identity of Euler. To state the K-P identity, we

need to specify 3 inputs: a semisimple Lie (or Kac-Moody) algebra Xn of rank n; a dominant

integral weight λ which determines a highest weight representation Vλ of Xn; and a minimal

length coset representative w ∈ W λ. Let H be a Cartan subalgebra of Xn. Let Φ be the set

of (real) roots of Xn. Let B denote the Borel subalgebra of Xn. Let Dλ(w) be the Demazure

B-submodule of Vλ with lowest weight w.λ and let dλ(w; y) be the formal character of this

submodule with respect to the Cartan subalgebra H. Here the variable y indicates a generic

n-variate coordinatization of the ring of formal exponentials of the integral weights for the

algebra Xn. So for a positive root α, we are writing exp(α) = yα. And for the weight −wmλ,

we are writing exp(−wmλ) = y−wmλ. Throughout this thesis, the variable z indicates the
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coordinatization of the ring of formal exponentials in the simple root basis: For 1 ≤ i ≤ n,

we define zi := exp(αi), the formal exponential of the simple root αi. Define the “adjusted”

Demazure character of the Demazure submoduleDλ(w) to be y−wλdλ(w; y). The K-P identity

is:

lim
m→∞

y−wmλDmλ(w; y) =
1∏

α∈Φ(w)

(1− yα)
,

where Φ(w) := Φ+ ∩ w(Φ−). Once the simple root basis has been fixed for the formal

exponentials, the adjusted Demazure characters become polynomials in these variables and

the right hand sides become formal power series in them. The K-P identity is explicitly

stated in the literature only in [Pro1]; there it is indicated how it can be derived from an

equation that appeared in the 1996 paper [Kum1] and then later in the book [Kum2].

In this thesis we consider only the Type An cases of the K-P identity. So the Lie algebra

is sln+1(C).

We introduce combinatorial objects to describe both sides of the K-P identity. Doing so

enables us to reformulate the limit on the left side as a sum. The right side remains a product.

The easiest cases of the K-P identity occur when the highest weight λ is a fundamental weight

ωb. Here in Type An, the combinatorial sum equals product identities can be interpreted

as product identities for generating functions of reverse plane partitions on general shapes

µ. In particular, when the highest weight λ is equal to the fundamental weight ωn, the

combinatorial identity can be interpreted as Euler’s partition generating function identity

above. The combinatorial translations of the K-P identity for λ = ωb give a Lie theoretic

“explanation” of further product identities for reverse plane partition generating functions

due to MacMahon [Mac], Stanley [Sta2] and Gansner [Ga]. By describing the K-P identity

combinatorially for the general Type An case, we obtain a generalization of this sequence

of generating function identities. Our viewpoints also provide explanations for the peculiar

colored weighting introduced by Gansner.

The notion of “Young diagram” or “shape” arises in this thesis in two fundamentally

different ways. On one hand, the dominant integral weight λ corresponds to an n-partition
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λ whose shape we view in the xy-plane. It is well known that the weights of the irreducible

representation Vλ can be described with reverse semistandard Young tableaux on the shape

λ. We view these reverse semistandard tableaux in the xy-plane. In our combinatorial

interpretation of the K-P identity, the limit becomes a sum over a certain set of “labelling

tableaux”, which arises when taking the limit. It is interesting to note that this set of

labelling tableaux decouples into a direct product of sets of “labelling subtableaux”; this

was unexpected. The sets of labelling subtableaux consist of regions of columns of labelling

tableaux of the same length. We view these labelling subtableaux in the xy-plane. On the

other hand, in some of our combinatorial interpretations and bijective proofs, the tableaux

viewed in the xy-plane are transformed via a 3-D picture to reverse plane partitions on a

shape µ. As results of this 3-D transformation, both the shape µ and the reverse plane

partitions lie in the xz-plane. This shape µ in the xz-plane is the shape on which the reverse

plane partitions of MacMahon, Stanley and Gansner are defined.

In 1997, Dale Peterson developed and proved the K-P identity. This identity had already

been found independently by Shrawan Kumar. For a poset P , reverse plane partitions

generalize to P -partitions. Using the K-P identity, Peterson and Proctor proved [Pro1] that

there are hook length product identites for the P -partition generating functions of colored d-

complete posets. Shuji Okamura [Oka] and Kento Nakada later gave “Hillman-Grassl-style”

bijective proofs of this result for most slant irreducible families of d-complete posets.

By 1990, Lascoux and Schützenberger [LS] had developed a combinatorial description

for Type An Demazure characters. In 2010, Willis developed a simpler method to describe

Demazure characters in Type An; this is called the tableau scanning method. His tableau

scanning method forms the foundation for the work in this thesis. We first use his notion of

“Demazure tableaux” to derive our combinatorial interpretation of the K-P identity from the

Lie theoretic K-P identity. Later, in Chapter 6, we also translate Willis’ tableau scanning

method to a scanning method for Gelfand patterns. This enables us to describe Demazure

characters as sums over Gelfand patterns.

Allen Knutson proposed describing Type An Demazure Characters as sums of weight
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monomials of certain Gelfand patterns. In his proposal, one would define a pipe dream

for each Gelfand pattern. One would then convert the pipe dream to a permutation. He

proposed that one could describe the Demazure character dλ(w; y) as the sum over the

Gelfand patterns whose resulting permutations are weakly less than the permutation w in

the Bruhat order. The author of this thesis was not able to describe a method to write

Demazure polynomials in this way, but Knutson’s proposal led us to our work in Chapter 6.

Jeffrey Ferreira gave [Fe] a description of constituent parts of Type An Demazure characters,

called “atoms”, as sums over certain Gelfand patterns. We do not, however, address atoms

of Type An Demazure characters in this thesis.

In the next section, we define a set of tableaux which we call “labelling tableaux”. We

then state our combinatorial interpretations of the K-P identity. These are two product

identities for a multivariate generating function for the set of labelling tableaux. In Section

1.3, we present Willis’ description of Demazure characters. In Sections 1.4 and 1.5, we

describe how the partition and reverse plane partition generating function identities referred

to above are special cases of our combinatorial version of the K-P identity. In Section 1.6, we

present the various combinatorial and Lie theoretic structures associated to the K-P identity

in Type An for the case when the highest weight λ is a fundamental weight ωn+1−b for some

1 ≤ b ≤ n. Combinatorially, the shape λ obtained from the highest weight λ = ωn+1−b is

one column of length b. In Section 1.7, we give a preview of our bijective proof of our first

combinatorial interpretation of the K-P identity. In Section 1.8, we present an alternate

description of the set of labelling tableaux. We call these tableaux “affine tableaux”. These

tableaux provide a better description for the geometric interpretation of the K-P identity.

In Chapter 2, we first present the necessary background combinatorics to precisely state

our combinatorial version of the K-P identity. Then we define the “weighted limit” of a

“weighted direct system”. This allows us to state our first main result, Theorem 3.3, in

Section 3.3: We can label the equivalence classes of the weighted limit of the direct system

of sets of Demazure tableaux with the labelling tableaux. We then state our second main

result, Theorem 3.4, in Section 3.4. This theorem gives two combinatorial interpretations
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of the K-P identity for general Type An: the first interpretation gives a generating function

identity for the set of labelling tableau in terms of “inversions” of an “ordered Q-partition”;

the second gives an identity for the same generating function in terms of “hooks” of “Hillman-

Grassl boards”. We then state our third main result, Theorem 3.7 in Section 3.4. This third

result states that our first identity in Theorem 3.4 is a combinatorial translation of the Lie

theoretic K-P identity for Type An. In Chapter 4, we present our bijective proof of Theorem

3.4. In this bijective proof, we use, among other things, Gansner’s colored version of the

Hillman-Grassl algorithm. In Chapter 5, we present an alternate proof of the first identity of

Theorem 3.4 in which we derive it from the K-P identity by translating Lie theoretic objects

into combinatorial objects. In Chapter 6, we present our Gelfand pattern scanning method.

1.2 Our combinatorial Kumar-Peterson identity

To state our combinatorial version of the K-P identity in Type An, we need to specify

three inputs: a positive integer n; a subset Q = {q1 < . . . < qk} ⊆ {1, 2, . . . , n}; and an

“ordered Q-partition” of the set {0, 1, . . . , n}:

ρ := {ρn, ρn−1, . . . , ρn+1−q1}, {ρn−q1 , . . . , ρn+1−q2}, . . . , {ρn−qk , . . . , ρ0}.

Define q0 := 0 and qk+1 := n+ 1. Then for 1 ≤ r ≤ k+ 1, the rth block from the left has size

qr − qr−1. We refer to the set of values in each individual block as a “cohort”. Our standard

form for an ordered Q-partition ρ lists the values ρi within each block in decreasing order

from left to right:

ρ := (ρn, ρn−1, . . . , ρn+1−q1 ; ρn−q1 , . . . , ρn+1−q2 ; ρn−q2 , . . . ; . . . ; ρn−qk , . . . , ρ0).

Here the ordered blocks of ρ are indicated with semicolons. Note that we index the positions

of the values in ρ decreasing from n to 0 starting from the left. We refer to the set of positions

for each individual block as a “carrel”. The set Q will arise as the set of column lengths

appearing in the shape λ for the given highest weight λ used to form the K-P identity. Here
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Q also lists the column lengths that appear in the “labelling tableaux” described below. In

Chapter 5, we indicate the equivalence of the ordered Q-partitions ρ in standard form with

the minimal length coset representatives w ∈ W λ.

For 1 ≤ r ≤ k = |Q|, we define the “ρ-minimal column” Y (r)(ρ) of length qr to be the

vertical column of qr boxes which contains the leftmost qr values in ρ, decreasing from top to

bottom. In particular, if Q = {b}, for each ordered Q-partition ρ there is only one ρ-minimal

column. It has length b and contains the leftmost b values of ρ.

The three combinatorial inputs above determine a set LQ(ρ) of reverse semistandard

Young tableaux, which we call “labelling tableaux”. These tableaux T meet the following

criteria: the set of distinct column lengths of T is equal to Q; for each 1 ≤ r ≤ |Q| = k,

the tableau T has exactly one ρ-minimal column of length qr; and the values in a column

appear in the rightmost ρ-minimal column to its left. The values in the columns of a labelling

tableau T of the leftmost length qk are merely bounded below by the values in the ρ-minimal

column of this length; here the possible values are not restricted to come from a ρ-minimal

column to the left.

Note that the values in the region of T of columns of length qr are restricted only by the

ρ-minimal columns of length qr and qr+1. Thus the values in the regions of various column

lengths are independent of each other.

Our first main result, Theorem 3.3, proves that the “weighted limit” of Demazure tableaux

used to describe the Demazure characters in the K-P identity may be regarded as being the

set LQ(ρ) of our labelling tableaux. Our second main result, Theorem 3.4 below, gives prod-

uct identities for a multivariate generating function for this particular set LQ(ρ) of reverse

semistandard tableaux. This theorem was orginally obtained as a result of calculating this

weighted limit. It can, however, be considered as a combinatorial identity in and of itself.

In Chapter 4, we temporarily forget the Lie theory background and give a bijective proof

of Theorem 3.4. But the first identity of Theorem 3.4 also has a second proof, wherein it

is viewed as a consequence of the K-P identity and Theorem 3.3. We present this proof in

Chapter 5. Our two main results can be combined into the statement of Theorem 3.7: “a
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combinatorial interpretation of the K-P identity in Type An in terms of reverse semistandard

tableaux is:”

Theorem 3.4. Fix n ≥ 1, a subset Q ⊆ {1, 2, . . . , n}, and an ordered Q-partition ρ. Let

Φ(ρ) be the set of inversions of ρ. Then

∑
T∈LQ(ρ)

zT =
1∏

(ρi,ρj)∈Φ(ρ)

(1− zρi+1zρi+2 . . . zρj)

=
k∏
r=1

∏
(i,j)∈µ(r)

1

1− zhook(i,j)
.

The “Hillman-Grassl boards” µ(r) here are defined in terms of Q and ρ in Section 4.6.

The hook weights zhook(i,j) are assigned to their boxes in Section 4.3. The weight zT measures

T with respect to the tableau of the same shape as T whose columns are ρ-minimal columns.

Hence we call zT the “ρ-weight monomial” of T . The variables {zi}ni=1 that form the ρ-weight

monomials correspond to the simple root basis {αi}ni=1.

Note that the first term in the expansion of the right hand side is 1. Given an ordered

Q-partition ρ, there is a unique labelling tableau that is formed using one copy of each of the

ρ-minimal columns for each of the column lengths in the set Q. This “minimal” labelling

tableau has ρ-weight monomial equal to 1, and is accounted for by the first term of the right

hand side. Note that this ρ-weight monomial is not the usual weight monomial for reverse

semistandard tableaux; the usual weight monomial only considers the values in a tableau T

itself.

As noted in Section 1.1, the variables zi correspond to formal exponentials of the simple

roots αi. The “adjusted” Demazure characters inside the K-P limit are polynomials in the

variables zi once the characters have been coordinatized in the simple root basis. Hence the

zi variables are the natural choice for the coordinatization of the K-P identity. We could

coordinatize the K-P identity in the variables xi corresponding to the axis basis. However,

the adjusted Demazure characters are not polynomials in these variables, and the right hand

sides are not formal power series in them.
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Given a subset Q ⊆ {1, 2, . . . , n}, there is a “minimal” ordered Q-partition which we

denote ρQ0 . It is constructed as follows: Form an (n+ 1)-tuple of empty positions. Separate

these positions into carrels using semicolons according to the set Q as above. Starting from

the left, place the smallest values of {0, 1, 2, . . . , n} in each cohort. Then, for instance, the

values in the leftmost cohort are the numbers {q1 − 1, q1 − 2, . . . , 1, 0} written in decreasing

order. The simplest cases of our combinatorial identity occur when ρ = ρQ0 . In particular,

when Q = {b} and Q = {1, 2, . . . , n}, the right hand sides for ρQ0 are respectively

∏
1≤i≤b≤j≤n

1

1− zizi+1 . . . zj
and

∏
1≤i≤j≤n

1

1− zizi+1 . . . zj
.

For general Q, the indexing of the product for ρQ0 is over all (i, j) such that there does not

exist an r such that qr < i ≤ j < qr+1. The Weyl group element that corresponds to the

ordered Q-partition ρQ0 is the longest element in the setW J of minimal length representatives,

where J := {1, 2, . . . , n} −Q.

1.3 Demazure tableaux and Willis’ scanning method

In this section we give a preview of Willis’ recent progress in combinatorially describing

Demazure polynomials. It is described in detail for reverse semistandard tableaux in Section

2.5.

We need to first make a technical remark: In the papers [Wi] and [LS] referenced below,

permutations π ∈ Sn and semistandard tableaux were used. However, in the first five chap-

ters of this thesis, we use ordered Q-partitions ρ of {0, 1, 2, . . . , n} instead of permutations

and reverse semistandard tableaux instead of semistandard tableaux. The translations from

permutations to ordered Q-partitions and from semistandard tableaux to reverse semistan-

dard tableaux are given in Chapter 5.

Once a basis for the space of weights has been chosen, Demazure characters become

“Demazure polynomials”. The polynomial dλ(ρ;x) is defined in [PW] to be the output of

the Demazure character formula, wherein a sequence of divided difference operators is applied

8



to the weight monomial of λ, coordinatized in the axis basis. Lascoux and Schützenberger’s

[LS] description of Demazure polynomials used the plactic algebra. Their description of

Demazure polynomials relied on the construction of the “right key” of a tableau. For a

tableau T , the right key R(T ) can be defined via a jeu de taquin process, as in Appendix

A.5 of [Ful]. The “λ-key of ρ” is the particular key tableau on the shape λ whose columns

are ρ-minimal columns. We denote this tableau by Yλ(ρ). Lascoux and Schützenberger

proved that dλ(ρ;x) is equal to the sum of the weight monomials of the reverse semistandard

tableaux T on the shape λ whose right keys satisfy R(T ) ≥ Yλ(ρ). Following [PW], we say

T is a “Demazure tableau” for ρ on the shape λ if R(T ) ≥ Yλ(ρ). If Dλ(ρ) denotes the set

of Demazure tableaux for ρ on the shape λ, then dλ(ρ;x) is equal to the sum of the weight

monomials of T ∈ Dλ(ρ). The scanning method developed by Willis simplified the process

of finding the right key R(T ). Thus his scanning method simplified the description of a

Demazure tableau.

We first use the tableau scanning method to describe the limit of the adjusted characters

in the left hand side of the K-P identity as a sum over the set of “labelling tableaux”: Fix an

ordered Q-partition ρ and let w ∈ W λ be the equivalent minimal length representative. The

adjusted Demazure polynomials z−wmλDmλ(w; z) can be expressed as sums of our ρ-weight

monomials zT of the Demazure tableaux for ρ. We describe the sets Dmλ(ρ) of Demazure

tableaux for m ≥ 1 using the scanning method. We then calculate the “set direct limit” of the

sequence of sets {Dmλ(ρ)}m≥1. In this limit, the Demazure tableau criterion R(T ) ≥ Yλ(ρ)

simplifies to allow us to label the equivalence classes forming the direct limit with our labelling

tableaux. These labels are not necessarily representatives of the equivalence classes, but they

do have the same ρ-weight monomial as every member of the equivalence class which they

label. We present this transition from limit to sum in our second proof of our combinatorial

K-P identity, which is given in Chapter 5.

We also use the tableau scanning method in Chapter 6. There we translate it to a scanning

method for Gelfand patterns, Algorithm 6.4. This algorithm takes a Gelfand pattern and

from it produces a scanning pattern. Let π be a permutation. We define a Gelfand pattern
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with top row λ whose scanning pattern entrywise dominates the “λ-key pattern of π” to be

a “Demazure pattern” for π with top row λ. We prove that the Demazure polynomial for

λ and π is equal to the sum of the weight monomials of the Demazure patterns by relating

the tableau scanning method to the Gelfand pattern scanning method. We relate the two

methods by using the standard bijection from tableaux on shape λ to Gelfand patterns with

top row λ.

1.4 Principal specialization and two plane viewpoints

Theorem 3.4 gives product identities in the n variables zi for a generating function for

the set of labelling tableaux. When we coordinatize the K-P identity, the formal exponential

of the simple root αi becomes this variable zi. Then the “principal specialization” of our

combinatorial K-P identity is produced by setting zi = t for 1 ≤ i ≤ n. Combinatorially,

this amounts to ignoring the colors.

Fix an n-partition λ and a reverse semistandard tableau T on the shape λ. We vizualize

the shape λ in the xy-plane. Consider the following 3-D picture of T : Above the position

(i, j) in the xy-plane, stack T (i, j) cubes of side length 1. Move the blocks in the row x = i

up by i− 1 positions in the positive z direction. “Project the blocks” to the xz-plane: that

is, record the number of blocks in the positive y direction above each integral position (x, z)

in the xz-plane. This produces an upper triangular array of integers in the xz-plane when

viewed from the positive y direction, standing on the xy-plane. If we rotate this array 135◦

clockwise we obtain a Gelfand pattern corresponding to T . The top row of this Gelfand

pattern is equal to the n-partition λ.

Now let λ be the n-partition whose shape consists of just one column of length b, and let

T be a reverse semistandard tableau on the shape λ. Consider the upper trapezoidal array

of integers in the xz-plane before the 135◦ rotation. If we remove the entries below the line

z = b, then we obtain an array of nonnegative integers contained in a (bn+1−b) rectangle.

From the vantage point of someone standing on the xy-plane in the positive y direction, the

integers in this rectangle weakly increase when reading left to right in a row or top to bottom
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in a column. Note that the indexing (n + 1 − z, b + 1 − x) of the rows and columns here

is the reverse of the indexing (z, x) provided by the x and z axes. Such an array is called

a reverse plane partition on this rectangular shape (bn+1−b). This shape (bn+1−b) should be

thought of as lying in the xz-plane.

Let λ be as above. Then Q = {b}. Fix an ordered Q-partition ρ. Let T be the ρ-minimal

column of length b. Convert the column T to a reverse plane partition P on the shape

(bn+1−b) as above. Let µ be the shape consisting of the boxes in the rectangle (bn+1−b) with

values in P that are equal to 0. This shape µ should also be thought of as lying in the

xz-plane. We will see that labelling tableaux for Q = {b} and ρ correspond to the reverse

plane partitions on this shape µ. The reverse plane partition generating functions discussed

in the next section should be thought of as generating functions for reverse plane partitions

on this shape µ.

1.5 History and hierarchy of generating function identities

The product identities for the partition and reverse plane partition generating functions

mentioned in Section 1.1 can now be viewed as special cases of our combinatorial K-P

identity: In 1915, MacMahon [Mac] obtained a product identity for the generating function

for the set of plane partitions contained in a rectangle. We can rotate his plane partitions

180◦ to obtain reverse plane partitions on the same rectangle. MacMahon’s identity can

be obtained from the principal specialization of our K-P identity as follows: Let λ be the

n-partition whose shape consists of just one column of length b. Then we have Q = {b}.

Again, we think of this λ in the xy-plane. Let ρ = ρQ0 be the “minimal” ordered Q-partition

defined in Section 1.2. This ordered Q-partition produces the rectangle µ = (bn+1−b) in

the xz-plane by the process described in the previous section. Then we bijectively map our

labelling tableaux to reverse plane partitions on the shape µ. This identification enables

us to translate our labelling tableaux generating function to a generating function for the

set of reverse plane partitions on µ. Applying the principal specialization to this identity

produces MacMahon’s identity. Here Euler’s generating function identity in Section 1.1 is

11



a special case of MacMahon’s identity when b = 1. By 1971, Stanley [Sta2] had extended

MacMahon’s result by obtaining a product identity for the generating function for reverse

plane partitions on a general shape µ. Let Q = {b} and let ρ be a general ordered Q-

partition; these determine the shape µ in the xz-plane. Stanley’s result now arises as the

principal specialization of our K-P identity for this Q and ρ. In 1981, Gansner obtained

a multivariate version of Stanley’s identity. He first “colored” the diagonals of the shape

µ and then introduced a multivariate weight for a reverse plane partition on µ in terms of

these colors. In [Ga], the coloring of the diagonals of µ was unmotivated. However, when we

convert the K-P identity to combinatorics, this coloring process arises naturally. This gives a

Lie theory justification for coloring the diagonals as Gansner did. Gansner’s result now arises

as our (now unspecialized) combinatorial K-P identity for general ρ with Q = {b}. As special

cases, both Euler and MacMahon’s identities also have such colored versions. Our identity

becomes these colored identities when Q = {1} and Q = {b} respectively and ρ = ρQ0 . In

2009, to begin to understand the K-P identity in Type An, Proctor extended MacMahon’s

identity by formulating a precursor version of our labelling tableaux for general Q, but only

for ρ0. Proctor’s tableaux essentially decomposed into k-tuples of reverse plane partitions of

the kind that are handled by the “colored MacMahon” identity. Finally, to view our identity

as a generating function for k-tuples of reverse plane partitions, we first construct k shapes

{µ(r)}kr=1 for the given ordered Q-partition ρ. We then introduce a new set of colors for each

of these k shapes. By using k of the xz-plane views as above, our combinatorial K-P identity

can be viewed as an identity for the colored generating function of k-tuples of reverse plane

partitions on the k general shapes {µ(r)}kr=1.

1.6 Structures for the one column λ case

Here we restrict our attention to the case when the shape λ in the xy-plane consists of

just one column. We indicate how the known plane partition generating function identities

(or proofs) due to MacMahon, Stanley, Hillman, Grassl and Gansner fit into a Lie theoretic

framework as the foremost special case of the Kumar-Peterson identity. Along the way, we
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mention most of the combinatorial and Lie theoretic structures that can be associated to this

context. We also discuss the shapes that arise in the xz-plane. These are the shapes for the

reverse plane partitions of Stanley and Gansner’s generating function identities. Gansner

assigned colors to the diagonals of the shape on which he defined his reverse plane partitions.

We explain in this section how this peculiar coloring arises. We omit definitions and detailed

explanations of the notation used; please refer to Chapters 2 and 5 of this thesis as well as

to [Sta1], and [BB], and the appendix of [PW].

Fix 1 ≤ b ≤ n. Let λ be the n-partition (1b) whose shape consists of one column with

b boxes. Here Q = {b}. As in Section 1.1, we view this shape λ in the xy-plane. We

consider strictly decreasing tableaux on λ with values from {n, n− 1, . . . , 0}. Let T be one

tableau on the shape λ. Following the procedure in Section 1.4, we obtain a reverse plane

partition on the rectangle (bn+1−b) in the xz-plane that corresponds to T . This reverse plane

partition consists of only 0’s and 1’s. Converting the 1’s to dots, we can view this reverse

plane partition as the Ferrer’s diagram for an (n + 1 − b)-partition ν with parts bounded

by b. If we replace the 1’s with boxes and rotate 180◦, we obtain a Young diagram ν that

fits into the rectangle (bn+1−b). Before the 180◦ rotation, these Young diagrams can also

be viewed as order ideals in the product of chains P0 :=(n+1-b)×b. Ordering these by

inclusion produces the distributive lattice J(P0) that Stanley refers to as L(n+1−b, b). The

minimal element of this poset is the empty (n+ 1− b)-partition ν = φ. This partition comes

from the tableau T on the shape λ in the xy-plane which has decreasing values from b − 1

to 0 down the column. The maximal element of this poset is the full rectangle ν = (bn+1−b).

This partition comes from the tableau T on the shape λ in the xy-plane which has decreasing

values from n to n+ 1− b down the column.

In [Ga], Gansner colors the boxes in the rectangle (bn+1−b) one diagonal at a time with the

colors −(n−b),−(n−1−b), . . . ,−1, 0, 1, . . . , b−2, b−1. Our colors for these same diagonals

are respectively 1, 2, . . . n. The transition from tableaux in the xy-plane to reverse plane

partitions in the xz-plane explains why the diagonals in (bn+1−b) should be “isochromatic”

in these fashions: Recall that given a tableau T on the shape λ, in Section 1.4 we viewed it
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using piles of blocks on the xy-plane. We shifted these blocks up row by row and projected

the y-censuses to the xz-plane. Ignoring the 1’s below the line z = b, we obtained a reverse

plane partition P on the rectangle (bn+1−b). One can see that the 1’s in P along the diagonal

colored i arise from values in T which are greater than or equal to i. Thus if a value of T

were to be boosted from an i− 1 to an i, an additional 1 would be produced in the diagonal

colored i. We will see in Chapter 4 that boosting a value i − 1 to a value i anywhere in a

general tableau T has the effect of multiplying the ρ-weight monomial of both T and P by

zi. This corresponds Lie theoretically to adding the simple root αi to the weight of T , since

zi = exp(αi).

Consider a shuffle σ of the (n + 1)-tuple (1b, 0n+1−b). Here we index the positions of

the (n + 1)-tuple decreasing from n to 0 from left to right. Recording the positions of the

1’s in a column decreasing from top to bottom produces a column tableau T on the shape

λ considered above. The shuffle (1b, 0n+1−b) produces the column tableau with maximal

values. The shuffle (0n+1−b, 1b) produces the column tableau with minimal values. Counting

the number of positions that each 1 has moved creates a b-partition µ′ with parts bounded

by n+ 1− b. Let µ denote the conjugate of the b-partition µ′; it is an (n+ 1− b)-partition

with parts bounded by b. It can be seen that for a given column, its corresponding shapes ν

and µ are “complementary” within the rectangle (bn+1−b). These “Hillman-Grassl boards” µ

are the shapes on which the generating functions of Gansner and Stanley are defined; these

shapes inherit the colors 1, 2, . . . , n from the full rectangle (bn+1−b). A shuffle can be viewed

as a rearranging operation σ of (n, n− 1, . . . , 1, 0) such that the values n, n− 1, . . . , n+ 1− b

and the values n − b, n − b − 1, . . . , 1, 0 respectively remain in decreasing order. We also

index the positions in these (n + 1)-tuples decreasing from n to 0 from left to right. The

“inverse shuffle” σ−1 is a rearranging operation of (n, n− 1, . . . , 1, 0) such that the values in

the positions n, n−1, . . . n+1−b and n−b, n−b−1, . . . , 1, 0 decrease from left to right. For

a fixed rearranging result, call these two sets of positions “carrels” and we call the sets of

values in these positions “cohorts”. Such rearranging results produced from inverse shuffles

are exactly the standard forms of our ordered Q-partitions ρ when Q = {b}. We form the
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λ-key of ρ by filling the Young diagram of λ with the values in the leftmost cohort of ρ. This

is the column tableau T on the shape λ = (1b) that was produced from σ near the beginning

of this paragraph.

It can be seen that anytime that a new (n+ 1− b)-partition µ′ bounded by b is produced

from µ by appending one box of color i, then in the shuffle picture a 1 in position i was

swapped to the right with a 0 from position i − 1. For n ≥ i ≥ 1, let si denote the

operation of interchanging the values at positions i and i − 1 in an (n + 1)-tuple. Here

the symmetric group Sn+1 of rearranging operations on (n+ 1)-tuples can be viewed as the

Weyl group W of Type An acting on its weight space En+1. Re-use the symbol λ to denote

the fundamental weight (1b, 0n+1−b) = ωn+1−b for sln+1(C). Then the set of shuffles is the

orbit Wλ. The stabilizer of λ is the parabolic Weyl subgroup WJ := Wλ = Sb × Sn+1−b,

where J = {1, 2, . . . , n} − {n+ 1− b}. Here Sb and Sn+1−b denote the subgroups of Sn+1 of

rearranging operations which rearrange the sets of values within positions n, n−1, . . . , n+1−b

and within positions n− b, . . . 1, 0 respectively. Given an ordered Q-partition ρ, view it as an

inverse shuffle σ−1. The corresponding σ ∈ W is a minimal length representative of a coset

in W/WJ . Let W J denote the set of such minimal length representatives. Elements of W J

can be labelled with any of the previous structures associated to the column tableaux on the

shape λ. To define the Bruhat order on W J , view the simple reflections si as generators for

Sn+1 viewed as a Coxeter group. Now label the elements of W J with their corresponding

shapes ν. Then the order dual of the Bruhat order on W J becomes L(n + 1 − b, b). The

identity element σ = e of W J is depicted as an (n+1)-tuple by (n, n−1, . . . , 1, 0). Its inverse

shuffle σ−1 corresponds to ν = (bn+1−b). The longest element σ = σJ0 of W J is depicted as

an (n+ 1)-tuple by (b− 1, b− 2, . . . , 1, 0, n, n− 1, . . . , n+ 2− b, n+ 1− b). Its inverse shuffle

σ−1 corresponds to the empty (n+ 1− b)-partition ν = φ.

Return to considering one fixed ordered Q-partition ρ for Q = {b} and its corresponding

objects σ ∈ W , ν, and µ. Consider the principal filter generated by σ in the order dual of

W J . This produces a lattice which we denote Lσ. To this corresponds the principal filter

of L(n + 1 − b, b) generated by ν. This lattice can be described as the poset of ideals of
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P0 that contain ν, ordered by inclusion. Now view the shape µ as a poset whose box at

location (1, 1) is its unique maximal element. This is the poset of meet irreducibles of Lσ.

We denote this poset Pσ. The ideals of Pσ correspond to reverse plane partitions contained

in µ that are bounded by 1. These reverse plane partitions should be viewed as describing

“augmentations” of ν in the xz-plane. In the one column λ case, the (inverse) Hillman-Grassl

building procedure produces these reverse plane partitions by adding 1’s to existing reverse

plane partitions. The 1’s are added in a manner that corresponds to multiplying by the

variables zi = exp(αi).

We choose the positive simple roots of Type An to be ei − ei−1 for n ≥ i ≥ 1. For

σ ∈ W J , set Φ(σ) := Φ+ ∩ σ(Φ−). Then Φ− ∩ σ−1(Φ+) = σ−1Φ(σ). Let σJ0 ∈ W J be the

longest element of W J . The set (σJ0 )−1Φ(σJ0 ) of negative roots β such that σJ0 β ∈ Φ+ consists

of the negative roots −ej + ei−1 such that n ≥ j ≥ n+ 1− b ≥ i ≥ 1. There are b(n+ 1− b)

such negative roots. For an example, take n = 8 and b = 5. These negative roots form the

4× 5 rectangle indicated by the dotted line in Figure 1.

Now fix an ordered Q-partition ρ for Q = {b}. For example, let ρ = (8, 6, 4, 3, 1; 7, 5, 2, 0).

This determines the corresponding σ ∈ W J and filter µ ⊆ P0. The corresponding µ is

the shape (4, 2, 1, 0) shown in Figure 2. Since An is simply laced, [Theorem 11, Pro2]

(or [Theorem 2.4, BS]) implies that the poset Pσ of join irreducibles is isomorphic to the

set of σ−1Φ(σ) of negative roots β such that σ.β ∈ Φ+. So the order structure for our

“encompassing Hillman-Grassl board” on which our reverse plane partitions are P -partitions

comes from the order structure of the negative roots.

The right hand side of the K-P identity is a product over the positive roots Φ(σ) =

σ[σ−1Φ(σ)]. Each positive root α ∈ Φ(σ) can be written as eρj − eρi for some “inversion”

(ρi, ρj) of ρ where i > j and ρi < ρj. The multivariate weight monomial of any such positive

root eρj − eρi is zρi+1
zρi+2

. . . zρj . The colors which we assign to the boxes are indicated inf

Figure 2 by the boldface simple roots within the boxes. In Section 5.3, we will see that

one can view the positive roots in Φ(w) as “being” the hooks of the shape µ. For example,

in Figure 2 we view the positive root α4 + α5 + α6 + α7 = w.(−e5 + e3) as the hook at
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Figure 1: Negative roots and the shape µ

−e1 + e0 −e2 + e1 −e3 + e2 −e5 + e4 −e6 + e5 −e7 + e6 −e8 + e7

−α1 = −α2 = −α3 = −α5 = −α6 = −α7 = −α8 =

−e2 + e0

−e3 + e0

−e4 + e0

−e5 + e0

−e6 + e0

−e7 + e0

−e8 + e0

−e8 + e1

−e8 + e2

−e8 + e3

−e8 + e4

−e8 + e5

−e8 + e6

location (1, 2) of the shape µ: One can see that the circled root α4 +α5 +α6 +α7 is equal to

the sum of the colors along the hook at location (1, 2) of µ. Thanks to the Hillman-Grassl

algorithm, each α ∈ Φ(σ) can be viewed as indicating a potential increment to a colored

reverse plane partition on µ: the colors of the augmenting “blocks” must match the colors

of the Hillman-Grassl board boxes as the strip of consecutive colors is “wiggled”.

Now let m ≥ 1. The P0-partitions with values bounded by m correspond to the 3-

dimensional Ferrers diagrams that fit inside an (n+1−b)×b×m box. These 3-D Ferrers di-

agrams arise from the reverse semistandard Young tableaux with possible values {0, 1, . . . , n}

on the b×m rectangle in the xy-plane via the stacking, shifting, and truncating process of

Section 1.4. MacMahon [Mac] found a quotient-of-products expression for the usual generat-

ing function for these P0-partitions. When m = 1, this quotient-of-products is the Gaussian

coefficient
(
n+1
b

)
t
. Proctor and Stanley [Pro2] indicated how to rederive MacMahon’s result
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Figure 2: Hooks on the shape µ

−e4 + e3

−→
α2 + α3+α4+α5

+α6 + α7 −e5 + e3

−→�� ��α4+α5+α6 + α7

−e6 + e3

−→
α5+α6+α7

−e7 + e3

−→
α7

−e4 + e2

−→
α2+α3+α4 + α5

−e5 + e2

−→
α4+α5

−e6 + e2

−→
α5

−e4 + e1

−→
α2

in a Lie theoretic context similar to the context of this thesis. They did this using a de-

scription of the highest weight representation Vmωn+1−b for sln+1(C) resulting from Seshadri’s

standard monomial theorem for minuscule flag manifolds [Se]. There m-multichains in W J

were seen to correspond to the “wedding cake layers” of the P0-partitions at hand. In [Pro2],

the poset P0 and the lattice L(n + 1 − b, b) are respectively viewed as the minuscule poset

an[r] and the minuscule lattice An[r]. Since m was finite, to obtain a product expression

identity, it was necessary with the [Pro2] approach to restrict attention to the univariate

principal specialization of the Weyl character for Vmωn+1−b . Letting m → ∞ in that result

produces the principal specialization of Theorem 3.4 for λ = (1b).

We now consider the case of the K-P identity that becomes Gansner’s identity. Let ρ be an

ordered Q-partition and continue to fix m ≥ 1. Consider the highest weight λ := mωn+1−b
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for an irreducible representation of sln+1(C). The corresponding Young diagram λ is the

rectangle (mb) with sole column length b. When λ has only one column length b, it has long

been known that the character of the Demazure module of sln+1(C) with lowest weight ρ.λ is

described with the reverse semistandard tableaux on the shape λ which entrywise dominate

the λ-key of ρ. Here it is straightforward to form the “direct limit” of the set of such tableaux.

This direct limit can be described with the labelling tableaux presented in Section 1.2: In

this case these are the reverse semistandard tableaux on the rectangular shapes b × c for

c ≥ 1 whose entries are bounded below by the column depiction of ρ and which contain

exactly one copy of the column depiction of ρ. Since forming the direct limit commutes with

projecting the tableaux to the xz-plane, we can alternatively calculate the direct limit of

the set of reverse plane partitions as m → ∞. The direct limit can be described as the set

of unbounded reverse plane partitions on the shape µ. Hence the left hand side of the K-P

identity may be combinatorially interpreted as the sum of a multivariate weight over these

reverse plane partitions.

The two families of Lie theoretic cases which are the most amenable to combinatorial

description consist of the Type A cases and the λ-minuscule cases. This thesis describes the

generalization of the [Pro2] situation described above from λ = ωn+1−b, 2ωn+1−b, 3ωn+1−b, . . .

to the general Type A situation for λ, 2λ, 3λ, . . .. Dale Peterson independently developed

the K-P identity to help Proctor obtain [Pro1] the generalization from the [Pro2] cases to P -

partitions on all d-complete posets; this generalization used the λ-minuscule representations

of the simply-laced Kac-Moody algebras.

1.7 Preview of the bijective proof

In this section we present a preview of the bijective proof of our combinatorial interpre-

tation of the K-P identity, Theorem 3.4.

Fix n ≥ 1, a subset Q = {q1 < . . . < qk} ⊆ {1, 2, . . . , n}, and an ordered Q-partition ρ.
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The left hand side, as originally stated, is a sum over the labelling tableaux:

∑
T∈LQ(ρ)

zT .

As we noted in Section 1.2, the values in a labelling tableau in each region of a distinct

column length are independent from the values in the regions of a different column length.

This enables us to write the set of labelling tableaux as a Cartesian product of k sets,

denoted L(r)
Q (ρ) for 1 ≤ r ≤ k. The set L(r)

Q (ρ) consists of the tableaux T (r) such that the

only column length for T (r) is qr, the values of T (r) come from the ρ-minimal column of

length qr+1, and T (r) contains exactly 1 ρ-minimal column of length qr. These tableaux

appear as “subtableaux” of the labelling tableaux. We can then write LQ(ρ) =
k∏
r=1

L(r)
Q (ρ).

This enables us to rewrite the sum on the left hand side as

k∏
r=1

 ∑
T∈L(r)Q (ρ)

zT

 .

Starting with r = k and proceeding to r = 1, we produce k identities that equate these

factors of the left hand side to k products over certain subsets of inversions of ρ. When

r = k, we construct a shape µ(k) which we call a “Hillman-Grassl board”. This Hillman-

Grassl board is defined by the values in the ρ-minimal column of length qk. Here the shape

µ(k) is constructed from the ordered Q-partition ρ as in Section 1.4. We now “color” the

diagonals of µ(k). For now, each color is a one element subset of {1, 2, . . . n−1, n}. For r < k,

each new “composite” color will be a subset of consecutive integers of {1, 2, . . . , n − 1, n}.

Now we construct three weight-preserving bijections. For our first bijection when r = k, we

map tableaux in the set L(k)
Q (ρ) to reverse plane partitions on the shape µ(k). This map is

given by the transition from reverse semistandard tableaux in the xy-plane to reverse plane

partitions in the xz-plane as described in Section 1.4. At this stage we employ the “colored”

Hillman-Grassl algorithm as developed by Gansner [Ga]. This algorithm takes a multiset of

“hooks” on the shape µ(k) and constructs a reverse plane partition on µ(k). For our proof,
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we use the opposite direction. That is, for our second weight-preserving bijection, we use

the colored Hillman-Grassl algorithm to map reverse plane partitions on µ(k) to the set of

multisets of “hooks” on µ(k). To set up our third weight-preserving bijection, we construct

a map from the set of hooks of µ(k) to a certain subset of the set Φ(ρ) of inversions of ρ.

We denote this subset by Φ(k)(ρ). This induces our third weight-preserving bijection: a map

from the set of multisets of hooks of µ(k) to the set of multisets of elements of the set Φ(k)(ρ).

Denote by M
(
Φ(k)(ρ)

)
the set of multisets of elements of Φ(k)(ρ). These three bijections

give us the following identity:

∑
T∈L(k)Q (ρ)

zT =
∑

S∈M(Φ(k)(ρ))

zS.

The current right hand side of this identity is the naive expansion of

1∏
(ρi,ρj)∈Φ(k)(ρ)

(1− zρi+1zρi+2 . . . zρj)
.

Thus we have ∑
T∈L(k)Q (ρ)

zT =
1∏

(ρi,ρj)∈Φ(k)(ρ)

(1− zρi+1 . . . zρj)
.

Now for k − 1 ≥ r ≥ 1, we similarly construct Hillman-Grassl boards µ(r). For fixed

k−1 ≥ r ≥ 1, these Hillman-Grassl boards are constructed from the values in the ρ-minimal

columns of length qr and qr+1. However, we need to carefully form the colors for these

boards. The colors assigned to the diagonals of the Hillman-Grassl board µ(r) are formed

from unions of colors that were assigned to the board µ(r+1). For k−1 ≥ r ≥ 1, we construct

subsets Φ(r)(ρ) ⊂ Φ(ρ). Then for k− 1 ≥ r ≥ 1, we define three weight-preserving bijections

as above. For k − 1 ≥ r ≥ 1, these three bijections give us the following identities:

∑
T∈L(r)Q (ρ)

zT =
1∏

(ρi,ρj)∈Φ(r)(ρ)

(1− zρi+1 . . . zρj)
.
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Finally, the proof can be completed with the observation that Φ(ρ) = tkr=1Φ(r)(ρ). Thus we

have

∑
T∈LQ(ρ)

zT =
k∏
r=1

 ∑
T∈L(r)Q (ρ)

zT

 =
k∏
r=1

 1∏
(ρi,ρj)∈Φ(k)(ρ)

(1− zρi+1 . . . zρj)


=

1∏
(ρi,ρj)∈Φ(ρ)

(1− zρi+1 . . . zρj)
.

1.8 Geometry and affine labelling tableaux

Here we present another choice of tableaux for labelling the equivalence classes that

arise when we form the weighted limit of the sequence of sets of Demazure tableaux. The

specification of these tableaux is only slightly different from the definition of the labelling

tableaux presented in Section 1.2; this formulation is more closely related to the geometric

structures that provided the original context for the Kumar-Peterson identity.

Fix a subset Q ⊆ {1, 2, . . . , n} and an ordered Q-partition ρ. For 1 ≤ r ≤ k, recall

that the ρ-minimal column of length qr is the vertical column of qr boxes which contains

the leftmost qr values in ρ, decreasing from top to bottom. This column is denoted denoted

Y (r)(ρ). We define the set of affine labelling tableaux to be the tableaux T which meet

the following criteria: each column length of T is in Q; the allowable columns of length

qr are those which dominate but do not equal Y (r)(ρ) ; and the values in the columns of

length qr come from the ρ-minimal column Y (r+1)(ρ). To convert a labelling tableau S to

the corresponding affine labelling tableau T , delete the one copy of each ρ-minimal column

from S. Note that the null tableau ∅ is an affine labelling tableau for every choice of n, Q,

and ρ.

Example 1.1. Fix n = 2, Q = {1}, and ρ = ρQ0 = (0; 2, 1). The ρ-minimal column of length

1 is 0 . Here the labelling tableaux are

0 , 1 0 , 2 0 , 1 1 0 , 2 1 0 , 2 2 0 , . . . .
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The affine labelling tableaux are

∅ , 1 , 2 , 1 1 , 2 1 , 2 2 , . . . .

These affine labelling tableaux can be obtained from the labelling tableaux by deleting the

ρ-minimal column 0 from each tableau respectively.

The Q = {1} and ρ = ρQ0 case of our work provides a combinatorial model for the

usual realization of affine n-space within projective n-space: Set V := Cn+1. Let f0, . . . , fn

denote the axis basis for V ∗. These are global sections on Pn := P(V ) for its standard line

bundle. The homogeneous coordinate ring for Pn is
⊕
m≥0

SmV ∗. Here SmV ∗ consists of the

homogeneous polynomials of degree m in the fi. The group GL(n + 1) acts on V ∗ via the

contragredient of the natural representation. Its torus subgroup T consists of the diagonal

matrices t := (t0, . . . , tn). Define characters xi : T → C∗ by xi(t) := t−1
i . The character of

T under the induced action of GL(n+ 1) on SmV ∗ is the homogeneous symmetric function

hm(x0, . . . , xn). This may be depicted with the (n+1)-reverse semistandard Young tableaux

(defined in Section 2.4) on the one row shape (m1). The affine space An may be realized

within Pn by requiring that f0 = 1. Its affine coordinate ring is R := C[f1, . . . , fn]. Here

the character for the induced action of T on R is the sum of all monomials in f1, . . . , fn.

This may be depicted with the one row affine labelling tableaux, as in the example above

for n = 2: Here the value i in a tableau is to be interpreted as the variable xi, and so these

tableaux depict the monomials 1, x1, x2, x
2
1, x1x2, x

2
2, . . ..

The Q = {b} and general ρ case of our work provides a combinatorial model for the

affine coordinate ring of a Bruhat cell within the Grassman manifold Gb,n+1: Here the global

sections on all of Gb,n+1 of its standard line bundle are certain b × b “minor” polynomials

that are formed from certain variables that are drawn from an (n+ 1)× b array of variables;

for projective space the f0, . . . , fn were 1× 1 minor polynomials drawn from the column of

variables (f0, f1, . . . , fn)T .
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These minors are depicted by the (n + 1)-reverse semistandard Young tableaux on the one

column shape (1b). Fix an ordered Q-partition ρ and consider the corresponding ρ-minimal

column Y(1b)(ρ). The Schubert subvariety of Gb,n+1 indexed by ρ is determined by setting to

zero the minors that are indexed by the one column tableaux that do not dominate Y(1b)(ρ).

Here a basis for the space of global sections of degree m for the standard line bundle restricted

to the subvariety can be obtained by choosing the m-fold products of minors that are indexed

by the (n+ 1)-reverse semistandard Young tableaux on the shape (mb) which are comprised

of the “surviving” columns. The corresponding Bruhat cell arises when the minor indexed

by Y(1b)(ρ) is set equal to 1. The character for the action of T on the affine coordinate ring of

this cell is the sum of our weight monomials xT over the affine labelling tableaux for Q = {b}

and ρ. Here the shapes of the affine labelling tableaux are all the rectangular shapes with

b rows along with the empty shape (which can be viewed as the shape with b rows and no

columns.) Here the exclusion of the ρ-minimal column from the affine labelling tableaux

corresponds to setting this minor to 1.

LetQ be arbitrary. This specifies a certain flag manifold of Type An. Choosing an ordered

Q-partition ρ specifies a Schubert subvariety. David Lax has used Willis’ scanning method

to simplify Reiner’s and Shimozono’s Demazure tableaux derivation of bases of “standard

monomials” of minors for the spaces of global sections of the standard line bundles [Lax].

Here the Bruhat cell indexed by ρ arises when the product of the minors that correspond to

the ρ-minimal columns is set to 1.

Part of the proof [Pro1] of the Kumar-Peterson identity produces the right hand side of

that identity by directly describing the character for the action of T on the coordinate ring

of this cell. Then the bijective proof presented in this thesis can be used to show that the

character for the action of T on the coordinate ring of this Bruhat cell is the sum of the

xT over the affine labelling tableaux for Q and ρ. If describing this character with reverse

semistandard Young tableaux is the only goal, then the notions of Demazure modules and

characters and limits thereof may be bypassed in this manner.
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2 Definitions and combinatorial background

In this chapter, we introduce the combinatorial structures needed to state our main

results in Chapter 3. In Sections 2.1 to 2.3, we define n-partitions, ordered Q-partitions,

and inversions of ordered Q-partitions. The first right hand side of our second main result,

Theorem 3.4, is a product over the inversions of an ordered Q-partition; the second right

hand side is a product over the “hooks” of certain “Hillman-Grassl boards”. We define the

boards in Section 4.6. In Section 2.4 we introduce reverse semistandard tableaux. In Section

2.5, we present Willis’ tableau scanning method in terms of reverse semistandard tableaux.

This allows us to give our definition of Demazure tableaux in Section 2.6. In Section 2.7, we

define the usual weight monomial of a tableau and the ρ-weight monomial of a Demazure

tableau. These monomials constitute the terms of the Demazure polynomials and “adjusted”

Demazure polynomials respectively. We give a definition of the “weighted limit” of a direct

system of sets equipped with maps in Section 2.8. Finally, in Section 2.9, we define the set

of labelling tableaux.

2.1 n-partitions

Denote the set of integers from 1 to n by [n] and the set of integers from 0 to n by [0, n].

For integers i < j, define (i, j] := {i+ 1, . . . , j}, and [i, j) := {i, . . . , j− 1}. An n-partition λ

is an n-tuple (λ1, λ2, . . . , λn) of integers such that λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0. Fix an n-partition

λ. For m ≥ 1, define mλ := (mλ1,mλ2, . . . ,mλn). The Young diagram (or shape) λ, also

denoted λ, consists of λi left justified boxes in the ith row for 1 ≤ i ≤ n. Let (i, j) denote the

box in the ith row and the jth column in λ. For 1 ≤ j ≤ λ1, let ζj be the number of boxes

in the jth column in λ. Let k denote the number of distinct column lengths in λ. Denote

the set of distinct column lengths of λ by Q(λ) := {q1, q2, . . . , qk}, where qi < qi+1. Note

that q1 = ζλ1 and qk = ζ1. Further, we define q0 := 0 and qk+1 := n + 1. Note that λ and
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mλ have the same set of distinct column lengths.

2.2 Ordered Q-partitions

Fix an integer 1 ≤ k ≤ n. Let Q = {q1, q2, . . . , qk} be a subset of [n] such that qi < qi+1.

We define an ordered Q-partition ρ to be a partition of the set [0, n] into k + 1 parts such

that the rth part has size qr − qr−1 for 1 ≤ r ≤ k + 1. We notate ρ as an (n+ 1)-tuple

(ρn, ρn−1, . . . , ρn+1−q1 ; ρn−q1 , . . . , ρn+1−q2 ; ρn−q2 , . . . ; . . . ; ρn−qk , . . . , ρ0),

where the parts are separated by semicolons. The standard form of ρ is the unique such

(n + 1)-tuple whose entries decrease from left to right within each part. Throughout this

thesis, we assume that ordered Q-partitions are in standard form. Denote the set of ordered

Q-partitions by SQn+1. We call the set of positions (values) within each part a carrel (cohort).

So the number of carrels (cohorts) in ρ ∈ SQn+1 is k + 1.

The ordered Q-partition ρ in standard form will play the role in our interpretation of the

K-P identity that the minimal length representative w ∈ W J plays in the Lie theory K-P

identity, where J := [n]−Q. We show in Chapter 5 how to obtain an ordered Q partition ρ

from w.

Given an ordered Q-partition ρ, we define a Q-chain of ordered subsets B1 ⊂ B2 ⊂ . . . ⊂

Bk+1 by Bi := Bi,ρ := {ρn, ρn−1, . . . , ρn+1−qi}. So the set Bi contains the leftmost qi entries

of ρ. Henceforth the elements of Bi are to be listed in decreasing order from left to right.

Note that Bk+1 = [0, n]. We define B0 = ∅. For 1 ≤ i ≤ k + 1, we denote the ith cohort of

ρ by Hi. Note that we have Hi = Bi\Bi−1 and Bi = H1 tH2 t . . . tHi for 1 ≤ i ≤ k + 1.

Define Bi(j) and Hi(j) to be the jth largest entries of Bi and of Hi respectively.

Throughout this thesis, whenever we specify an n-partition λ we are also implicitly spec-

ifying the set Q := Q(λ) and the integer k := kλ := |Q|. In the following two examples, we

start with an n-partition λ and from λ we produce the set Q := Q(λ). For our combinatorial

K-P identity, each n-partition λ with the same set Q(λ) of distinct column lengths produces

26



the same combinatorial identity. For this reason, in our identity, we take the set Q as our

starting point instead of λ.

Example 2.1. Fix n = 8. Let λ be the 8-partition (1, 1, 1, 1, 1, 0, 0, 0). Here λ has just one

column of length 5. Hence Q := Q(λ) = {5}. Since Q contains k = 1 integer, there are two

cohorts for any ordered Q-partition ρ ∈ SQ9 . Consider ρ = (7, 6, 4, 2, 1; 8, 5, 3, 0) ∈ SQ9 . Here

ρ8 = 7 and ρ0 = 0. The Q-chain of subsets produced from ρ is B1 = {7, 6, 4, 2, 1} ⊂ B2 =

{8, 7, 6, 5, 4, 3, 2, 1, 0}. Here we have H1 = {7, 6, 4, 2, 1} and H2 = {8, 5, 3, 0}.

Example 2.2. Fix n = 9. Let λ be the 9-partition (4, 4, 2, 2, 1, 1, 1, 0, 0). We have Q :=

Q(λ) = {2, 4, 7}. Since Q contains k = 3 integers, each ρ ∈ SQ10 has four cohorts. Let

ρ = (5, 1; 8, 4; 9, 3, 0; 7, 6, 2); here ρ ∈ SQ10 and from ρ we produce the Q-chain of subsets

{5, 1} ⊂ {8, 5, 4, 1} ⊂ {9, 8, 5, 4, 3, 1, 0} ⊂ {9, 8, 7, 6, 5, 4, 3, 2, 1, 0}.

We then have, for example, B3(2) = 8.

2.3 Inversions of an ordered Q-partition

An inversion of an ordered Q-partition ρ is defined to be an ordered pair (ρi, ρj) such

that i > j and ρi < ρj. That is, an inversion is a pair of values in the (n+ 1)-tuple ρ which

increase from left to right. Note that no inversion can consist of a pair of values in the same

cohort since the values in each cohort decrease from left to right. Denote the set of inversions

of ρ by Φ(ρ). The right hand side of the generating function identity in Theorem 3.4 is a

product over the set of inversions of an ordered Q-partition ρ.

Example 2.3. Fix n = 8. As in Example 2.1, let Q = {5} and ρ = (7, 6, 4, 2, 1; 8, 5, 3, 0).

The set of inversions of ρ is

Φ(ρ) = {(7, 8), (6, 8), (4, 8), (2, 8), (1, 8), (4, 5), (2, 5), (1, 5), (2, 3), (1, 3)}.

27



Example 2.4. Fix n = 9. As in Example 2.2, letQ = {2, 4, 7} and ρ = (5, 1; 8, 4; 9, 3, 0; 7, 6, 2).

Here we have

Φ(ρ) = {(5, 7), (1, 7), (4, 7), (3, 7), (0, 7), (5, 6), (1, 6), (4, 6), (3, 6), (0, 6),

(1, 2), (0, 2), (5, 9), (1, 9), (8, 9), (4, 9), (1, 3), (5, 8), (1, 8), (1, 4)}.

Let z1, z2, . . . , zn be variables. We define the weight monomial of an inversion (ρi, ρj) to

be zρi+1zρi+2 . . . zρj =: z(ρi,ρj ].

Given ρ ∈ SQn+1, in Section 4.9 we decompose the set of inversions of ρ into k = |Q| disjoint

subsets. This decomposition will form a crucial step in the bijective proof of Theorem 3.4.

2.4 Reverse semistandard tableaux

Fix an n-partition λ. A reverse (n+1)-semistandard tableau T on the shape λ is a filling of

the shape λ with elements from [0, n] such that the values T (i, j) satisfy T (i, j) ≥ T (i, j+ 1)

and T (i, j) > T (i + 1, j) whenever both values are defined. Denote the shape of T by

shape(T ). Let Tλ denote the set of all reverse (n + 1)-semistandard tableaux on the shape

λ. We refer to a reverse (n+ 1)-semistandard tableau simply as a tableau. For 1 ≤ j ≤ λ1,

let Tj denote the jth column of T . If the shape λ consists of only one column, then we refer

to a tableau on the shape λ as a column. If λ = (0, 0, . . . , 0) is the n-partition consisting of

all 0’s, then we refer to the shape λ as the empty shape, denoted φ. This shape φ does not

contain any boxes. There is a unique tableau on the shape φ which we call the null tableau.

Since the empty shape contains no boxes, the null tableau contains no values. For T, U ∈ Tλ,

write T ≤ U if T (i, j) ≤ U(i, j) for all (i, j) ∈ λ. A tableau is a key if all the values in a

column also appear in every column to the left of that column.

As noted earlier, the n-partition λ determines a subset Q ⊆ [n] and an integer k := |Q|.

Now fix an ordered Q-partition ρ ∈ SQn+1. This determines the Q-chain of subsets B1 ⊂

B2 ⊂ . . . ⊂ Bk+1 for ρ. The λ-key of ρ, denoted Yλ(ρ), is the reverse semistandard tableau

on the shape λ defined as follows: for 1 ≤ r ≤ k, each column of length qr is obtained by
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placing the values of Br in descending order from top to bottom. We denote the value in

Yλ(ρ) in position (i, j) by Yλ(ρ; i, j). So Yλ(ρ; i, j) = Br(i) if ζj = qr. Note that any two

columns of Yλ(ρ) of the same length are equal. For 1 ≤ r ≤ k, we call a column of length

qr the ρ-minimal column of length qr if it appears as one of these equal columns in Yλ(ρ) of

length qr. Denote this ρ-minimal column of length qr by Y (r)(ρ). Note that the number of

columns in λ of length qr is equal to λqr+1−λqr for 1 ≤ r ≤ k. So Yλ(ρ) contains λqr −λqr+1

columns equal to Y (r)(ρ) for 1 ≤ r ≤ k.

Example 2.5. Fix n = 9. Let λ = (4, 4, 2, 2, 1, 1, 1, 0, 0) and ρ = (5, 1; 8, 4; 9, 3, 0; 7, 6, 2) ∈

SQ10 as in Example 2.2. Here Q = {2, 4, 7} and

Yλ(ρ) =

9 8 5 5
8 5 1 1
5 4
4 1
3
1
0

.

The three ρ-minimal columns in this case are

Y (3)(ρ) =

9
8
5
4
3
1
0

, Y (2)(ρ) =

8
5
4
1

, Y (1)(ρ) = 5
1
.

2.5 Tableau scanning method

Fix an n-partition λ. Let T ∈ Tλ. In this section we construct the scanning tableau S(T )

of T using the scanning method developed by Willis [Wi]. The tableau scanning method

is defined in [Wi] in terms of semistandard tableaux. However, here we state its analog for

reverse semistandard tableaux.

We need the following preliminary definition: Given a sequence (s1, s2, s3, . . .), its earliest

weakly decreasing subsequence (EWDS) is (si1 , si2 , si3 , . . .), where i1 =1 and for j > 1 the
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index ij is the smallest index such that sij−1
≥ sij .

Given T ∈ Tλ, construct the scanning tableau S(T ) as follows: Draw an empty Young

diagram of the shape λ. Viewing the bottom values of the columns of T from left to right

as forming a sequence, find the EWDS of this sequence. Whenever a value is added to the

EWDS, put a dot above it. When this EWDS ends, write its last member in the diagram

for the scanning tableau of T in the lowest available box in the leftmost available column.

Repeat the process as if the boxes with the dots and the values in them are no longer a

part of T . Once every box in T has a dot, the leftmost column of the right key has been

formed. To find the values of the next column in the right key: ignore the leftmost column

of T , erase the dots in the remaining boxes, and repeat the above process. Continue in this

manner until the Young diagram has been filled with values; this is the scanning tableau

S(T ) of T .

The right key of T , denoted R(T ), is a special key tableau that is defined in e.g. Section

3 of [RS]. By the main result Theorem 2.5.5 of [Wi], we know that R(T ) = S(T ). Thus the

scanning method gives a direct description of R(T ), and in this thesis we calculate the right

key of T using only the scanning method. We denote the value in R(T ) at position (i, j) by

R(T ; i, j). It is a known result, stated in Corollary 3.4 of [PW], that T ≥ R(T ) = S(T ).

2.6 Demazure tableaux

Demazure tableaux are defined in [PW] for n-semistandard tableaux. Here a reverse

(n+ 1)-semistandard tableau T on the shape λ is defined to be a Demazure tableau for ρ if

R(T ) ≥ Yλ(ρ). The set of Demazure tableaux for ρ on the shape λ is denoted Dλ(ρ).

Example 2.6. Fix n = 9. As in Example 2.5, let λ = (4, 4, 2, 2, 1, 1, 1, 0, 0). The following
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are two tableaux on the shape λ:

T =

9 9 8 6
8 6 2 1
6 5
5 2
3
2
1

, U =

9 8 4 3
8 4 2 1
6 3
4 1
3
2
0

.

We use the scanning method to construct the right keys of these tableaux:

R(T ) =

9 8 6 6
8 6 1 1
6 5
5 1
3
2
1

, R(U) =

9 8 3 3
8 3 1 1
6 2
3 1
2
1
0

.

We now consider an ordered Q-partition ρ and determine if Dλ(ρ) contains T and/or U

from Example 2.6:

Example 2.7. Fix n = 9 and λ as in Example 2.6. Let ρ = (5, 1; 8, 4; 9, 3, 0; 7, 6, 2) ∈ SQ10.

The λ-key of ρ was constructed in Example 2.5. For all (i, j) ∈ λ, we have R(T ; i, j) ≥

Yλ(ρ; i, j). Hence T is a Demazure tableau for ρ of shape λ. The tableau U is not a

Demazure tableau for ρ since, for instance, we have R(U ; 1, 3) = 3 < 5 = Yλ(ρ; 1, 3).

Calculating the set of Demazure tableaux is particularly simple when λ consists of just

one column:

Example 2.8. Fix n = 8 and λ = (1, 1, 1, 1, 1, 0, 0, 0, 0). Let ρ = (7, 6, 4, 2, 1; 8, 5, 3, 0) ∈ SQ9 .

Then the λ-key of ρ is the following:

Yλ(ρ) =

7
6
4
2
1

.

We want to determine the set of Demazure tableaux for this λ and ρ. To do so, we begin
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by calculating the right keys of the tableaux T ∈ Tλ via the scanning method. However, it

can be seen that R(T ) = T for any column tableau. Hence with this particular λ, we have

R(T ) ≥ Yλ(ρ) if and only if T ≥ Yλ(ρ). So the set of Demazure tableaux Dλ(ρ) here is the

set of tableau on the shape λ with values from [0, 8] which are entrywise greater than Yλ(ρ).

The entrywise smallest such tableau is
7
6
4
2
1

.

The entrywise largest such tableau is
9
8
7
6
5

.

2.7 Weight monomials and ρ-weight monomials

Fix an n-partition λ and an ordered Q-partition ρ. In this section we define weight mono-

mials for reverse semistandard tableaux and ρ-weight monomials for Demazure tableaux. Let

x0, x1, . . . , xn be variables. Given T ∈ Tλ, its weight monomial is defined to be xT :=
n∏
i=0

xcii ,

where ci is the number of times the value i occurs in T . This is the traditional weight

monomial of a tableau.

Example 2.9. Let T be the tableau in Example 2.6. Here we have xT = x2
9x

2
8x

3
6x

2
5x3x

3
2x

2
1.

Let λ be an n-partition and ρ ∈ SQn+1 be an ordered Q-partition. A certain key polynomial

k ρ,λ(x) is defined in [PW] and [RS] by applying a sequence of divided difference operators

to the weight monomial of the tableau on λ with the largest possible values. According to

Theorem 1 of [RS] we have

Theorem 2.10.

kλ,ρ(x) =
∑

T∈Dλ(ρ)

xT .
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We define the Demazure polynomial for λ and ρ to be dλ(ρ;x) :=
∑

T∈Dλ(ρ)

xT .

Introduce variables z1, z2, . . . , zn by zi := x−1
i−1xi. Given T ∈ Dλ(ρ), we define its ρ-weight

monomial to be zT :=
(
xYλ(ρ)

)−1
xT . We write the ρ-weight monomials in terms on the

variables zi.

Note that the ρ-weight monomial of T depends on ρ and T , while the weight monomial

depends only on T . Further, the adjusted weight monomial is only defined for Demazure

tableaux.

We now calculate the ρ-weight monomial of the tableau T from Example 2.6:

Example 2.11. Fix n = 9. As in Example 2.5, let λ = (4, 4, 2, 2, 1, 1, 1, 0, 0) and ρ =

(5, 1; 8, 4; 9, 3, 0; 7, 6, 2) ∈ SQ10. Let T be the tableau in Example 2.6. The ρ-weight monomial

of T is given by

zT =
xT

xYλ(ρ)
=
x2

9x
2
8x

3
6x

2
5x3x

3
2x

2
1

x9x2
8x

4
5x

2
4x3x4

1x0

=
x9x

3
6x

3
2

x2
5x

2
4x

2
1x0

= z1z
3
2z

2
5z

4
6z7z8z9.

Given λ and ρ, we define the adjusted Demazure polynomial to be Dλ(ρ; z) :=
∑

T∈Dλ(ρ)

zT .

We then obviously have the relationship Dλ(ρ; z) =
(
xYλ(ρ)

)−1 dλ(ρ;x). It will be seen in

Lemma 2.12 that the adjusted Demazure polynomials are actually polynomials in the zi

variables.

Fix T ∈ Tλ. Let C be a column of T of length qr for some 1 ≤ r ≤ k. The ρ-weight

monomial of C is zC :=
(
xY

(r)(ρ)
)−1

xC . Note that zT =
∏
C

zC , where the product is over

the columns C of the tableau T . We use this method to calculate the ρ-weight monomials

of the “labelling tableaux” later in this chapter. Calculating the ρ-weight monomials of

Demazure tableaux in this way, we see that ρ-minimal columns play a special role in the

ρ-weight calculation:

Lemma 2.12. Fix an n-partition λ and an ordered Q-partition ρ ∈ SQn+1. Let T ∈ Dλ(ρ).

Then a column C of T contributes at least one factor zt for some 1 ≤ t ≤ n to zT if and

only if C is not a ρ-minimal column. Further, all of the zt variables in the monomial zT
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have nonnegative exponents.

Proof. Suppose C is a column of T of length qr which is not equal to Y (r)(ρ). For 1 ≤ i ≤ qr,

let C(i) and Y (r)(ρ; i) denote the values in row i of columns C and Y (r)(ρ) respectively. We

can calculate the ρ-weight of the column C as a product over the individual boxes of C as

follows:

zC =
(
xY

(r)(ρ)
)−1

xC =

qr∏
i=1

(
xY (r)(ρ;i)

)−1
xC(i).

Recall that we have T ≥ R(T ) ≥ Yλ(ρ). Then the column C must satisfy C(i) ≥ Y (r)(ρ; i)

for all 1 ≤ i ≤ qr. Since C 6= Y (r)(ρ), for some 1 ≤ i ≤ qr, we must have C(i) > Y (r)(ρ; i).

This value C(i) contributes
(
xY (r)(ρ;i))

)−1
xC(i) = zY (r)(ρ;i)+1zY (r)(ρ;i)+2 . . . zC(i) to the ρ-weight

of C. Also, since C(i) ≥ Y (r)(ρ; i) for all 1 ≤ i ≤ qr, no value of C contributes a negative

power of any zt variable for 1 ≤ t ≤ n. Hence a column which is not a ρ-minimal column

contributes at least one zt factor to the ρ-weight monomial of C. On the other hand, clearly

any ρ-minimal column contributes only a factor of 1 to the ρ-weight monomial of T . Since

every column contributes a nonnegative factor of some zi variable, clearly zT is a product of

the zi variables with nonnegative exponents.

2.8 Weighted limit of a direct system

A set of weighted combinatorial objects is a finite set B of combinatorial objects equipped

with a function wt : B → Nn. Given b ∈ B we refer to wt(b) as the weight of b. Suppose

wt(b) = (t1, t2, . . . , tn). Define the weight monomial of b to be zb := zwt(b) := zt11 z
t2
2 . . . ztnn .

We define |wt(b)| := t1 + t2 + . . . + tn. The generating function for B is defined to be

FB(z) :=
∑
b∈B

zb. This polynomial is an element of C[[z1, z2, . . . , zn]], the ring of formal power

series in the variables z1, z2, . . . , zn.

Let {Am}m≥1 be a family of finite sets. For 1 ≤ i ≤ j, let φi,j : Ai → Aj be injective

maps such that for 1 ≤ i ≤ j ≤ p, the maps satisfy φj,p ◦φi,j = φi,p. Following [AM, Exercise

2.14] (but also assuming injectivity), we call ({Am}, {φi,j}) a direct system of sets. Note that

injectivity and the composition rule imply that φi,i(a) = a for all i ≥ 1 and a ∈ Ai.
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Define a relation ∼ on the elements of the set A :=
⊔
m≥1

Am as follows: Let a, b ∈ A.

Define a ∼ b if there exists 1 ≤ i ≤ j such that a ∈ Ai and b ∈ Aj and φi,j(a) = b or b ∈ Ai

and a ∈ Aj and φi,j(b) = a. This is an equivalence relation on A. We define the limit of the

direct system ({Am}, {φi,j}) to be the set A/ ∼ of equivalence classes E of ∼.

Let E ∈ A/ ∼. It can be seen that E is a set of elements from consecutive sets Am:

Injectivity implies that we can write E = {at, at+1, at+2, . . .} for some t ≥ 1 such that ai ∈ Ai

for i ≥ t.

Now suppose the sets Am in the direct system ({Am}, {φi,j}) are equipped with weight

functions wt : Am → Nn. For each ν ∈ Nn, denote by Am,ν the subset of Am of elements of

weight ν. We refer to this structure ({Am}, {φi,j}, wt) as a weighted direct system of sets.

Let E ∈ A/ ∼. We say that E is a tame class if there exists a weight ν ∈ Nn and ME ≥ 1

such that for all i ≥ ME, we have wt(ai) = ν. In this case we define wt(E) := ν and

zE := zν . We define the weighted limit of the weighted direct system ({Am}, {φi,j}, wt) to

be the subset of tame classes in A/ ∼. We denote this weighted limit by lim
m→∞

(Am, φ, wt).

We call a weighted limit of a weighted direct system stable if for every weight ν ∈ Nn, there

exists fν ≥ 0 and Mν ≥ 1 such that the number of tame classes of weight ν in the weighted

limit is equal to fν and for m ≥Mν , we have |Am,ν | = fν . We define the generating function

of a stable weighted limit of a weighted direct system ({Am}, {φi,j}, wt) to be

F lim
m→∞

(Am, φ, wt)
(z) :=

∑
E∈ lim

m→∞
(Am, φ, wt)

zE.

Given a formal power series F (z) and ν ∈ Nn, define < F (z), ν > to be the coefficient of zν

in F (z). Note that for a set Am of weighted combinatorial objects, we have < FAm(z), ν >=

|Am,ν |. A sequence of multivariate polynomials {FAm(z)}m≥1 is said to converge to a formal

power series F (z) as m → ∞ if for each ν ∈ Nn there exists Lν such that for m ≥ Lν , we

have < FAm(z), ν >=< F (z), ν >. Then this limit is denoted lim
m→∞

FAm(z).

We have the following:
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Lemma 2.13. If the weighted limit as m→∞ of the weighted direct system ({Am}, {φi,j}, wt)

is stable, then

lim
m→∞

FAm(z) = F lim
m→∞

(Am, φ, wt)
(z),

where the limit on the left hand side is found in the ring of formal power series.

Proof. Fix some ν ∈ Nn. Since the weighted limit is stable there exists fν ≥ 0 such that

the number of tame classes of weight ν in the weighted limit is equal to fν . That is, we have

< F lim
m→∞

(Am, φ, wt)
(z), ν >= fν . Also from the stability of the weighted limit, there exists

an Mν ≥ 1 such that for m ≥Mν , we have < FAm(z), ν >= |Am,ν | = fν . Now let Lν := Mν .

Then clearly for m ≥ Lν , we have < F lim
m→∞

(Am, φ, wt)
(z), ν >=< FAm(z), ν >. Thus the

polynomials FAm(z) converge to the formal power series F lim
m→∞

(Am, φ, wt)
(z).

From this lemma, we know that if the weighted limit of a weighted direct system is

stable, then the limit of the generating functions of the sets exists in the ring of formal power

series. Once we know the weighted limit is stable, it may be useful to label the equivalence

classes of the weighted limit with objects from a (not necessarily finite) set B of weighted

combinatorial objects. We do so by defining a map Ψ : lim
m→∞

(Am, φ, wt)→ B. We call this

ordered pair (Ψ,B) a labelling of lim
m→∞

(Am, φ, wt) if Ψ is injective and wt(Ψ(E)) = wt(E)

for all equivalence classes E ∈ lim
m→∞

(Am, φ, wt). Elements of Ψ( lim
m→∞

(Am, φ, wt)) are called

the labels of the equivalence classes of the weighted limit.

2.9 Labelling tableaux

Re-fix an n-partition λ and an ordered Q-partition ρ. For 1 ≤ r ≤ k, we define gr to be

the number of columns of length qr in the shape λ. Note that we have gr = λqr − λqr+1.

In Chapter 3 we consider the sets of weighted combinatorial objects Am = Dmλ(ρ) for

m ≥ 1. We define wt : Dmλ(ρ) → Nn to be the ρ-weight of a Demazure tableau for ρ.

We equip these sets with maps γi,j defined as follows: Let 1 ≤ i ≤ j and let T ∈ Diλ(ρ).

To construct γi,j(T ), for each 1 ≤ r ≤ k insert (j − i)gr duplicates of the rightmost column

of length qr into T to the right of that column to fill the shape jλ. These maps are often
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not weight preserving. However, we can see that these maps are injective and that they

satisfy the direct system requirement. Morover, successive applications of the first part of

the following lemma imply that γi,j(T ) ∈ Djλ(ρ):

Lemma 2.14. Fix a tableau U ∈ Tλ and an integer 1 ≤ j ≤ λ1. Define S to be the tableau

obtained from U by inserting a duplicate of column Uj into U directly to the right of column

Uj. Then U ∈ Dλ(ρ) if and only if S ∈ Dshape(S)(ρ). This implies that ({Dmλ(ρ)}, {γi,j}, wt)

is a weighted direct system.

Proof. First note that when we insert a duplicate of a column directly to its right, the

resulting tableau is still a reverse semistandard tableau. Let 1 ≤ l ≤ j be an integer. Then

Sl is a column in S which appears weakly to the left of column Sj. Consider the scanning

paths starting with locations in column Sl. Since Sj = Sj+1 for all 1 ≤ i ≤ ζj, the scanning

path starting at a location in column Sl contains the location (i, j) if and only if it contains

the location (i, j+1). Thus it is clear that the lth column of the right key of S is equal to the

lth column of the right key of U . That is, R(S)l = R(U)l for 1 ≤ l ≤ j. Further, inserting

the extra column Uj into U does not affect the columns to the right of the column Uj when

calculating scanning paths. Thus we also have R(S)l+1 = R(U)l for j ≤ l ≤ λ1. Now for all

1 ≤ r ≤ k, every column of length qr in R(U) is equal to every column of length qr in R(S).

Hence U ∈ Dλ(ρ) if and only if S ∈ Dshape(S)(ρ).

Let 1 ≤ i ≤ j ≤ p and let T ∈ Diλ(ρ). Then the tableaux γj,p ◦ γi,j(T ) and γi,p(T ) are

both formed by duplicating the rightmost columns of each length in the tableau T to fill the

shape pλ. Hence we have φj,p ◦ φi,j = φi,p. Thus ({Dmλ(ρ)}, {γi,j}, wt) is a weighted direct

system.

Here and in Chapter 3, we consider the weighted direct system ({Dmλ(ρ)}, {γi,j}, wt). In

the first lemma of Chapter 3, we show that lim
m→∞

(Dmλ(ρ), γ, wt) is stable. After we show

that the weighted limit is stable, we label the equivalence classes with certain tableaux in

Lemma 3.2. Then in Theorem 3.3, we provide a simpler description for the set of tableaux

of Lemma 3.2. We now present this simpler description:

Fix a subset Q ⊆ [n] and ρ ∈ SQn+1. We define a new set of tableaux, denoted LQ(ρ). A
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tableau T with values from [0, n] is defined to be an element of LQ(ρ) if the following are

true:

1. the set of distinct column lengths of T is equal to Q.

2. T contains exactly one ρ-minimal column of length qr for each 1 ≤ r ≤ k.

3. For all 1 ≤ r ≤ k − 1, every value in a column of length qr is a value in the ρ-minimal

column of length qr+1.

In anticipation of Theorem 3.3, we call each tableau T ∈ LQ(ρ) a labelling tableau.

Note that these tableaux depend only on the set Q of distinct column lengths of λ and

not on λ itself.

We will consider the generating function for the labelling tableaux in which the weight

monomial of a labelling tableau is defined to be its ρ-weight monomial. We define the

ρ-weight monomial of a labelling tableau column by column. Let C be a column of length

qr of a labelling tableau T . Then

zC := (xY
(r)(ρ))−1xC

We then define the ρ-weight monomial of T to be zT :=
∏
C

zC where the product is over all

the columns of T . Consider the following labelling tableau ρ-weight monomial:

Example 2.15. Fix n = 9. As in Example 2.5, letQ = {2, 4, 7} and ρ = (5, 1; 8, 4; 9, 3, 0; 7, 6, 2) ∈

SQ10. One example of a labelling tableau for this Q and ρ is the following:

T =

9 9 9 8 8 5 5
8 8 8 5 5 4 1
7 5 5 4 4
5 4 3 3 1
3 3
2 1
0 0

.
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Then

Yshape(T )(ρ) =

9 9 8 8 8 5 5
8 8 5 5 5 1 1
5 5 4 4 4
4 4 1 1 1
3 3
1 1
0 0

.

We calculate the ρ-weight monomial of this tableau column by column. The first column

contributes the the following to the ρ-weight monomial: x9x8x7x5x3x2x0
x9x8x5x4x3x1x0

= z2z5z6z7. Here the

denominator is the weight monomial of the ρ-minimal column of length 7. After calculating

the ρ-weights for the other columns and multiplying, the ρ-weight monomial of this labelling

tableau is z4
2z

3
3z4z

2
5z

2
6z

2
7z8z9.

39



3 Main results

In this chapter we present the main results of this thesis. In our first main result,

Theorem 3.3, we show that we can label the equivalence classes of the weighted limit of

the weighted direct system ({Dmλ(ρ)}, {γi,j}, wt) defined in Section 2.9 with the labelling

tableaux. In our second main result, Theorem 3.4, we give two product identities for a

multivariate generating function for the set of labelling tableaux. We give bijective proofs

of both identities in the next chapter. We present an alternate proof of the first identity

of Theorem 3.4 in Chapter 5, where we derive it from the Lie theory K-P identity and

Theorem 3.3. Our third main result, Theorem 3.7, states that Theorem 3.4 is a combinatorial

translation of the Lie theoretic Kumar-Peterson identity.

Throughout this chapter, fix an n-partition λ and an ordered Q-partition ρ ∈ SQn+1.

3.1 Preliminary results

In our first lemma, we apply the definition of the weighted limit to the weighted direct

system ({Dmλ(ρ)}, {γi,j}, wt) defined in Section 2.9. Recall that the maps γi,j duplicate the

rightmost column of each column length to fill the shape jλ. We have the following:

Lemma 3.1. The weighted limit lim
m→∞

(Dmλ(ρ), γ, wt) is stable.

Proof. Fix ν = (t1, t2, . . . , tn) ∈ Nn. For m ≥ 1, let Dmλ(ρ)ν denote the subset of Dmλ(ρ)

of tableaux T such that wt(T ) = ν. For 1 ≤ i ≤ j, define γi,j,ν to be the map γi,j restricted

to the set Diλ(ρ)ν . Note that these maps are injective since the maps γi,j are injective.

We will first show that there exists Mν ≥ 1 and fν ≥ 0 such that for each m ≥ Mν , we

have |Dmλ(ρ)ν | = fν . We will then show that fν is the number of tame classes of weight ν

of the weighted limit.
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Define Mν := |ν| + 1 = t1 + t2 + . . . + tn + 1. For some i ≥ Mν , let T ∈ Diλ(ρ)ν . By

Lemma 2.12, every column of T which is not ρ-minimal contributes at least one zh factor to

the ρ-weight monomial of T . Since zT = zν = zt11 . . . ztnn , the tableau T must have at most

|ν| = t1 + t2 + . . .+ tn columns which are not ρ-minimal. Since T is a tableau on the shape

iλ with i ≥Mν , the tableau T has at least Mν = |ν|+ 1 columns of length qr for 1 ≤ r ≤ k.

Hence for 1 ≤ r ≤ k, the tableau T contains at least one ρ-minimal column of length qr.

Since these ρ-minimal columns are the entrywise smallest columns for a given length, they

must appear as the rightmost columns of that length.

Let Mν ≤ i ≤ j. Since for every T ∈ Diλ(ρ)ν and all 1 ≤ r ≤ k, the rightmost

column of T of length qr is a ρ-minimal column, the maps γi,j,ν only insert duplicates of

ρ-minimal columns. Thus by Lemma 2.12, the maps γi,j,ν are weight preserving. That is,

γi,j,ν(Diλ(ρ)ν) ⊆ Djλ(ρ)ν . Now let T ∈ Djλ(ρ)ν . From the preceding paragaph we know that

any Demazure tableau with ρ-weight equal to ν has at most |ν| non-ρ-minimal columns.

We define the tableau γ−1
i,j,ν(T ) to be the tableau obtained from T by deleting the rightmost

(j − i)gr columns of length qr for 1 ≤ r ≤ k. The shape of the resulting tableau is iλ.

After deleting these columns there are igr columns of length qr for 1 ≤ r ≤ k. We have

|ν| < igr, since |ν| < Mν ≤ i and gr ≥ 1. Since the tableau γ−1
i,j,ν(T ) must have at most

|ν| non-ρ-minimal columns of any given length, it must contain at least one ρ-minimal

column of each length. Hence the map γ−1
i,j,ν deleted only ρ-minimal columns, and so it is

weight preserving. Thus γ−1
i,j,ν(T ) ∈ Diλ(ρ)ν . It is clear that γi,j,ν(γ

−1
i,j,ν(T )) = T . Therefore

γi,j,ν(Diλ(ρ)ν) = Djλ(ρ)ν . Hence |Diλ(ρ)ν | = |Djλ(ρ)ν | since the maps γi,j,ν are injective.

Define fν = |DMνλ(ρ)ν |. Then for all m ≥ Mν , we have |Dmλ(ρ)ν | = fν , since the maps

γMν ,m,ν are bijections from DMνλ(ρ)ν to Dmλ(ρ)ν .

Now we need to show that the number of tame classes of weight ν in the weighted limit

is equal to fν . Consider the set DMνλ(ρ)ν . Each T ∈ DMνλ(ρ)ν is a member of a distinct

equivalence class. Since the maps γMν ,m,ν for m ≥Mν are weight preserving injections, each

equivalence class that contains a T ∈ DMνλ(ρ)ν is a tame class of weight ν. Hence there are

at least fν tame classes of weight ν in the weighted limit. Since for all m ≥ Mν , we have
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|Dmλ(ρ)ν | = fν , there cannot be more than fν tame classes of weight ν in the weighted limit.

Hence the number of tame classes of weight ν in the weighted limit is equal to fν , and thus

the weighted limit is stable.

It can be seen from the work in the preceding proof that each tame class of the weighted

limit lim
m→∞

(Dmλ(ρ), γ, wt) consists of tableaux which differ only by the number of ρ-minimal

columns of each length they contain. Now that we know that the weighted limit of our

weighted direct system is stable, we describe a labelling for the equivalence classes of the

weighted limit. Let T denote the set of all tableaux on all n-partitions. We have the

following:

Lemma 3.2. There exists a labelling (Ψ, T ) of lim
m→∞

(Dmλ(ρ), γ, wt) such that the set of

labels Ψ( lim
m→∞

(Dmλ(ρ), γ, wt)) is equal to the set of tableaux T ∈ T such that

1. the set of distinct column lengths of T is equal to Q,

2. T contains exactly one ρ-minimal column of length qr for 1 ≤ r ≤ k, and

3. T ∈ Dshape(T )(ρ).

Proof. Define Ψ : lim
m→∞

(Dmλ(ρ), γ, wt) → T as follows: Let E be a tame class of

lim
m→∞

(Dmλ(ρ), γ, wt) of weight ν, and let T ∈ E. Since E is tame, every rightmost col-

umn of a given length in T must be a ρ-minimal column. Define Ψ(E) to be the tableau

constructed from T by deleting from T all but one copy of Y (r)(ρ) for all 1 ≤ r ≤ k. The

map Ψ is well defined on tame classes since each tame class consists of tableaux which differ

only by the number of ρ-minimal columns of each length that they contain. By Lemma

2.12, for all equivalence classes E we have wt(E) = wt(Ψ(E)), since the map Ψ deletes only

ρ-minimal columns.

We next show that Ψ is injective: Let E ′ be another equivalence class of weight ν and

suppose Ψ(E) = Ψ(E ′). Let T ∈ E and S ∈ E ′. Then deleting all but one ρ-minimal column

of each length in T and S yields the same tableau. Without loss of generality, let i ≤ j be

such that T ∈ Diλ(ρ)ν and S ∈ Djλ(ρ)ν . Clearly we have γi,j,ν(T ) = S. Hence T ∼ S and

E ′ = E. Thus Ψ is injective. Therefore Ψ is a labelling.

42



It is clear that every T ∈ Ψ( lim
m→∞

(Dmλ(ρ), γ, wt)) satisfies criteria 1 and 2 of the lemma.

From Lemma 2.14, we see that every T ∈ Ψ( lim
m→∞

(Dmλ(ρ), γ, wt)) is a Demazure tableau for

ρ on shape(T ), and hence satisfies criterion 3.

Conversely, consider any tableau T ∈ T which meets the three criteria of Lemma 3.2.

Via duplication it generates a tame class E, and it is the label Ψ(E) of that class. Thus we

know that the set of labels Ψ( lim
m→∞

(Dmλ(ρ), γ, wt)) is exactly equal to the set of tableaux

which meet the criteria of the lemma.

3.2 Main result 1: Labelling tableaux label equivalence classes

The description of the labels in Lemma 3.2 requires that T be a Demazure tableau for ρ

on its shape. To determine if a tableau is a Demazure tableau for some ρ, one must calculate

its right key. However, we show in the following theorem that this condition can be simplified

to the third condition in the definition of the labelling tableaux:

Theorem 3.3. Fix an n-partition λ and an ordered Q-partition ρ. Then

Ψ( lim
m→∞

(Dmλ(ρ), γ, wt)) = LQ(ρ).

Proof. Note that the first two criteria for both sets of tableaux are the same. Let T ∈ T

satisfy the first two criteria. We need to show that T satisfies the third membership crite-

rion for tableaux in Ψ( lim
m→∞

(Dmλ(ρ), γ, wt)) if and only if T satisfies the third membership

criterion of the labelling tableaux LQ(ρ).

First suppose T violates criterion 3 of the labelling tableau definition. Then for some

1 ≤ r ≤ k there exists a value T (i, j) in a column of length qr of T such that T (i, j) is not

a value in the ρ-minimal column Y (r+1)(ρ). We need to show that T cannotbe a Demazure

tableau for ρ on its shape. To do so, we show that at least one of the values in the ρ-minimal

column of length qr+1 “is decreased” when the right key of T is calculated. This creates a

violation of the Demazure condition, since it requires that every column of R(T ) of length

qr+1 dominates the ρ-minimal column of length qr+1.
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We consider the scanning paths which start in the ρ-minimal column of T of length qr+1.

No value in this column is equal to T (i, j). Note that every location to the right of the ρ-

minimal column is contained in exactly one scanning path starting from that column. First

consider scanning paths which originate from locations in this column with values which

are less than T (i, j). Since we are finding the EWDS, none of these scanning paths will

contain the location (i, j). So the scanning path which passes through (i, j) must originate

in the ρ-minimal column of length qr+1 from a location with a value which is larger than

T (i, j). The value in the scanning tableau R(T ) in the location from which the scanning

path originated is now less than or equal to T (i, j). However, the value T (i, j) was smaller

than the minimal value for the location from where the scanning path originated. Therefore

this value in R(T ) is too small, and so T cannotbe a Demazure tableau for ρ. Hence if T

is a Demazure tableau which satisfies criteria 1 and 2, then for all r with 1 ≤ r ≤ k − 1,

every value in a column of length qr is a value in the ρ-minimal column of length qr+1. Thus

Ψ( lim
m→∞

(Dmλ(ρ), γ, wt)) ⊆ LQ(ρ).

Now suppose that T satisfies the third criterion for a labelling tableau. We need to show

that T is a Demazure tableau on its shape. Let 1 ≤ r ≤ k. First note that since R(T ) is a

key, there is only one distinct column of each length qr in R(T ) (which is possibly repeated).

Thus we only need to calculate one column of R(T ) of length qr and the rest of the columns of

this length will be equal to this column. For that reason, let us find the rightmost column of

length qr of the right key of T . Using the tableau scanning method, the values of this column

will be a decreasing sequence of integers, each of which comes from a column of T weakly to

the right of this column. By hypothesis, all the values in these columns appear in the column

Y (r)(ρ). Hence this column cannotchange when the right key is being calculated, and so

every column of length qr in R(T ) is equal to this column Y (r)(ρ). Thus each column of

R(T ) is a ρ-minimal column and hence R(T ) = Yshape(T )(ρ). Thus T is a Demazure tableau

on its shape.
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3.3 Main result 2: Our combinatorial K-P identity

Independently of Lie theory, we can state and prove the identity below for a generating

function for the labelling tableaux. This is a combinatorial version of the K-P identity; this

claim in verified in Chapter 5. Note that this generating function depends only on the set

Q and not on the n-partition λ.

Theorem 3.4. Fix n ≥ 1, a subset Q ⊆ [n], and an ordered Q-partition ρ ∈ SQn+1. Then

∑
T∈LQ(ρ)

zT =
1∏

(ρi,ρj)∈Φ(ρ)

(1− zρi+1zρi+2 . . . zρj)

=
k∏
r=1

∏
(i,j)∈µ(r)

1

1− zhook(i,j)
.

The “Hillman-Grassl boards” µ(r) are defined in terms of Q and ρ in Section 4.6. The hook

weights zhook(i,j) are assigned to their boxes in Section 4.3.

In the following two examples, we use the first identity in Theorem 3.4 to describe the

generating function for the set of labelling tableaux for each (n,Q, ρ) triple presented.

Example 3.5. Fix n = 4. Let Q = {3} and ρ = (3, 2, 0; 4, 1) ∈ SQ5 . Then

Φ(ρ) = {(3, 4), (2, 4), (0, 4), (0, 1)}.

So the right hand side of the equation in Theorem 3.4 in this case is

1

(1− z4)(1− z3z4)(1− z1z2z3z4)(1− z1)
.

The only ρ-minimal column in this case is

Y (1)(ρ) =
3
2
0
.

45



Thus for the left hand side, we have that LQ(3, 2, 0; 4, 1) is the set of tableau T such that

1. T contains only columns of length 3,

2. T has exactly 1 column equal to
3
2
0

; necessarily the rightmost column, and

3. the values in T come from the set [0, 4].

Let us consider the monomials on the left hand side that come from labelling tableaux with

only 1 or 2 columns. The only labelling tableau with one column is
3
2
0

. In the sum on the

left hand side, we have z

3
2
0

= x3x2x0
x3x2x0

= 1.

The only labelling tableaux with two columns are

4 3
3 2
2 0

,
4 3
3 2
1 0

,
4 3
3 2
0 0

,
4 3
2 2
1 0

,
4 3
2 2
0 0

,
3 3
2 2
1 0

.

For the first tableau in this list, we have z

4 3
3 2
2 0

=
x4x

2
3x

2
2x0

x2
3x

2
2x

2
0

=
x4

x0

= z1z2z3z4.

Calculating the adjusted weights for all 6 of these tableau gives us respectively

z1z2z3z4 , z1z3z4 , z3z4 , z1z4 , z4 , z1.

We next consider another (n,Q, ρ) triple to illustrate Theorem 3.4.

Example 3.6. Fix n = 4. Let Q = {1, 3} and ρ = (3; 4, 0; 2, 1) ∈ SQ5 . Here we have

Φ(ρ) = {(0, 2), (0, 1), (3, 4)}. Thus the right hand side is equal to

1

(1− z1z2)(1− z1)(1− z4)
.
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The ρ-minimal column of length 1 is 3 and the ρ-minimal column of length 3 is
4
3
0

. There

is only one labelling tableau with 2 columns:

4 3
3
0

Since both of these columns are ρ-minimal, we have z

4 3
3
0

=
x4x

2
3x0

x4x2
3x0

= 1.

The only labelling tableaux with exactly 3 columns are

4 4 3
3 3
1 0

,
4 4 3
3 3
2 0

,
4 4 3
3
0

.

Calculating the ρ-weight monomials for these three tableaux gives us respectively

z1 , z1z2 , z4.

3.4 Main Result 3: It is a combinatorial interpretation of the K-P identity

The following statement confirms that Theorem 3.4 is a combinatorial interpretation of

the K-P identity:

Theorem 3.7. Let λ be a dominant integral weight and let w ∈ W λ. Let λ be the n-partition

obtained from the weight λ. Let Q = Q(λ) ⊆ [n] and let ρ be the ordered Q-partition produced

from w. Then Theorem 3.4 is a combinatorial interpretation of the Kumar-Peterson identity;

i.e. in the simple root basis coordinatization the Kumar-Peterson identity becomes

∑
T∈LQ(ρ)

zT =
1∏

(ρi,ρj)∈Φ(ρ)

(1− zρi+1zρi+2 . . . zρj)
.
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4 Bijective proof of our combinatorial K-P identity

Throughout this chapter, fix a subset Q ⊆ [n] and an ordered Q-partition ρ ∈ SQn+1. We

define further combinatorial objects for the bijective proof of Theorem 3.4. In Section 4.1, we

define reverse plane partitions on a shape µ. In Section 4.2 we describe how to write the set

of labelling tableaux LQ(ρ) as a Cartesian product of k sets of “labelling subtableaux”. This

decomposition allows us to work with just one of the k sets at a time in Sections 4.5 to 4.11.

In Section 4.3 we present a template which we will later use to construct “Hillman-Grassl

boards”. We also define template “colors” for these boards. Reverse plane partitions on

these Hillman-Grassl boards will provide intermediate combinatorial objects which allow us

to complete the bijective proof of both identities in Theorem 3.4. In Section 4.4, we define a

template map from certain tableaux to reverse plane partitions on a shape µ constructed in

Section 4.3. Now that we have defined the template boards and maps, we begin our bijective

proof. We give our bijective proof of the second identity in Theorem 3.4 first. To do so, we

construct three weight preserving bijections. In Section 4.5, we present a map from labelling

subtableaux to “shrunken tableaux” by “shrinking” the values in the subtableaux. In Section

4.6 we define the Hillman-Grassl boards µ(r) using the procedure from Section 4.3. We then

define a map from the shrunken tableaux to reverse plane partitions on the Hillman-Grassl

board µ(r) in Section 4.6 by using the template map constructed in Section 4.4. In Section

4.7, we cite the Hillman-Grassl algorithm. This algorithm provides a bijection from reverse

plane partitions on µ(r) to multisets of “hooks” of the shape µ(r). In Section 4.8, we finish

the proof of the identity in Theorem 3.4 which describes the generating function of the

labelling tableaux as a product over the hooks of the Hillman-Grassl boards. In Section 4.9

we describe how to decompose the set of inversions of ρ in a way which is compatible with

the decomposition of tableaux into subtableaux. To complete the proof of the first identity

in Theorem 3.4, we construct two additional weight preserving bijections. We will compose
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these bijections to form a bijection from the set of hooks on the Hillman-Grassl board µ(r) to

the subset of inversions Φ(r)(ρ). In Section 4.9, we define a map from multisets of inversions

of ρ to multisets of shrunken inversions of ρ. In Section 4.10, we define a bijection from

multisets of hooks of µ(r) to shrunken inversions of ρ. This map induces a bijection from

multisets of hooks to multisets of such shrunken inversions. In Section 4.11, we complete

the proof of the first identity in Theorem 3.4 by composing the maps defined in Sections 4.9

and 4.10.

4.1 Reverse plane partitions

Let d ≥ 1 and fix a d-partition µ. A reverse plane partition R on the shape µ is a

filling of the boxes (i, j) ∈ µ with entries R(i, j) ∈ N such that R(i, j) ≤ R(i, j + 1) and

R(i + 1, j) ≤ R(i, j) wherever the inequalities are defined. Let rpp(µ) denote the set of

reverse plane partitions on the shape µ. For R1, R2 ∈ rpp(µ) let R1 + R2 be the entrywise

sum of the two reverse plane partitions. One can see that rpp(µ) is closed under addition:

for the first inequality in the definition of reverse plane partition, we have (R1 +R2)(i, j) =

R1(i, j) + R2(i, j) ≤ R1(i, j + 1) + R2(i, j + 1) = (R1 + R2)(i, j + 1). The second inequality

can be shown similarly.

4.2 Decomposition of labelling tableaux

Let T ∈ LQ(ρ). For 1 ≤ r ≤ k, define T (r) to be the subtableau consisting of the columns

of T of length qr. We define L(r)
Q (ρ) = {T (r)|T ∈ LQ(ρ)}. This is the set of subtableaux

of column length qr of labelling tableaux. We decompose the set of labelling tableaux as

follows:

Lemma 4.1. Let Q ⊆ [n] and let ρ be an ordered Q-partition. Then LQ(ρ) =
k∏
r=1

L(k+1−r)
Q (ρ).

Proof. It is clear that we can write any labelling tableau T as the k-tuple of its k sub-

tableaux T (r). Let (T(k), T(k−1), . . . , T(1)) ∈
k∏
r=1

L(k+1−r)
Q (ρ). These tableaux T(r) are chosen

independently from the sets L(r)
Q (ρ). We need to show that these tableaux T(r) can be con-
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catenated to form a labelling tableaux T : To form a tableau T , start with the tableau T(k).

The rightmost column of this tableau is the ρ-minimal column Y (k)(ρ). Since T(k−1) ∈ L(k−1)
Q ,

the tableau T(k−1) consist of values which come from the column Y (k)(ρ). In particular, the

leftmost column of T(k−1) is entrywise weakly less than the column tableau consisting of the

qk−1 largest values of Y (k)(ρ). Hence placing the tableau T(k−1) to the right of the tableau

T(k) produces a reverse semistandard tableau. Then for k − 2 ≥ r ≥ 1, we can similarly

concatenate the tableau T(r) to the right of the tableau T(r+1). Hence we obtain a reverse

semistandard tableau T obtained from concatenating the k tableaux T(r). It is clear that

this tableau T is a labelling tableau.

4.3 Hillman-Grassl board and color template

To give a bijective proof of Theorem 3.4, for each 1 ≤ r ≤ k we ultimately need to

produce a weight preserving bijection from the set L(r)
Q of labelling subtableaux to a certain

set of multisets of inversions (ρi, ρj) ∈ Φ(r)(ρ). We define the subset Φ(r)(ρ) in Section 4.9.

We will construct this bijection as a composition of five weight preserving bijections. We

construct the first bijection by “shrinking” the values in a labelling subtableaux so that the

possible values in a subtableau come from a set of consecutive integers {0, 1, . . . , p}. We

then define a bijection from the tableaux with consecutive values to sets of reverse plane

partitions on certain shapes; these shapes are called Hillman-Grassl boards. In this section

we present a template to define these boards and the reverse plane partitions on them. In

the following, if p = n and b = q1, then this template describes the sole Hillman-Grassl board

for the case Q = {q1} and ρ ∈ SQn+1.

Fix integers p ≥ 1 and 1 ≤ b ≤ p. We define the encompassing board ξp,b to be the

rectangular shape (p + 1 − b) × b. The shape ξp,b contains p diagonals. We color the boxes

along these p diagonals respectively with the colors < 1 >,< 2 >, . . . , < p >. So the box at

location (p+1−b, 1) ∈ ξp,b is assigned the color < 1 > and the box at location (1, b) is colored

< p >. In general, to the box (i, j) ∈ ξp,b we assign the color c(i, j) :=< p+ 1− b+ j − i >.

So the box at position (1, 1) is colored < p+1−b >. Now let B be a subset of [0, p] such that
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|B| = b. Define H := [0, p]−B. Note that the number of rows in ξp,b is |H| = p+ 1− b and

the number of columns in ξp,b is |B| = b. Corresponding to B there is an ordered Q-partition

ρ of [0, p], where Q = {b}: The first cohort of ρ is H1 := B, the second cohort is H2 := H,

the first subset is B1 := B, and B2 := [0, p]. Let B(i) and H(i) be the ith largest values of

B and H respectively. So for 1 ≤ j ≤ b, we see that B(b+ 1− j) is the jth smallest value in

B. Define a shape µ from the sets B and H as follows: For 1 ≤ j ≤ b, the length of column

j of µ is defined to be τj := |{i ∈ H|i > B(b+ 1− j)}|. Here τj is the number of inversions

of ρ attributed to B(b + 1 − j). Hence the length of the jth column of µ is equal to the

number of values in H larger than the jth smallest number in B. So as j increases from 1

to b, this count will weakly decrease. So µ is a shape. Since τj is the number of inversions

in ρ attributed to B(b+ 1− j), it can be seen that the shape µ sits inside the encompassing

board for any B. For 1 ≤ i ≤ p + 1 − b, it can be seen that the length of the ith row µi of

µ is equal to |{j ∈ B|j < H(i)}|. If B = {b − 1, b − 2, . . . , 1, 0}, then we have µ = ξp,b. If

B = {p, p − 1, . . . , p + 1 − b}, then µ is the empty shape φ. The colors of the board µ are

the colors inherited from the encompassing board.

Let u1, u2, . . . , up be variables. For 1 ≤ c ≤ p, define the u-weight of the color < c > to

be u<c> := uc. Given a box (i, j) ∈ µ, define the hook of (i, j), denoted hook(i, j), to be the

set of boxes of µ directly to the right of and of the boxes directly below and including the

box (i, j). Denote the set of hooks of µ by H(µ). Define the u-weight monomial of hook(i, j)

to be the product of the weights of the colors assigned to the boxes in hook(i, j). Note that

when read off from southwest to northeast, the colors assigned to the boxes of a hook form

a set of consecutive integers. For a reverse plane partition R ∈ rpp(µ), define the u-weight

monomial of R to be uR :=
∏

(i,j)∈µ

(uc(i,j))R(i,j).

Example 4.2. Fix p = 8 and b = 5. The encompassing board, along with its colors (written

without brackets) is

ξ8,5 =

4 5 6 7 8
3 4 5 6 7
2 3 4 5 6
1 2 3 4 5

.
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Let B = {7, 6, 4, 2, 1}. Then H = {8, 5, 3, 0}. The length of column 1 of µ is equal to

τ1 = |{i ∈ {8, 5, 3, 0}|i > {7, 6, 4, 2, 1}(5 + 1 − 1)}| = |{i ∈ {8, 5, 3, 0}|i > 1}| = 3. The

length of column 2 of µ is equal to τ2 = |{i ∈ {8, 5, 3, 0}|i > {7, 6, 4, 2, 1}(5 + 1−2)}| = |{i ∈

{8, 5, 3, 0}|i > 2}| = 3. Similar calculations show that τ3 = 2, τ4 = 1, and τ5 = 1. Thus we

have the shape

µ = .

The following is the shape µ along with the color of each box placed directly in that box:

µ =
4 5 6 7 8
3 4 5
2 3

.

We have, for example, the u-weight monomial of hook(2, 1) is uhook(2,1) = u2u3u4u5. Now

consider the reverse plane partition

R =
0 0 1 2 5
1 2 4
2 2

.

The value 2 at location (3, 2) contributes a factor of (u<3>)2 = u2
3 to the u-weight monomial

of R. The u-weight monomial of R is equal to u2
2u

3
3u

2
4u

4
5u6u

2
7u

5
8.

We will use the next lemma to show that the map defined in the next section from

certain tableaux to reverse plane partitions on certain shapes is weight preserving. Its proof

is obvious.

Lemma 4.3. For R1, R2 ∈ rpp(µ), the u-weight monomial of R1 +R2 is equal to the product

of the u-weight monomials of R1 and R2.

4.4 Template bijection from tableaux to reverse plane partitions

In this section we define a map Θ which we will use as a template for the k parallel

bijections in Section 4.6. As in the previous section, fix integers p ≥ 1 and 1 ≤ b ≤ p, a set

B ⊂ [0, p] such that |B| = b, and a set H := [0, p]−B. Construct the shape µ from B and H
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as before. We denote by TB the column tableau whose set of values is equal to B. Now fix

a reverse semistandard column tableau T of length b with values from [0, p] which entrywise

dominates TB. Let t0, t1, . . . tp be variables and set ui := t−1
i−1ti for 1 ≤ i ≤ p. For a tableau

T with values from [0, p], we define the u-weight monomial of T in terms of the ui variables

as uT := (tTB)−1tT . Here tT :=

p∏
i=0

tcii , and ci is the number of times i appears in T .

We now prepare to define a map Θ′ from column tableaux T which entrywise dominate

TB to putative reverse plane partitions of 0’s and 1’s on the shape µ; this output claim will be

confirmed in Lemma 4.5 below. First create a 0-1 filling R′ of the encompoassing board ξp,b

from the column tableau T as follows: For (i, j) ∈ ξp,b, set R′(i, j) to 1 if T (b+1−j, 1)+((b+

1− j)− 1) ≥ p+ 1− i, and to 0 otherwise. As in Section 1.4, this map should be viewed as

going from reverse semistandard column tableaux in the xy-plane to reverse plane partitions

in the xz-plane. Now let R be the restriction of the reverse plane partition R′ to the shape

µ. Then define Θ′(T ) to be the reverse plane partition on µ such that Θ′(T ; i, j) = R(i, j)

for all (i, j) ∈ µ. (Here Θ′(T ; i, j) denotes the value of Θ′(T ) in location (i, j).) We have the

following:

Lemma 4.4. Fix p ≥ 1, 1 ≤ b ≤ p, and a b-subset B ⊂ [0, p]. Then Θ′(TB) is a filling of µ

with all entries equal to 0.

Proof. Define R := Θ′(TB). Let (i, j) ∈ µ. Then the length τj of column j of µ is greater

than or equal to i. So τj = |{l ∈ H|l > B(b + 1 − j)}| > i. Note that B(b + 1 − j) =

TB(b + 1 − j, 1). Thus TB(b + 1 − j, 1) is smaller than at least the largest i numbers in H.

Also TB(b + 1 − j, 1) is weakly less than b + 1 − j numbers in B since TB(b + 1 − j, 1) is

the (b+ 1− j)th largest value in TB. Combining these two, we can see that TB(b+ 1− j, 1)

is weakly less than at least (b + 1 − j) + i numbers in B ∪ H = [0, p]. Hence we have

TB(b+ 1− j, 1) ≤ p+ 1− (b+ 1− j+ i) < p+ 1− b+ j− i. Thus by definition R(i, j) = 0.

From this proof we can see that for T ≥ TB, column j of Θ′(T ) contains at least one

value equal to 1 if and only if T (b+ 1− j, 1) > TB(b+ 1− j, 1).

We have the following:
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Lemma 4.5. The map Θ′ is a weight preserving bijection from column tableaux T ≥ TB to

reverse plane partitions on µ with parts bounded by 1.

Proof. Let T ≥ TB be a column tableau with entries from [0, p]. Define R := Θ′(T ).

Clearly R is a filling of µ with 0’s and 1’s. We first show that R is a reverse plane partition

on µ. Let (i, j) ∈ µ such that (i + 1, j) ∈ µ. Suppose R(i, j) = 1. Then by definition

T (b + 1 − j, 1) + ((b + 1 − j) − 1) ≥ p + 1 − i. Thus T (b + 1 − j, 1) + ((b + 1 − j) + 1) >

p + 1 − b + j − (i + 1) and hence R(i + 1, j) = 1 = R(i, j). Now suppose R(i, j) = 0.

Then we have R(i+ 1, j) ≥ R(i, j) since R is a filling of µ with 0’s and 1’s. Thus R weakly

increases down the columns. Now consider (i, j) ∈ µ such that (i, j + 1) ∈ µ. Suppose

R(i, j) = 1. Then T (b + 1 − j, 1) + ((b + 1 − j) − 1) ≥ p + 1 − i. If R(i, j + 1) = 0, then

T (b+1−(j+1), 1)+((b+1−(j+1))−1) < p+1−i. Then we have T (b+1−j, 1) ≥ p+1−b+j−i

and T (b + 1 − j − 1, 1) < p + 2 − b + j − i. Note that T (b + 1 − j − 1, 1) is the value

directly above the value T (b + 1 − j, 1) in T . By the above two inequalities, we see that

T (b+ 1− j − 1, 1) ≤ T (b+ 1− j, 1). This is a contradiction. Hence R(i, j + 1) = 1. Finally,

R(i, j) = 0 implies R(i, j) ≤ R(i, j + 1). Hence R weakly increases in the rows. Thus R is a

reverse plane partition on µ.

To show that Θ′ is weight preserving, we begin by calculating the u-weight monomial of

T , one box at a time. We have

uT = (tTB)−1tT =
b∏

j=1

(tTB(b+1−j,1))
−1(tT (b+1−j,1)).

Fix some 1 ≤ j ≤ µ1. The u-weight contributed by the value T (b + 1 − j, 1) in T is

(tTB(b+1−j,1))
−1(tT (b+1−j,1)) = uTB(b+1−j,1)+1uTB(b+1−j,1)+2 . . . uT (b+1−j,1)+1. Next consider the

effect that the value T (b+ 1− j, 1) has on the reverse plane partition R = Θ′(T ). Note that

under the Θ′ map, the value T (b + 1 − j, 1) only produces the 1’s in the jth column of R.

Suppose that all the values in column j of R are equal to 0. Then we have T (b+ 1− j, 1) =

TB(b+1−j, 1) by the comment after Lemma 4.4. In this case, neither the value T (b+1−j, 1)

in T nor the entries in column j of R contribute any ui factor to the u-weight monomial.
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Now suppose there is at least one value equal to 1 in column j of R. Let i be the highest

row in column j in R which contains a 1. If T (b+1− j, 1)+((b+1− j)−1) > p+1− i, then

T (b+ 1− j, 1) + ((b+ 1− j)− 1) ≥ p+ 1− (i− 1) and R(i− 1, j) = 1. This contradicts our

assumption on i. If T (b+1−j, 1)+((b+1−j)−1) < p+1− i, then R(i, j) = 0. This is also

a contradiction. Hence we must have T (b+ 1− j, 1) + ((b+ 1− j)− 1) = p+ 1− i and thus

T (b+1−j, 1) = p+1−b+j−i. (We use the preceding argument in the following paragraphs.)

Now consider how these 1’s in column j contribute to the u-weight of R. The color in the

bottom of column j of µ is < B(b+ 1− j) + 1 >=< TB(b+ 1− j, 1) + 1 > by Lemma 4.12.

The color of the box (i, j) is < p+ 1− b+ j − i >=< T (b+ 1− j, 1) >. Hence the u-weight

contributed by the 1’s in column j of R is equal to uTB(b+1−j,1)+1uTB(b+1−j,1)+2 . . . uT (b+1−j,1)+1.

This is exactly the u-weight contributed by the value T (b + 1 − j, 1) which produced these

1’s in R. Hence Θ′ is weight preserving.

Let T, S ≥ TB be two column tableaux and suppose Θ′(T ) = Θ′(S) = R. Fix 1 ≤ j ≤ b.

Suppose column j of R doesn’t contain a 1. Then we have T (b+ 1− j, 1) = TB(b+ 1− j, 1)

and S(b + 1 − j, 1) = TB(b + 1 − j, 1). Suppose, on the other hand, that column j of R

contains at least one value equal to 1. Let i be the highest row in column j in R which

contains a 1. From the previous paragraph, we have T (b+ 1− j, 1) = p+ 1− b+ j − i and

S(b + 1− j, 1) = p + 1− b + j − i. Hence all the values of S and T are equal. Thus T = S

and Θ′ is injective.

Finally, fix a reverse plane partition R on µ with parts bounded by 1. Define a column

tableau T as follows: Let 1 ≤ j ≤ b. If column j of R contains no 1’s, define T (b+1−j, 1) :=

TB(b+1−j, 1). If column j of R contains at least one value equal to 1, then let i be the highest

row in column j in R which contains a 1. In this case, define T (b+1−j, 1) := p+1−b+j−i.

From the work above, it is clear that Θ′(T ) = R and T ≥ TB. Hence Θ′ is surjective. Thus

Θ′ is a weight preserving bijection.

Note that the last paragraph of the previous proof gives a method to obtain the column

tableau (Θ′)−1(R) from a reverse plane partition R on µ with parts bounded by 1.

The map Θ′ is order preserving:
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Lemma 4.6. Let T, S ≥ TB be column tableaux of length b with values from [0, p]. Then

T ≥ S if and only if Θ′(T ) ≥ Θ′(S).

Proof. Suppose first that T ≥ S. Fix 1 ≤ j ≤ µ1. Let ij,T be the highest row in column j

in Θ′(T ) which contains a 1. Let ij,S be the highest row in column j in Θ′(S) which contains

a 1. Recall from the previous proof that this implies T (b + 1 − j, 1) = p + 1 − b + j − ij,T

and T (b + 1 − j, 1) = p + 1 − b + j − ij,S The inequality T (b + 1 − j, 1) ≥ S(b + 1 − j, 1)

implies that iT ≤ iS. Hence there are more bottom justified 1’s in column j of Θ′(T ) than

in column j of Θ′(S). Thus we have Θ′(T ) ≥ Θ′(S). This argument can clearly be reversed

to show that Θ′(T ) ≥ Θ′(S) implies T ≥ S.

We now define a new map Θ using the map Θ′. Let Tp,B be the set of reverse semistandard

tableaux T such that

1. T contains values from [0, p],

2. T contains one distinct column length b := |B|, and

3. T contains exactly one column equal to TB and this column is its rightmost column.

We then define Θ : Tp,B → rpp(µ) as follows: Let T ∈ Tp,B be a tableau with m columns of

length b. Recall that Ti denotes the ith column of T . Define Θ(T ) :=
m∑
i=1

Θ′(Ti). Then we

have the following:

Lemma 4.7. The map Θ : Tp,B → rpp(µ) is a weight preserving bijection.

Proof. Let T ∈ Tp,B and define R := Θ(T ). Combining the definition of uR with Lemma

4.3, we see that uR =
m∏
i=1

uΘ′(Ti). This is equal to
m∏
i=1

uTi = uT by Lemma 4.5. Hence Θ is

weight preserving.

To show that Θ is surjective, let R ∈ rpp(µ). If R is the reverse plane partition of all

0’s, then Θ(TB) = R by Lemma 4.4. If R contains a nonzero value, let m ≥ 1 be the largest

value in R. We decompose R as a sum of m + 1 reverse plane partitions as follows: For

1 ≤ l ≤ m+ 1, define Rl to be the reverse plane partition such that Rl(i, j) = 1 if R(i, j) ≥ l
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and 0 otherwise. We have R1 ≥ R2 ≥ . . . ≥ Rm > Rm+1 = 0 where 0 denotes the reverse

plane partition of all 0’s. It is clear that R =
m+1∑
l=1

Rl. Now define T to be the tableaux with

m+1 columns such that Tl = (Θ′)−1(Rl) for 1 ≤ l ≤ m+1. Then T is a reverse semistandard

tableau since Θ′ (and hence (Θ′)−1) is order preserving by Lemma 4.6. By Lemma 4.4, the

rightmost column (Θ′)−1(Rm+1) = (Θ′)−1(0) of T is equal to TB. Hence T ∈ Tp,B. Then

Θ(T ) =
m+1∑
l=1

Θ′(Tl) =
m+1∑
i=1

Rl = R. Hence Θ is surjective.

Let T, S ∈ Tp,B be such that Θ(T ) = Θ(S) = R. Let m+1 ≥ 1 be the number of columns

of T . Again, we have Θ′(Tl−1) ≥ Θ′(Tl) for all 2 ≤ l ≤ m + 1 since Tl−1 ≥ Tl. Recall that

Θ(Tm+1) = Θ(TB) is the reverse plane partition of all 0’s. For (i, j) ∈ µ, let Θ(T ; i, j) denote

the value of Θ(T ) in location (i, j). Now fix some (i, j) ∈ µ such that Θ′(Tm; i, j) = 1. There

exists such a location by Lemma 4.4 since Tm 6= TB. Then Θ′(Tl; i, j) = 1 for all 1 ≤ l ≤ m.

Thus m is the largest value of Θ(T ) = R. This is equal to one less than the number of

columns in T . The same argument shows that the largest value in Θ(S) is one less than

the number of columns in S. Since Θ(T ) = Θ(S), the largest value in Θ(S) is m. Thus S

must have m + 1 columns. Since Θ′(T1) ≥ Θ′(T2) ≥ . . . ≥ Θ′(Tm+1), the set of locations

in Θ′(T1) with nonzero values must be equal to the set of locations in Θ(T ) with nonzero

values. Similarly, the set of locations in Θ′(S1) with nonzero values must be equal to the set

of locations in Θ(S) = Θ(T ) with nonzero values. Hence we have Θ′(T1) = Θ′(S1). By the

injectivity of Θ′, we must have T1 = S1. Now consider the tableaux formed from T and S by

removing their first columns T1 and S1. The same argument shows that T2 = S2. Continuing

in this way, we find that Tl = Sl for 1 ≤ l ≤ m+ 1. Thus T = S, and hence Θ is injective.

4.5 Bijection from labelling tableaux to shrunken labelling tableaux

Now re-fix n ≥ 1, a subset Q ⊆ [n], and an ordered Q-partition ρ. Fix 1 ≤ r ≤ k. We

are now ready to begin to construct weight preserving bijections from labelling subtableaux

L(r)
Q (ρ) to multisets of hooks of µ(r) and then to multisets of certain subsets Φ(r)(ρ) of

inversions of ρ. Let bqr+1−1 > bqr+1−2 > . . . > b1 > b0 be the values in Br+1, the union

of the first r + 1 cohorts of ρ. These are the possible values in the labelling subtableaux
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T ∈ L(r)
Q (ρ). Define a map Ψr on these qr+1 values by Ψr(bi) := i for qr+1 − 1 ≥ i ≥ 0.

This is an order preserving bijection onto the set [0, qr+1 − 1]. Define B to be the set of

images of the set of values in Br ⊂ Br+1 under the map Ψr. Set p := qr+1 − 1. Also use Ψr

to denote the map which takes a labelling subtableau T ∈ L(r)
Q (ρ) and applies the map Ψr

to each of its values to produce a tableau of the same rectangular shape. This is clearly a

bijection from L(r)
Q (ρ) to Tp,B. To emphasize the dependence of Tp,B upon r (and Q and ρ),

henceforth we write T (r)
p,B . We can write the ρ-weight monomial of a labelling subtableau T

in terms of the variables xi or zi = x−1
i−1xi. We can write the u-weight monomial of a tableau

Ψr(T ) ∈ T (r)
p,B in either the variables ti or ui = t−1

i−1ti. As we map bi to i via the map Ψr,

we also set ti := xbi for 0 ≤ i ≤ p. Note that this determines the ui variables in terms of

the zi variables: ui = t−1
i−1ti = x−1

bi−1
xbi = zbi−1+1zbi−1+2 . . . zbi for p = qr+1 − 1 ≥ i ≥ 1. With

this specification of the t variables in terms of the x variables, the map Ψr is automatically

weight preserving. Hence we have:

Lemma 4.8. Let Q ⊆ [n] and let ρ be an ordered Q-partition. Then for 1 ≤ r ≤ k, the map

Ψr : L(r)
Q (ρ)→ T (r)

p,B is a bijection that preserves the z-weights.

4.6 Bijection from shrunken labelling tableaux to reverse plane partitions

Fix Q, ρ, and 1 ≤ r ≤ k as in the previous section. These determine the integer

p = qr+1 − 1 and the set B = Ψr(Br). Define µ(r) := µ to be the shape constructed from

B in Section 4.3. We call µ(r) the rth Hillman-Grassl board for ρ; it is contained in the

encompassing rectangle ξqr+1−qr,qr . We defined the u-weight of a reverse plane partition in

Section 4.3. To emphasize its dependence upon r, we write Θr for the map Θ applied to

T (r)
p,B . By Lemma 4.7, we have:

Lemma 4.9. Let Q ⊆ [n] and let ρ be an ordered Q-partition. Then for 1 ≤ r ≤ k, the map

Θr : T (r)
p,B → rpp(µ(r)) is a bijection that preserves the u-weights.
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4.7 The colored Hillman-Grassl algorithm

Fix d ≥ 1 and let µ be a d-partition. Recall that H(µ) is the set of hooks of µ. Denote

the set of multisets of hooks of µ by M(H(µ)). For R ∈ rpp(µ), define |R| to be the sum of

the entries in R. For (i, j) ∈ µ, refer to the number of boxes |hook(i, j)| in hook(i, j) as the

(i, j)th hook length. For S ∈M(H(µ)) define |S| :=
∑

hook(i,j)∈S

|hook(i, j)|.

The Hillman-Grassl algorithm [HG] gave a bijection from reverse plane partitions R on

µ to multisets S of hooks of the shape µ such that |R| = |S|; see [Sa] for a textbook

presentation. We give an overview here.

Let R ∈ rpp(µ). The Hillman-Grassl algorithm describes a path of locations in µ: start

with the most northeast location (i1, j1) of µ such that R(i1, j1) 6= 0. Extend the path to

(i1, j1 − 1) if R(i1, j1 − 1) = R(i1, j1) and to (i1 + 1, j1) otherwise. Continue until the path

cannot extend via this rule. At that point the path will be at the bottom of some column.

The set of locations in this path is a “wiggled” hook(i, j) for some (i, j) ∈ µ: the diagonals

of µ which contain one box in this path are exactly the diagonals which contain one box of

hook(i, j). This is the first hook in the multiset of hooks produced by the Hillman-Grassl

algorithm. We then decrease the values along the path of locations by 1 and repeat the

process until the remaining reverse plane partition consists of only 0’s. This produces a

multiset of hooks.

The reverse Hillman-Grassl algorithm builds up a reverse plane partition R from a mul-

tiset of hooks on µ. Start with a multiset S of hooks of µ and the reverse plane partition R

consisting of all 0’s. We first order the locations of µ: location (i, j) comes before (i′, j′) if

i < i′ or if i = i′ and j > j′. Given the first hook hook(i, j) of S under this order, the reverse

Hillman-Grassl algorithm describes how to create the wiggled hook(i, j) on the shape µ. We

then increment the corresponding values in R in the locations along this path. Then remove

hook(i, j) from S. We proceed in this way until S is empty. We then have the reverse plane

partition R created by the reverse Hillman-Grassl algorithm.

Gansner [Ga] described a coloring of the boxes of the shape µ: He defined the weight
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monomials of hooks and of reverse plane partitions on µ using essentially the same diagonal

colors as we have defined for the shapes µ(r). (Note that our names for the colors used for the

boards µ(r) differ from Gansner’s names; here one only needs one color for each diagonal.)

This coloring allowed Gansner to define a colored version of the Hillman-Grassl algorithm.

Theorem 3.2 of [Ga] stated that this colored Hillman-Grassl algorithm is a weight preserving

bijection.

Now fix Q and an ordered Q-partition ρ. For 1 ≤ r ≤ k, let µ(r) be the rth Hillman-Grassl

board, and color the boxes in the diagonals of these shapes as specified in Section 4.3. We

define HGr : rpp(µ(r))→M(H(µ(r))) to be the bijection given by the colored Hillman-Grassl

algorithm defined in [Ga].

Restating Theorem 3.2 of [Ga] in our current context gives:

Lemma 4.10. Let Q ⊆ [n] and let ρ be an ordered Q-partition. Then for 1 ≤ r ≤ k, the

map HGr : rpp(µ(r))→M(H(µ(r))) is a bijection that preserves the u-weights.

4.8 Proof of hook product formula

We can now present a bijective proof of the hook product identity in Theorem 3.4:

Proof of Hook Product Identity in Theorem 3.4. Using the decomposition of LQ(ρ)

given in Section 4.1, we rewrite the left hand side of the equation in Theorem 3.4 as

∑
T∈LQ(ρ)

zT =
∑

T∈
∏k
r=1 L

(r)
Q (ρ)

zT =
k∏
r=1

 ∑
T (r)∈L(r)Q (ρ)

zT
(r)

 .

The right hand side of the second identity of Theorem 3.4 is

k∏
r=1

∏
(i,j)∈µ(r)

1

1− zhook(i,j)
.

So it will suffice to show that
∑

T (r)∈L(r)Q (ρ)

zT
(r)

=
∏

(i,j)∈µ(r)

1

1− zhook(i,j)
for all 1 ≤ r ≤ k. To do

60



this, first we write down the standard expansion

∏
(i,j)∈µ(r)

1

1− zhook(i,j)
=

∑
I∈M(H(µ(r)))

zI .

Here M(H(µ(r))) is the set of multisets of hooks and for one multiset I we define zI :=∏
hook(i,j)∈I

zhook(i,j).

Notice that it will now suffice to construct a weight preserving bijection from L(r)
Q (ρ) to

M(H(µ(r))). We construct this bijection from the following three weight preserving bijec-

tions: from Lemma 4.8 in Section 4.5:

Ψr : L(r)
Q → T

(r)
p,B ,

from Lemma 4.9 in Section 4.6:

Θr : T (r)
p,B → rpp(µ(r)),

and from Lemma 4.10 in Section 4.7:

HGr : rpp(µ(r))→M(H(µ(r))).

After we map to multisets of hooks on µ(r), the weight monomials are written in terms of

the ui variables. However, we can rewrite these monomials in terms of the zi variables using

the Section 4.5 fact that ui = zbi−1+1zbi−1+2 . . . zbi for all 1 ≤ i ≤ p = qr+1 − 1. Composing

these three weight preserving bijections we obtain a bijection

HGr ◦Θr ◦Ψr : L(r)
Q (ρ)→M(H(µ(r)))

that preserves the z-weights.
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4.9 Decomposition of Φ(ρ)

We decompose Φ(ρ) into k disjoint subsets. Fix 1 ≤ r ≤ k. We define Φ(r)(ρ) to be

the set of inversions (ρi, ρj) such that ρj is in the (r + 1)st cohort Hr+1 of ρ. Recall that

|Hr+1| = qr+1 − qr. Clearly we can write the set of inversions Φ(ρ) as the disjoint union
k⊔
r=1

Φ(r)(ρ). Decomposing Φ(ρ) in this way will allow us to prove Theorem 3.4.

As in Section 4.5, let bqr+1−1 > bqr+1−2 > . . . > b1 > b0 be the values in Br+1, the set of

values in the first r+ 1 cohorts of ρ. As unordered sets, we have {bi}qr+1−1
i=0 = {ρi}qr+1−1

i=0 . Let

Ψr be the map defined on these values in Section 4.5. Again define B to be the set of images

of the values of Br under the map Ψr. Define p := qr+1 − 1. Define H := [0, p]− B. It can

be seen that H is the set of images of Hr+1 under the map Ψr.

Note that every inversion in Φ(r)(ρ) is an ordered pair of values from the set Br+1.

Since all the values of Br+1 appear in the list bqr+1−1 > bqr+1−2 > . . . > b1 > b0, each

inversion in Φ(r) can be written as (bi, bj) for some 0 ≤ i < j ≤ qr+1 − 1. We re-use Ψr to

denote the map defined by Ψr[(bi, bj)] := (Ψr(bi),Ψr(bj)) = (i, j). This is clearly a bijection.

We denote the set of images of Φ(r)(ρ) under the map Ψr by Φ(r)(ρ). For an inversion

(bi, bj) ∈ Φ(r)(ρ), we have Ψr(bi) = i < j = Ψr(bj) and bi ∈ Br and bj ∈ Hr+1. Thus

Φ(r)(ρ) = {(i, j)|i < j, i ∈ B, and j ∈ H}.

We define the u-weight monomial of an ordered pair (i, j) such that 0 ≤ i < j ≤ n to

be u(i,j] := ui+1ui+1 . . . uj. Recall that we defined the ρ-weight of an inversion (bi, bj) to

be zbi+1zbi+2 . . . zbj . Also recall from Section 4.5 that ti := xbi for 0 ≤ i ≤ p and ui :=

zbi−1+1zbi−1+1 . . . zbi for 1 ≤ i ≤ p. Then it can be seen that the u-weight of an ordered pair

(i, j) ∈ Φ((r)(ρ) is equal to the ρ-weight of its pre-image (bi, bj) under the map Ψr. We then

re-use the Ψr to denote the function from multisets of inversions in Φ(r)(ρ) to multisets of

shruken inversions Φ(r)(ρ). We now have the following:

Lemma 4.11. Let Q ⊆ [n] and let ρ be an ordered Q-partition. Then for 1 ≤ r ≤ k, the

map Ψr : M(Φ(r)(ρ))→M(Φ(r)(ρ)) is a bijection that preserves the z-weights.
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4.10 Bijection from multisets of hooks to multisets of shrunken inversions

Fix Q, ρ, and 1 ≤ r ≤ k as in the previous section. These determine the integer

p = qr+1−1 and the setB = Ψr(Br). Fix 1 ≤ r ≤ k. Let µ(r) be the rth Hillman-Grassl board.

We define a map Γ′r from the set H(µ(r)) of hooks of the shape µ(r) to the set Φ(r)(ρ). Let

(i, j) ∈ µ(r). We define a map Γ′r : H(µ(r))→ Φ(r)(ρ) by Γ′r(hook(i, j)) := (B(b+1−j), H(i)).

To show that the map Γ′r is weight preserving, we use the following lemma:

Lemma 4.12. Let p ≥ 1 and 1 ≤ b ≤ p be integers. Fix a b-subset B ⊂ [0, p] and let

H = [0, p] − B. Let µ be the shape defined from B and H. Assign the colors as above. For

1 ≤ j ≤ µ1, the color assigned to the box at the bottom of column j is < B(b+ 1− j) + 1 >.

For 1 ≤ i ≤ τ1, the color assigned to the rightmost box of row i is H(i). Hence the u-weight

monomial of hook(i, j) is equal to u(B(b+1−j),H(i)] := uB(b+1−j)+1uB(b+1−j)+2 . . . uH(i).

Proof. Let (h, j) be the bottom box of column j of µ. We need to show p+ 1− b+ j − h =

B(b + 1 − j) + 1. Consider the jth smallest value B(b + 1 − j) of B. If every value of B

is less than every value of H, then we have B(b + 1 − j) = j − 1. If not, then the value

B(b + 1− j) is equal to j − 1 plus the number of values of H less than B(b + 1− j). Thus

we have B(b+ 1− j) = j− 1 + |{l ∈ H|l < B(b+ 1− j)}|. Rewriting this equality we obtain

B(b+ 1− j) + 1 = j + |H| − |{l ∈ H|l > B(b+ 1− j)}|

= j + (p+ 1− b)− |{l ∈ H|l > B(b+ 1− j)}| = p+ 1− b+ j − τj.

Note here that h is the length of the jth column of µ. Hence we have h = τj. Thus the

expression above becomes B(b + 1− j) + 1 = p + 1− b + j − h. Thus, the color of the box

(h, j) at the bottom of column j is equal to < B(b+ 1− j) + 1 >.

Now let (i, h) be the rightmost box of row i. We need to show that p+1−b+h−i = H(i).

Consider the ith largest value H(i) of H. If every values of H is larger than every value of

B, then we have H(i) = p+ 1− i. If not, then H(i) is equal to p+ 1− i minus the number of

values in B larger than H(i). Thus we have H(i) = p+1− i−|{l ∈ B|l > H(i)}|. Rewriting

63



this equality, we obtain

H(i) = p+ 1− i− (|B| − |{l ∈ B|l < H(i)}|) = p+ 1− i− b+ µi.

Since (i, h) is the rightmost box in row i, we have µi = h. Thus H(i) = p + 1 − b + h − i.

Hence the color assigned to the rightmost box (i, h) of row i is equal to < H(i) >.

Since the colors of the boxes in a hook for a sequence of consecutive integers, we can see

that the u-weight monomial of hook(i, j) is equal to

u(B(b+1−j),H(i)] := uB(b+1−j)+1uB(b+1−j)+2 . . . uH(i).

We can now prove the following:

Lemma 4.13. Let Q ⊆ [n] and let ρ be an ordered Q-partition. For all 1 ≤ r ≤ k, the map

Γ′r : H(µ(r))→ Φ(r)(ρ) is a bijection that preserves the u-weights.

Proof. Fix some (i, j) ∈ µ(r). We first need to show that Γ′r(hook(i, j)) ∈ Φ(r)(ρ). Since

(i, j) ∈ µ(r), we have τj ≥ 1. Thus B(b+ 1− j) is smaller than at least i values in H. Since

H(i) is the ith largest value of H, we have B(b+ 1− j) < H(i). Since B(b+ 1− j) ∈ B and

H(i) ∈ H, we see that (B(b+ 1− j), H(i)) ∈ Φ(r)(ρ).

Now clearly the map Γ′r is injective. To show that Γ′r is surjective, let (l,m) ∈ Φ(r)(ρ).

Suppose l is the jth largest value in B. Then we have l = B(b+ 1− j). Since m ∈ H, there

exists a 1 ≤ i ≤ p + 1 − b such that m = H(i). Since B(b + 1 − j) = l < m = H(i), the

ith largest value of H is larger than at least j values in B. Hence µ(r) has a box at location

(i, j). Thus hook(i, j) ∈ H(µ(r)). We have Γ′r(hook(i, j)) := (B(b + 1 − j), H(i)) = (l,m).

Thus Γ′r is surjective.

By Lemma 4.12, the u-weight monomial of hook(i, j) is uhook(i,j) = u(B(b+1−j),H(i)] =

uB(b+1−j)+1zB(b+1−j)+2 . . . uH(i). This is exactly equal to the u-weight monomial of the inver-

sion (B(b+ 1− j), H(i)). Hence Γ′r is weight preserving.
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The map Γ′r induces a map Γr from the set M(H(µ(r))) of multisets of H(µ(r)) to the

set M(Φ(r)(ρ)) of multisets of Φ(r)(ρ). The weight monomial of a multiset of either type of

object is defined to be the product of the weight monomials of the elements in the multiset.

It is clear that we then have the following:

Lemma 4.14. Let Q ⊆ [n] and let ρ be an ordered Q-partition. For all 1 ≤ r ≤ k, the map

Γr : M(H(µ(r)))→M(Φ(r)(ρ)) is a bijection that preserves the u-weights.

4.11 Bijective proof

We complete the bijective proof of our combinatorial interpretation of the K-P identity:

Proof of Identity 1 of Theorem 3.4.

First we rewrite the right hand side of the equation in Theorem 3.4 using the decompo-

sition of Φ(ρ) as follows:

1∏
(ρi,ρj)∈Φ(ρ)

(1− zρi+1 . . . zρj)
=

1∏
(ρi,ρj)∈ tkr=1Φ(r)(ρ)

(1− zρi+1 . . . zρj)

=
k∏
r=1

 1∏
(ρi,ρj)∈Φ(r)(ρ)

(1− zρi+1 . . . zρj)

 .

Given our proof of the hook product identity in Section 4.8, at this point it will suffice to

show that

1∏
(ρi,ρj)∈Φ(r)(ρ)

(1− zρi+1 . . . zρj)
=

1∏
(i,j)∈µ(r)

(1− zhook(i,j))

for 1 ≤ r ≤ k.
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To do this, first we write down the standard expansion

1∏
(ρi,ρj)∈Φ(r)(ρ)

(1− zρi+1 . . . zρj)
=

∑
I∈M(Φ(r)(ρ))

zI .

Here M(Φ(r)(ρ)) is the set of multisets of elements of Φ(r)(ρ) and for one multiset I we define

zI :=
∏

(ρi,ρj)∈I

zρi+1 . . . zρj . From Lemma 4.11 in Section 4.9, the map

Ψr : M(Φ(r)(ρ))→M(Φ(r)(ρ))

is a bijection that preserves the z-weights. And from Lemma 4.14 in Section 4.10, the map

Γ−1
r : M(Φ(r)(ρ))→M(H(µ(r)))

is a bijection that preserves the u-weights. Note that we can write the u-weights of both

the shrunken inversions and the hooks on µ(r) in terms of the zi variables using the Section

4.5 fact that ui = zbi−1+1zbi−1+2 . . . zbi . Then this bijection also preserves the z-weights.

Composing these two maps we obtain a bijection

Γ−1
r ◦Ψr : M(Φ(r)(ρ))→M(H(µ(r)))

that preserves the z-weights. Combining the inverse of this bijection with the bijection of

Section 4.8, we obtain a z-weight preserving bijection from L(r)
Q (ρ) to M(Φ(r)(ρ)) for all

1 ≤ r ≤ k.
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5 Lie Theoretic proof of combinatorial K-P identity

Here we prove the first identity of Theorem 3.4 by translating the Kumar-Peterson iden-

tity for Type An from Lie theory to combinatorics. For an outline of a Lie theoretic proof

of the hook product identity in the Q = {b} case, consult the paragraph of Section 1.6 that

refers to Figures 1 and 2. For the definitions of Lie theoretic terms used in this chapter, refer

to [Hum] and [Kum2].

5.1 Transition from Lie theory to combinatorics

We quote results from the appendix of [PW]. There weight spaces of Demazure submod-

ules of irreducible representations of sln(C) were described with semistandard tableaux with

values from [n]. The axis basis, positive roots, and simple reflections were chosen accordingly.

Here we consider irreducible representations of sln+1(C). Hence our tableaux contain val-

ues from [0, n], not [n]. We also use reverse semistandard tableaux instead of semistandard

tableaux because they more naturally give rise to the Hillman-Grassl build-up viewpoint of

this thesis. Therefore, when quoting from the appendix of [PW] we need to make those two

changes. We choose the Cartan subalgebra H to be the subspace of sln+1(C) consisting of the

diagonal matrices. For n ≥ i ≥ 0, we define φi ∈ H∗ to be the linear function that extracts

the coefficient of the elementary matrix En−i,n−i. These n+ 1 linearly dependent functionals

are used to describe weights. In [PW], the axis basis was chosen to be the basis of linear

functions {φi}ni=0 such that φi extracts the coefficient of the matrix Ei,i. For n ≥ i ≥ 0, we

have φn−i = φi. For n ≥ i ≥ 1, we define the positive simple roots to be αi = φi−φi−1. Then

the set Φ+ of positive roots is {φi − φj|n ≥ i > j ≥ 0} and the set Φ− of negative roots is

{−φi +φj|n ≥ i > j ≥ 0}. Here the Borel subalgebra B is the subalgebra of trace free upper

triangular matrices. For n ≥ b ≥ 1, the fundamental weights are ωb = φn + φn−1 + . . .+ φb.

In the axis basis of H∗, the fundamental weight ωb can be depicted by the (n + 1)-tuple
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(1, 1, . . . , 1, 0, 0, . . . , 0) which contains n+ 1− b 1’s.

Let λ =
n∑
i=1

aiωi be a dominant integral weight, where ai ∈ N for 1 ≤ i ≤ n. We produce

an n-partition λ from this Lie dominant integral weight λ. This is the n-partition whose

shape consists of ai columns of length n+ 1− i for 1 ≤ i ≤ n. Recall from Section 2.1 that

Q(λ) = {q1, q2, . . . , qk} is equal to the set of column lengths of the n-partition λ. Take for

example the adjoint representation, which has highest weight λ =
n∑
i=1

ωi. The n-partition

λ produced from the highest weight λ is the “staircase” shape which has one column of

length i for n ≥ i ≥ 1. We then have Q(λ) = [n]. Given a dominant integral weight λ, the

weights-with-multiplicities of the irreducible representation Vλ of sln+1(C) can be described

by the reverse semistandard tableaux on the shape λ with values from [0, n]. In [PW], the

weight described by a semistandard tableau T is equal to
n∑
i=0

ciφi, where ci is the number

of times i appears in T . For a reverse semistandard tableau T , the weight described by T

is equal to
n∑
i=0

ciφi, where ci is the number of times i appears in T . Since φn−i = φi, to

obtain our (n + 1)-reverse semistandard tableaux from (n + 1)-semistandard tableaux, we

subtract the values in the tableaux entrywise from n. Given an irreducible representation Vλ

of sln+1(C), the highest weight λ is depicted by the semistandard tableau with the smallest

possible values. When we subtract all the values of the tableau from n, the highest weight λ

is depicted by the reverse semistandard tableau with the largest possible values. It can also

be seen that this tableau describes the highest weight directly from the definitions without

needing to subtract values from a semistandard tableau.

Fix a dominant integral weight λ. For n ≥ i ≥ 1, the simple reflection si permutes

φi and φi−1. These simple reflections generate the Weyl group W = Sn+1. To precisely

index the Demazure submodules of Vλ, first set J := Jλ := {i ∈ [n] : si.λ = λ}. There

is one distinct Demazure module for each coset wWJ in the set of cosets W J := W/WJ .

Each such coset has a unique minimal length representative in W ; let W λ denote the set of

these representatives. For some t ≥ 1 and i1, i2, . . . , it ∈ [n], we can write w ∈ W λ as the

product of simple reflections sit . . . si2si1 . For w ∈ W λ, the set Φ(w) is defined to be the set

Φ+ ∩ w(Φ−).
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Fix w ∈ W λ. Here we describe how to produce an ordered Q-partition ρ from w. Let

n ≥ i ≥ 0. Define ρi by φρi := w(φi). Set ρ := (ρn, ρn−1, . . . , ρ1, ρ0). From the following it can

be seen that ρ becomes the standard form of an ordered Q-partition: For our combinatorial

model of w, the simple reflections in the product w = sit . . . si2si1 act by value on the (n+1)-

tuple (n, n − 1, . . . , 2, 1, 0). The positions of the values of this (n + 1)-tuple are indexed

decreasing from n to 0 from left to right. For n ≥ i ≥ 1, the simple reflection si permutes

the values i and i− 1. The identity e ∈ W λ produces the (n+ 1)-tuple (n, n− 1, . . . , 2, 1, 0).

Let λ be the n-partition produced from the weight λ and let Q(λ) = {q1, q2, . . . , qk}. Recall

that we defined q0 := 0 and qk+1 := n + 1. For 1 ≤ r ≤ k, we place a semicolon into ρ

between positions n+ 1− qr and n− qr:

ρ := (ρn, ρn−1, . . . , ρn+1−q1 ; ρn−q1 , . . . , ρn+1−q2 ; ρn−q2 , . . . ; . . . ; ρn−qk , . . . , ρ0).

This separates the set of positions into k + 1 carrels. The rth carrel from the left consists

of the positions {n − qr−1, n − 1 − qr−1, . . . , n + 1 − qr}. The size of the rth carrel is equal

to qr − qr−1. Placing these semicolons also separates the set of values into k + 1 cohorts

corresponding to the k + 1 carrels. When we mod out by the parabolic subgroup WJ , the

positions within each of the k+ 1 carrels become indistinguishable. Thus the shortest length

coset representative w ∈ W λ produces an (n + 1)-tuple wherein the values within a cohort

decrease from left to right. The resulting (n + 1)-tuple is the standard form of an ordered

Q-partitions ρ. It can be seen that every ordered Q-partition is produced once in this fashion.

In the Section 1.1 generic statement of the Kumar-Peterson identity, the adjusted De-

mazure characters y−wmλDmλ(w; y) were written in terms of a variable y. We used the y vari-

able to denote a generic coordinatization of these adjusted characters. Now use the variables

xi to coordinatize these adjusted characters with respect to the axis basis {φi}ni=0: Here we

set xi := exp(φi), the formal exponential of φi. We use the variables zi to coordinatize these

adjusted characters with respect to the simple root basis {αi}ni=1. Here we have zi := exp(αi).

We now have two ways to relate the sets of variables xi and zi. Since αi = φi−φi−1, for our Lie
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theoretic definition of these variables, we have zi = exp(αi) = exp(φi) exp−1(φi−1) = x−1
i−1xi .

Note that this agrees with our combinatorial definition of zi := x−1
i−1xi made in Section 2.7.

We refer to the formal exponential zi of the simple root αi as the z-weight of this simple root.

We similarly refer to zizi+1 . . . zj as the z-weight of the positive root αi + αi+1 + . . . + αj.

The term “weight” here is combinatorial terminology and does not refer to the Lie theoretic

definition of weight.

5.2 Translation of the left hand side

Fix a dominant integral weight λ and w ∈ W λ. Let λ be the n-partition obtained

from the weight λ and let ρ be the ordered Q-partition produced from w. As in [PW], we

describe the Demazure polynomial dλ(w; y) with the Demazure tableaux for λ and ρ: Using

the Lascoux-Schützenberger-Willis description, we express this polynomial in the axis basis

as
∑

T∈Dλ(ρ)

xT , where xT is the traditional weight monomial of T . The lowest weight w.λ of

the Demazure module is described by the λ-key Yλ(ρ) of ρ. Then the adjusted Demazure

character y−w.λdλ(w; y) is (xYλ(ρ))−1
∑

T∈Dλ(ρ)

xT . This can be re-expressed as
∑

T∈Dλ(ρ)

zT , where

zT is the ρ-weight monomial of T . By the remark near the end of the preceding section, the

x-to-z transition here can be explained combinatorially or Lie theoretically.

Now we need to translate the limit of characters on the left hand side of the Kumar-

Peterson identity to combinatorics. From above, for all m ≥ 1 the adjusted characters

y−w.mλDmλ(w; y) coordinatized in the simple root basis are equal to
∑

T∈Dmλ(ρ)

zT . Thus

lim
m→∞

y−wmλDmλ(w; y) becomes lim
m→∞

∑
T∈Dmλ(ρ)

zT . To calculate the right hand side, we de-

fine the weighted direct system (Dmλ(ρ), γi,j, wt) as in Section 2.9. Using Lemma 3.1,

we know that the weighted limit lim
m→∞

(Dmλ(ρ), γ, wt) is stable. Thus lim
m→∞

∑
T∈Dmλ(ρ)

zT =

F lim
m→∞

(Dmλ(ρ), γ, wt)(z) by Lemma 2.13. By Theorem 3.3, we can label the equivalence

classes of the weighted limit with the labelling tableaux LQ(ρ). Thus we can write the origi-

nal left hand side lim
m→∞

y−wmλDmλ(w; y) of the Kumar-Peterson identity for λ and w in terms
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of labelling tableaux as:

lim
m→∞

∑
T∈Dmλ(ρ)

zT = F lim
m→∞

(Dmλ(ρ), γ, wt)(z) = FLQ(ρ)(z) :=
∑

T∈LQ(ρ)

zT .

We have shown:

Lemma 5.1. In the simple root basis coordinatization, the left hand side lim
m→∞

y−wmλDmλ(w; y)

of the Kumar-Peterson identity becomes

∑
T∈LQ(ρ)

zT .

5.3 Translation of the right hand side

Fix the same λ and w as in the previous section. Again, let ρ be the ordered Q-partition

produced for w. We need to show that in the simple root basis coordinatization the Kumar-

Peterson product
∏

α∈Φ(w)

(1− yα) becomes

∏
(ρi,ρj)∈Φ(ρ)

(1− zρi+1zρi+2 . . . zρj).

To prove this, we define a map Υ : Φ(ρ)→ Φ(w) by Υ((ρi, ρj)) := −φρi +φρj . Recall that

the ρ-weight of an inversion (ρi, ρj) was defined in terms of the zi variables as zρi+1zρi+2 . . . zρj .

We have the following:

Lemma 5.2. The map Υ : Φ(ρ) → Φ(w) is a weight preserving bijection. Hence in the

simple root basis coordinatization the right hand side
∏

α∈Φ(w)

(1− yα) of the Kumar-Peterson

identity becomes ∏
(ρi,ρj)∈Φ(ρ)

(1− zρi+1zρi+2 . . . zρj).

Proof. Let (ρi, ρj) ∈ Φ(ρ). Then i > j and ρi < ρj. Hence −φi + φj ∈ Φ− and −φρi + φρj ∈

Φ+. Since w(−φi + φj) = −φρi + φρj , we have −φρi + φρj ∈ Φ(w). Hence Υ(Φ(ρ)) ⊆ Φ(w).
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Clearly Υ is injective. To show that Υ is surjective, let 0 ≤ i′ < j′ ≤ n be such

−φi′ + φj′ ∈ Φ(w). Find i′ and j′ within ρ and define i, j ∈ [0, n] to be such that i′ = ρi and

j′ = ρj. Then −φρi + φρj ∈ Φ+. Since w(−φi + φj) = −φρi + φρj and −φρi + φρj ∈ Φ(w) we

have −φi + φj ∈ Φ−. Hence we have i > j and ρi < ρj. Thus (i′, j′) = (ρi, ρj) is an inversion

of ρ. Since Υ((i′, j′)) = −φi′ + φj′ , the map Υ is surjective.

As noted above, the weight monomial of the inversion (ρi, ρj) is equal to zρi+1zρi+2 . . . zρj .

On the other hand, the z-weight of the positive root −φρi + φρj is zρi+1zρi+2 . . . zρj in the

simple root basis coordinatization. Hence the bijection Υ is weight preserving. Using its

inverse, we see that the right hand side
∏

α∈Φ(w)

(1−yα) of the Kumar-Peterson identity becomes∏
(ρi,ρj)∈Φ(ρ)

(1− zρi+1zρi+2 . . . zρj).

5.4 Lie theoretic proof

Combining Lemma 5.1 (which is a consequence of Theorem 3.3) and Lemma 5.2 we

obtain our second proof of the first identity of Theorem 3.4. The fact that this identity can

be derived in this fashion was stated as our third main result, Theorem 3.7.

72



6 Demazure polynomials from Gelfand patterns

6.1 Introduction

In this chapter, we use semistandard tableaux with values from [n] instead of reverse

semistandard tableaux with values from [0, n] and permutations π ∈ SQn instead of ordered

Q-partitions ρ ∈ SQn+1. To obtain a permutation π ∈ SQn from an ordered Q-partition ρ ∈ SQn ,

we subtract the values of ρ from n and reorder the positions to increase from left to right

from 1 to n.

Fix an integer n ≥ 1. Fix an n-partition λ and a permutation π ∈ SQn . In Section 2.7, we

expressed the Demazure polynomial for λ and π as a sum over the set of Demazure tableaux

for π on the shape λ. In this chapter, we express the Demazure polynomial for λ and π as

a sum over certain Gelfand patterns.

We define Gelfand patterns in Section 6.2. There we present our definition of a “key

pattern”. In Section 6.3 we recall the well known bijection from the set of semistandard

tableaux on the shape λ to the set of Gelfand patterns with top row λ. In Lemma 6.6 we

prove that a Gelfand pattern is a key pattern if and only if it is the image of a key tableau

under this bijection.

To simplify the description of the tableaux used to describe Demazure polynomials, Willis

developed [Wi] a scanning method for tableaux which produces their right keys. A semis-

tandard Demazure tableau for π on the shape λ was defined in Section 2.6 to be a tableau

on the shape λ whose scanning tableau is entrywise less than or equal to the λ-key of π.

In Section 6.4, we present our Gelfand pattern scanning method. We define a “Demazure

pattern” for π with top row λ to be a pattern with top row λ whose “scanning pattern”

is greater than or equal to the “λ-key pattern of π”. Proposition 6.13 states that the

bijection from tableaux to Gelfand patterns given in Section 6.3 commutes with the tableaux
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and Gelfand pattern scanning methods. This result takes the most work to prove. As a

consequence of Proposition 6.13, Corollary 6.14 states that the bijection from tableaux to

Gelfand patterns restricts to become a bijection from the set of Demazure tableaux for π

and on the shape λ to the set of Demazure patterns for π with top row λ. Our main result

of this section, Theorem 6.15, describes the Demazure polynomial for λ and π as the sum

of the weight monomials of the set of Demazure patterns for λ and π. We present proofs of

the results in Section 6.5.

6.2 Gelfand patterns

Fix n ≥ 1. An n-Gelfand pattern is defined to be a set P = {Pi,j|1 ≤ i ≤ n, 1 ≤ j ≤

n + 1 − i} of nonnegative integers which satisfy Pi,j ≥ Pi+1,j ≥ Pi,j+1 ≥ 0 whenever the

entries are defined. We display these entries as follows:

P1,1 P1,2 . . . P1,n

P2,1 . . . P2,n−1

. . .

Pn,1

Let A and B be n-Gelfand patterns. We define A+B by entrywise addition:

(A+B)i,j := Ai,j +Bi,j.

We refer to an n-Gelfand pattern simply as a Gelfand pattern. For 1 ≤ i ≤ n, define

Pi := (Pi,1, . . . , Pi,n+1−i). The partition Pi is the (n+ 1− i)-partition whose parts are equal

to the entries of the ith row of P . We further define Pn+1,1 := 0 and Pn+1 := ∅. We call the

subsets of entries with the same second index diagonals ; i.e. the jth diagonal consists of the

n+ 1− j entries P1,j, . . . , Pn+1−j,j.

Let λ be an n-partition. Denote by GPλ the set of Gelfand patterns P such that P1 = λ.

We call these patterns Gelfand patterns with top row λ.
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Example 6.1. Let n = 5 and λ = (5, 3, 2, 1, 0). The following is one Gelfand pattern with

top row λ:

P =

5 3 2 1 0

4 3 2 1

4 2 1

2 1

2

.

The weight monomial of a Gelfand pattern P is defined to be xP :=
n∏
i=1

xcii , where

ci := |Pn+1−i| − |Pn+2−i|.

Example 6.2. For the Gelfand pattern P in Example 6.1, we have xP = x2
1x

1
2x

4
3x

3
4x

1
5.

We define the highest weight pattern for λ to be the Gelfand pattern with top row λ such

that for 2 ≤ i ≤ n, row i is obtained from row i − 1 by deleting the rightmost entry. Since

the rightmost entry of a row is the smallest entry in that row, the highest weight pattern for

λ has the largest possible entries for a Gelfand pattern with top row λ. It can be seen that

the weight monomial of the highest weight pattern for λ is equal to xλ11 x
λ2
2 . . . xλnn . We define

the lowest weight pattern to be the Gelfand pattern with top row λ such that for 2 ≤ i ≤ n,

row i is obtained from row i − 1 by deleting the leftmost entry. The lowest weight pattern

for λ has the smallest possible entries for a Gelfand pattern with top row λ. It can be seen

that the weight monomial of the lowest weight pattern for λ is equal to xλn1 x
λn−1

2 . . . xλ1n .

Let A,B ∈ GPλ. If for every (i, j) such that i + j ≤ n + 1, one has Ai,j ≥ Bi,j, then we

write A ≥ B. It can be seen that the highest (lowest) weight pattern for λ is the unique

maximal (minimal) element of GPλ, when this set is ordered by ≥.

We define a Gelfand pattern to be a key pattern if for 2 ≤ i ≤ n, the multiset of entries

in row i forms a submultiset of the multiset of entries in row i−1. It is clear that the highest

and lowest weight patterns with top row λ are key patterns. Let π ∈ SQn . We define the
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λ-key pattern of π, denoted Kλ(π), row by row as follows: define Kλ(π)1 := λ. Then for

2 ≤ i ≤ n, row i of Kλ(π) is obtained from row i− 1 by deleting one of the entries equal to

λπ−1(n+2−i). For tableaux, it is known that the contruction of the λ-key of π, denoted Yλ(π),

defines a bijection from the set of permutations π ∈ SQn to the set of key tableaux on the

shape λ. It will be seen in Lemma 6.6 that the bijection from tableaux to Gelfand patterns

given in Section 6.3 defines a bijection from the set of λ-keys of π to the set of λ-key patterns

of π.

Example 6.3. Fix n = 5. Let λ = (5, 3, 2, 1, 0) and π = (3, 5, 4, 1, 2). To construct Kλ(π) ∈

GPλ, we start with (Kλ(π))1 = (5, 3, 2, 1, 0). We form (Kλ(π))2 from (Kλ(π))1 be deleting

the entry equal to λπ−1(5+2−2) = λπ−1(5) = λ2 = 3. This produces (Kλ(π))2 = (5, 2, 1, 0).

Continuing in this way, we construct

Kλ(π) =

5 3 2 1 0

5 2 1 0

5 1 0

1 0

1

.

The λ-key pattern of the identity permutation is the highest weight pattern. It can be

seen that the λ-key pattern of the longest permutation π0 ∈ SQn is the lowest weight pattern.

6.3 Standard bijection from semistandard tableaux to Gelfand patterns

Fix n ≥ 1 and an n-partition λ. In this section, we recall the usual bijection from

semistandard tableaux on the shape λ to Gelfand patterns with top row λ. This bijection is

presented in e.g. [HL, Section 3].

Define the map Θ : Tλ → GPλ as follows: Let T ∈ Tλ. For 1 ≤ i ≤ n, define row i of

Θ(T ) to be the partition given by the shape of the boxes of T which contain values less than

or equal to n + 1 − i. The inverse to Θ is found as follows: Let P ∈ GPλ. To contain

Θ−1(P ), form the Young diagram of the n-partition λ. For n ≥ i ≥ 1, place i in the boxes
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of the skew shape Pn+1−i/Pn+2−i formed from the partitions Pn+1−i and Pn+2−i.

Example 6.4. Let n = 5 and λ = (5, 3, 2, 1, 0). Let P be the Gelfand pattern in Example

6.1. We have

Θ−1(P ) =

1 1 3 3 5
2 3 4
3 4
4

.

For instance, if i = 2, then the shape defined by the boxes with values no larger than

n+ 1− i = 4 in Θ(P ) is the shape of the partition (4, 3, 2, 1). This is exactly row i = 2 of P .

The bijection Θ has five properties we will need. The first is the well known result that

Θ is weight preserving:

Lemma 6.5. Let T ∈ Tλ. Then xT = xΘ(T ).

To prove Lemma 6.5, one observes that for 1 ≤ i ≤ n, the number of values equal to i in

T is equal to |Θ(T )n+1−i| − |Θ(T )n+2−i|.

For Lemma 6.6, recall that Yλ(π) is the λ-key of π defined in Section 2.4.

Lemma 6.6. Let T ∈ Tλ. Then T is a key tableau if and only if Θ(T ) is a key pattern. In

particular, we have Θ(Yλ(π)) = Kλ(π).

Lemma 6.6 makes clear the motivation to define a key pattern as we did in Section 6.2.

We prove Lemma 6.6 in Section 6.5.

The next lemma states that the bijection Θ reverses the order when mapping from

tableaux to Gelfand patterns:

Lemma 6.7. Let A,B ∈ Tλ. Then A ≤ B if and only if Θ(A) ≥ Θ(B).

To prove Lemma 6.7, one notes that for 1 ≤ i ≤ n, the shape of the boxes in A with

values no larger than n + 1 − i contains the shape of the boxes in B with values no larger

than n+ 1− i if and only if A ≤ B.

Our next lemma gives a description for the individual entries of Θ(T ) in terms of the

values of T :
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Lemma 6.8. Let T ∈ Tλ. Then Θ(T )i,j is equal to the number of values in row j of T that

are less than or equal to n+ 1− i.

To prove Lemma 6.8, note that Θ(T )i is the shape of the boxes with values that are less

than or equal to n + 1 − i. Then Θ(T )i,j is equal to the length of the jth row of the shape

Θ(T )i. Thus Θ(T )i,j is equal to the number of values in row j of T that are less than or

equal to n + 1 − i. Using Lemma 6.8, we can see that the difference Θ(T )i,j − Θ(T )i+1,j is

equal to the number of values in row j of T that are equal to n+ 1− i.

For the final lemma of this section, recall that a column tableau C is a tableau with just

one column. It can be seen from Lemma 6.8 that Θ(C) is a Gelfand pattern consisting only

of the values 0 and 1. The number of 1’s in the top row of Θ(C) is equal to the number

of values in C. The number of 1’s in the jth diagonal of Θ(C) is equal to n + 1 − Cj,1. We

recall a definition stated in [Wi]: Let C be a column tableau and let T be a tableau. Define

C
⊕

T to be the result of prepending C to the left side of T . We then have the following:

Lemma 6.9. Let C be a semistandard column tableau and T be a semistandard tableau.

Then Θ(C
⊕

T ) = Θ(C) + Θ(T ).

The proof of Lemma 6.9 is straightforward: From Lemma 6.8, we know that Θ(C
⊕

T )i,j

is equal to the number of values in row j of C
⊕

T less than or equal to n + 1 − i. Then

clearly Θ(C
⊕

T )i,j is equal to the sum of Θ(C)i,j and Θ(T )i,j.

6.4 Scanning method for Gelfand patterns

Throughout this section, fix n ≥ 1, an n-partition λ and π ∈ SQn . In this section, we

present our scanning method for Gelfand patterns. Let P ∈ GPλ. We define the scanning

pattern of P , denoted SGP(P ), to be the output of Algorithm 6.10. As a consequence of

Proposition 6.13 below, it can be seen that SGP(P ) is a Gelfand pattern and that its top row

is λ.

Let T ∈ Tλ be such that T = Θ−1(P ). We stated the scanning method for semistandard

tableaux in 2.5. Let ST (T ) denote the scanning tableau of T . In the process of running
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Algorithm 6.10 for the pattern P , we produce Gelfand patterns B(t) for 1 ≤ t ≤ λ1. These

Gelfand patterns will consist of only 0’s and 1’s. It will be seen in Lemma 6.22 that the

Gelfand pattern B(t) is equal to the image under Θ of column t of ST (T ). To form our

scanning pattern, we add up these individual Gelfand patterns B(t).

Algorithm 6.10 (Gelfand pattern scanning method).

Input: P ∈ GPλ, Output: SGP(P ) ∈ GPλ.

For t = 1 to t = P1,1 do:

1. Initialize B(t) to be the n-Gelfand pattern with all its entries equal to 0.

2. Define the Gelfand pattern P (t) by (P (t))i,j = max{Pi,j+1−t, 0}. Note that P (1) = P .

3. While (P (t))1,1 > 0:

(a) Scan the entries of the diagonals of P (t) from bottom to top starting with the

rightmost diagonal and moving left. Let (i1, j1) be the position of the first non-

zero scanned entry. Initialize I(P (t)) to be the sequence consisting of P (t)i1,j1

copies of the position (i1, j1). Continue scanning in the same fashion. If an entry

larger than all previously scanned entries is scanned in a position (i, j), let r

be the largest previously scanned entry. Then append P (t)i,j − r copies of the

position (i, j) to I(P (t)) if it is in a weakly higher row than the most recent

position appended to I(P (t)). Let I(P (t)) = ((i1, j1), . . . , (il, jl)) be the resulting

sequence. We refer to this sequence of positions as a scanning path.

(b) For 1 ≤ i ≤ il, increase the entry in position (i, j1) of B(t) by 1.

(c) Decrease P (t) entrywise according to:

(P (t))i,j := (P (t))i,j − |{(h, j) ∈ I(P (t))|h ≥ i}|.

Return SGP(P ) :=

λ1∑
t=1

B(t).
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Fix 1 ≤ t ≤ P1,1 = λ1. Note that while running the algorithm, the values of the Gelfand

pattern B(t) may not satisfy the inequalities of the values for a Gelfand pattern before we

finish Step 3 for this value of t. But as a consequence of Lemma 6.22, it will be seen that

the final B(t) meets the inequalities in the definition of Gelfand pattern. The number of

scanning paths formed to produce B(t) will be equal to the number of non-zero diagonals

that remain in P at the beginning of the tth stage.

In Step 3.a of Algorithm 6.10, we scan the jth diagonal of P from bottom to top for

increases in the entries. This is analogous to scanning the jth row of T from left to right for

transitions from one value to a larger value.

Example 6.11. We illustrate some of the steps of the scanning method for the Gelfand

pattern P from Example 6.1. For t = 1, we initialize

B(1) =

0 0 0 0 0

0 0 0 0

0 0 0

0 0

0

,

and

P (1) = P =

5 3 2 1 0

4 3 2 1

4 2 1

2 1

2

.

Scanning as prescribed, we construct the sequence of positionss for the first scanning

path: I(P (1)) = ((2, 4), (2, 3), (2, 2), (1, 1)). Thus we increase the 0 in position (1, 4) of B(1)
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by 1 to obtain

B(1) =

0 0 0 1 0

0 0 0 0

0 0 0

0 0

0

.

We then decrease the entries in P (1) according to Step 3.c. This produces the pattern

P (1) =

4 2 1 0 0

4 2 1 0

4 2 1

2 1

2

.

Scanning again, we calculate I(P (1)) = ((3, 3), (3, 2), (3, 1), (3, 1)). We then increment the

0’s in positions (1, 3), (2, 3) and (3, 3) of B(1) by 1 to obtain

B(1) =

0 0 1 1 0

0 0 1 0

0 0 1

0 0

0

.

Decreasing the entries in P (1) produces

P (1) =

2 1 0 0 0

2 1 0 0

2 1 0

2 1

2

.
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We calculate the next scanning path to obtain I(P (1)) = ((4, 2)). We increment the 0’s in

positions (1, 2), (2, 2), (3, 2) and (4, 2) of B(1) to obtain

B(1) =

0 1 1 1 0

0 1 1 0

0 1 1

0 1

0

.

Decreasing the entries in P (1) again, we have

P (1) =

2 0 0 0 0

2 0 0 0

2 0 0

2 0

2

.

Calculating the scanning path once more for t = 1, we obtain I(P (1)) = ((5, 1)). Increment-

ing the 0’s in positions (1, 1), (2, 1), (3, 1), (4, 1) and (5, 1) of B(1) produces

B(1) =

1 1 1 1 0

1 1 1 0

1 1 1

1 1

1

.
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Decreasing the entries in P (1), we obtain

P (1) =

0 0 0 0 0

0 0 0 0

0 0 0

0 0

0

.

Since P (1)1,1 = 0, we have finished calculating B(1).

We set t = 2 and initialize

B(2) =

0 0 0 0 0

0 0 0 0

0 0 0

0 0

0

,

and

P (2) =

4 2 1 0 0

3 2 1 0

3 1 0

1 0

1

.

After calculating all the scanning paths for t = 2 and incrementing the entries of B(2), we

have

B(2) =

1 1 1 0 0

1 1 0 0

1 1 0

1 0

1

.
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In the process of running the algorithm for t = 3, t = 4 and t = 5 = P1,1, we calculate the

Gelfand patterns B(3), B(4) and B(5). We then define our scanning pattern of P to be the

sum of the five Gelfand patterns:

SGP(P ) := B(1) +B(2) +B(3) +B(4) +B(5) =

5 3 2 1 0

3 2 1 0

3 2 1

2 1

2

.

In anticipation of Corollary 6.14, we define P ∈ GPλ to be a Demazure pattern for π

with top row λ if SGP(P ) ≥ Kλ(π). Denote the set of Demazure patterns for π with top row

λ by GPλ(π).

In the next example we consider two permutations to see whether P is a Demazure

pattern for either permutation.

Example 6.12. Fix n = 5. Let λ = (5, 3, 2, 1, 0) and π = (5, 3, 4, 1, 2). Let P be the Gelfand

pattern whose scanning pattern we calculated in Example 6.11. We have

SGP(P ) =

5 3 2 1 0

3 2 1 0

3 2 1

2 1

2

≥

5 3 2 1 0

3 2 1 0

3 1 0

1 0

1

.

This last Gelfand pattern is equal to Kλ(5, 3, 4, 1, 2). Hence P ∈ GPλ(5, 3, 4, 1, 2).

84



Now let π = (3, 5, 4, 1, 2). Then

SGP(P ) =

5 3 2 1 0

3 2 1 0

3 2 1

2 1

2

6≥

5 3 2 1 0

5 2 1 0

5 1 0

1 0

1

Again, this last Gelfand pattern is Kλ(3, 5, 4, 1, 2). Note, for instance, that SGP(P )3,1 = 3 6≥

5 = Kλ(3, 5, 4, 1, 2)3,1. Thus P 6∈ GPλ(3, 5, 4, 1, 2).

For a key tableau T , it is known that ST (T ) = T . Thus it will be seen from Proposition

6.13 that for a key pattern P , we have SGP(P ) = P . Then, since the highest weight pattern

is the maximal key pattern with top row λ, the highest weight pattern is a Demazure pattern

for every permutation π ∈ SQn . For tableaux, it is known that the only Demazure tableau for

the identity permutation e = (1, 2, . . . , n− 1, n) is Yλ(e). Thus it will be seen from Corollary

6.14 that the only Demazure pattern for the identity permutation is Kλ(e), which is equal

to the highest weight pattern with top row λ. Let π0 ∈ SQn be the longest permutation.

Then Kλ(π0) is the lowest weight pattern. Since the lowest weight pattern is the minimal

key pattern with top row λ, every Gelfand pattern with top row λ is a Demazure pattern

for π0.

The following proposition states that the bijection Θ commutes with the scanning meth-

ods for tableaux and Gelfand patterns.

Proposition 6.13. Let T ∈ Tλ. Then SGP(Θ(T )) = Θ(ST (T )).

Proposition 6.13 allows us to restrict the map Θ to become a weight preserving bijection

from the set of Demazure tableaux to the set of Demazure patterns:

Corollary 6.14. The map Θ restricts to become a weight preserving bijection Θ|Dλ(π) :

Dλ(π)→ GPλ(π).
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We know from Section 2.7 that we can write the Demazure polynomial for λ and π as

the sum of the weight mononials of the Demazure tableaux for π on the shape λ. Using

Corollary 6.14, we can immediately write the Demazure polynomial for λ and π as the sum

over Demazure patterns for π with top row λ:

Theorem 6.15. Let n ≥ 1. Fix an n-partition λ and π ∈ SQn . Then

dλ(π;x) =
∑

P∈GPλ(π)

xP .

6.5 Proofs

Throughout this section, fix an integer n ≥ 1, an n-partition λ, a semistandard tableau

T ∈ Tλ and a Gelfand pattern P ∈ GPλ defined by P := Θ(T ).

Proof of Lemma 6.6. Define T<i> to be the subtableau of T consisting of the values no

larger than n+ 1− i. Note that T<1> = T and shape(T<i>) = Pi for 1 ≤ i ≤ n.

Suppose T is a key tableau. We want to show that Θ(T ) is a key pattern. Fix 1 ≤ i ≤

n − 1. Consider the subtableau T<i>. Clearly T<i> is a key tableau. Since n + 1 − i is

the largest possible value in T<i>, any value equal to n + 1 − i in T<i> must be a column

bottom. Also, if there is an value equal to n + 1 − i in a row, then n + 1 − i must be the

rightmost value in that row. Thus the rightmost value in T<i> equal to n + 1 − i must be

in a southeast corner of T<i>. Since T<i> is a key tableau, if there are any values equal to

n + 1 − i in T<i>, then these values must be the column bottoms from the first column of

T<i> to a column whose bottom location is a southeast corner of T<i>.

We want to show that the multiset of entries in the partition Pi+1 forms a submultiset of

the multiset of entries of the partition Pi. If T<i> = φ, then Pi is the n + 1− i partition of

all 0’s. By the inequalities in the definition of Gelfand pattern, we must have that Pi+1 is

the n− i partition of all 0’s. This multiset of entries is a submultiset of the entries in Pi.

If T<i> 6= φ, let (Pi)t1 > . . . > (Pi)tl > 0 be the distinct row lengths of T<i> for some

l ≥ 1 and some t1 < t2 < . . . < tl. Let the rightmost value equal to n+ 1− i in T<i> be in a
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row of length (Pi)tk for some 1 ≤ k ≤ l. Construct T<i+1> from T<i> by deleting the values

equal to n+ 1− i. We will delete values equal to n+ 1− i from right to left from T<i> and

consider the effect on the partition Pi. We begin by deleting the values equal to n + 1 − i

in the lowest row of length (Pi)tk . If the lowest row of length (Pi)tk is not the bottom row

of T<i>, then we will reach a column of a greater length whose bottom value is equal to

n+ 1− i. This value will be in a row lower than row (Pi)tk . Thus deleting the values in the

lowest row of length (Pi)tk shortens that row so that its length becomes (Pi)tk+1
. Then the

effect on the partition Pi is that the rightmost (Pi)tk in the partition Pi becomes (Pi)tk+1.

Similarly, for k ≤ s ≤ l − 1, the rightmost entry equal to (Pi)ts in the partition Pi becomes

(Pi)ts+1 after deleting the values equal to n+ 1− i. The last values we delete are the values

equal to n+ 1− i in the lowest row of length (Pi)tl . This has the effect that the rightmost

non-zero entry of Pi becomes 0. Finally, the rightmost 0 of the partition Pi is then deleted.

Thus the net effect of this deleting process is that (Pi)tk gets deleted from Pi when proceding

from Pi to Pi+1. Thus for 1 ≤ i ≤ n− 1, to proceed from Pi to Pi+1 we delete one entry in

Pi. Hence P is a key pattern.

Now suppose that P is a key pattern. Fix 1 ≤ i ≤ n − 1. The entries of Pi+1 form

a submultiset of the entries of Pi. That is, the partition Pi can be obtained from Pi+1 by

inserting an entry into Pi+1. Let ri be the entry to be inserted. If Pi+1 is the partition with

all 0’s, then T<i+1> = φ. In this case, change the leftmost 0 of Pi+1 to ri. Changing this

entry to ri to form Pi has the effect on the tableau T<i+1> of inserting ri values equal to

n + 1 − i in row 1 to form T<i>. Hence the values in T<i> equal to n + 1 − i are in the

columns from 1 to r1.

If Pi+1 contains a non-zero entry, let (Pi+1)t1 > . . . > (Pi+1)tl > 0 be the distinct non-zero

entries of Pi+1 = shape(T<i+1>) for some l ≥ 1 and some t1 < t2 < . . . < tl. Let k ≥ 1 be

minimal such that ri ≥ (Pi+1)tk . Thus we must insert ri just to the left of the leftmost entry

of Pi+1 equal to (Pi+1)tk . We can then view inserting the entry ri into the partition Pi+1 as

the following sequence of changes to Pi+1: Append 0 to the right of Pi+1. Then change the

leftmost 0 of Pi+1 into (Pi+1)tl . Then change the leftmost (Pi+1)tl into (Pi+1)tl−1. Continue
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this process, changing the leftmost (Pi+1)ts into (Pi+1)ts−1 for s from l to k + 1. Finally,

change the leftmost (Pi+1)tk into ri. Now view the effect of this process of appending a 0 and

changing the entries of the partition on the tableau T<i+1>: Changing a 0 to (Pi+1)tl in the

partition appends values equal to n+ 1− i to the bottoms of the leftmost (Pi+1)tl columns.

Changing the subsequent entries in the partition, we append values equal to n+ 1− i to the

bottom of consecutive columns from left to right until get to the column ri. Thus the value

n+ 1− i is in every column from column 1 to column ri. Since the values equal to n+ 1− i

meet this criterion of a key tableau for all 1 ≤ i ≤ n, the tableau T is a key tableau.

Fix π ∈ SQn . It is routine to check that distinct key patterns have distinct weight mono-

mials and distinct key tableaux have distinct weight monomials. It is also routine to check

that Kλ(π) and Yλ(π) have the same weight monomials. Thus, by Lemma 6.5, we have

Θ(Yλ(π)) = Kλ(π).

To prove Proposition 6.13, we first state and prove seven lemmas. These lemmas describe

the steps of the Gelfand pattern scanning method in terms of the steps of the tableau scanning

method.

For 1 ≤ t ≤ λ1, let P (t) be defined as in Step 2 of Algorithm 6.10. Define T (t) to be the

tableau obtained from T by deleting the first t − 1 columns. We then have the following

lemma:

Lemma 6.16. For 1 ≤ t ≤ λ1, we have Θ(T (t)) = P (t).

Proof. Consider the entry Pi,j for some i + j ≤ n + 1. By Lemma 6.8, this entry Pi,j is

equal to the number of values in row j of T less than or equal to n + 1 − i. Consider the

following two cases:

Case 1: Suppose Pi,j ≤ t−1. Then Pi,j−(t−1) ≤ 0 and P (t)i,j := max{Pi,j−(t−1), 0} =

0. In this case, by Lemma 6.8, there are no more than t − 1 values in row j of T that are

less than or equal to n + 1 − i. Since the smaller values in row j are to the left, when we

delete the first t− 1 columns of T to form T (t), we remove the values that are less than or

equal to n + 1− i. Hence we have 0 values in row j of T (t) less than or equal to n + 1− i.

Thus Θ(T (t))i,j = 0 = P (t)i,j.
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Case 2: Now suppose Pi,j > t − 1. Then Pi,j − (t − 1) > 0 and P (t)i,j := max(Pi,j −

(t − 1), 0) = Pi,j − (t − 1). In this case, row j of T contains at least t values less than or

equal to n + 1 − i. Removing the first t − 1 columns of T reduces the number of values in

row j less than or equal to n + 1 − i by t − 1. Thus, by Lemma 6.8, we have Θ(T (t))i,j =

Θ(T )i,j − (t− 1) = Pi,j − (t− 1) = max{Pi,j − (t− 1), 0} =: P (t)i,j.

Now consider scanning the entries of P as prescribed in Step 3.a of Algorithm 6.10.

The entries of interest in P are those entries which are greater than any previously scanned

entries. In the next two lemmas, we relate these entries of P to the column bottoms of T .

For the following two lemmas, fix (i, j) such that i + j ≤ n + 1. Scanning the entries of P ,

let r be the largest entry of P scanned before Pi,j.

Lemma 6.17. If Pi,j > r, then there are Pi,j − r values in row j of T that are equal to

n+ 1− i and are column bottoms.

Lemma 6.18. If there is at least one value in row j of T that is equal to n+ 1− i and is a

column bottom, then Pi,j > r.

Proof of Lemma 6.17. Suppose that Pi,j > r. By Lemma 6.8, we know that there are Pi,j

values in row j of T no larger than n+ 1− i. We consider two cases:

Case 1: The entry r is first scanned in P in diagonal j. Then the largest entry in

diagonal j below row i is in row i + 1 and is equal to r. That is, we have Pi+1,j = r. From

Lemma 6.8, the number of values in row j of T that are equal to n + 1 − i is equal to

Pi,j − Pi+1,j = Pi,j − r. The first Pi+1,j = r values in row j of T are the values that are

no larger than n + 1 − (i + 1) = n − i. Thus the values equal to n + 1 − i in row j must

occupy the locations in columns r + 1 to Pi,j. Since in this case, the entry r is first scanned

in diagonal j, every entry in a diagonal to the right of diagonal j must be less than r. In

particular, we have P1,j+1 < r. Thus the length of row j + 1 of T is less than r. Hence each

one of the Pi,j − r values in row j of T that is equal to n + 1 − i is a column bottom since

there is no value below it.

Case 2: The entry r is first scanned in P in a diagonal to the right of diagonal j. In this

case, we have Pi+1,j ≤ r. By Lemma 6.8, row j of T contains Pi,j − Pi+1,j ≥ Pi,j − r values
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equal to n+ 1− i. These values are located in columns Pi+1,j + 1 to Pi,j. Since the entry r

is scanned in P in a diagonal to the right of the column j, the maximum entry in a diagonal

to the right of diagonal j is r. The entry P1,j+1 is also equal to the maximum entry in a

diagonal to the right of diagonal j. Thus we must have P1,j+1 = r. Hence row j+ 1 of T has

length r. Since the values equal to n+ 1− i in row j are located in columns Pi+1,j + 1 to Pi,j,

the number of the values equal to n + 1 − i in row j of T which are not columns bottoms

is equal to r − Pi+1,j ≥ 0. Hence the number of values in column j of T equal to n + 1 − i

which are column bottoms is equal to (Pi,j − Pi+1,j)− (Pi+1,j − r) = Pi,j − r.

Proof of Lemma 6.18. Suppose there is a value in row j of T that is equal to n + 1 − i

and is a column bottom. Consider the same cases as in the proof of Lemma 6.17:

Case 1: The entry r is first scanned in P in diagonal j. As above, we have Pi+1,j = r.

By Lemma 6.8, the difference Pi,j − Pi+1,j = Pi,j − r is equal to the number of values in row

j of T that are equal to n+ 1− i. Since there is at least one such value, we have Pi,j − r > 0

and Pi,j > r.

Case 2: The entry r is first scanned in P in a diagonal to the right of diagonal j. From

our reasoning in Case 2 of the proof of Lemma 6.17, we have P1,j+1 = r. That is, row j + 1

in T has length r. From Lemma 6.8, we know that Pi,j is equal to the number of values

in row j that are no larger than n + 1 − i. Since there is a value in row j that is equal to

n+ 1− i, the value in row j and column Pi,j must be n+ 1− i. This must be the rightmost

value equal to n+ 1− i in row j. Since at least one of the values equal to n+ 1− i in row j

is a column bottom, this rightmost entry must be a column bottom. Since there is no value

below this value in column Pi,j, the entry Pi,j must be greater than the length of row j + 1.

That is, we have Pi,j > P1,j+1 = r.

In the next lemma, we describe the Gelfand pattern scanning path of P = Θ(T ) in

terms of the tableau scanning path of T . Note that the process of finding a Gelfand pattern

scanning path is stated in Step 3.a of Algorithm 6.10 for the Gelfand pattern P (t). This

process can readily be applied to a general Gelfand pattern P .

For T ∈ Tλ, we refer to the sequence of locations in the scanning path of T starting at
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the bottom entry of the first column of T simply as the scanning path of T .

Lemma 6.19. Suppose the tableau scanning path of T consists of l ≥ 1 locations and for

1 ≤ k ≤ l, the kth location in the tableau scanning path of T is in row jk and contains the

value n + 1 − ik for some 1 ≤ jk ≤ n and jk ≤ n + 1 − ik ≤ n. Then the Gelfand pattern

scanning path of P consists of l positions and for 1 ≤ k ≤ l, the kth position in the Gelfand

pattern scanning path is (ik, jk).

Proof. We prove this lemma using strong induction on the index of the locations in the

tableau scanning path. For some 1 ≤ j1 ≤ n and j1 ≤ n + 1 − i1 ≤ n, let the first location

in the tableau scanning path be in row j1 and contain the value n + 1 − i1. Then j1 is the

bottom row of T . By Lemma 6.8, we know that every entry in P in a diagonal to the right

of diagonal j1 is equal to 0. Further, since T contains a value in row j1, there is a non-zero

entry in diagonal j1 of P . Hence the second coordinate of the first position in the Gelfand

pattern scanning path of P is j1. Since the first location in the tableau scanning path is in

row j1 and contains the value n+ 1− i1, the value n+ 1− i1 is the smallest value in row j1 of

T . Thus, by Lemma 6.8, we have Pi1+1,j1 = 0 and Pi1,j1 > 0. Hence the first non-zero entry

we encounter when scanning the Gelfand pattern entries is in diagonal j1 and row i1. Thus

the algorithm initializes the Gelfand pattern scanning path of P with at least one copy of

(i1, j1).

Fix 1 ≤ k < l. Suppose that for 1 ≤ h ≤ k, the hth location in the tableau scanning

path is in row jh and contains the value n + 1 − ih. Also suppose that the hth position in

the Gelfand pattern scanning path is (ih, jh). We need to show that if the (k + 1)st location

in the tableau scanning path is in row jk+1 and contains the value n + 1 − ik+1, then the

(k + 1)st position in the Gelfand pattern scanning path is (ik+1, jk+1). Starting at the kth

location in the tableau scanning path, we scan the column bottoms to the right to find the

first value which is weakly larger than n + 1 − ik. Let the (k + 1)st location in the tableau

scanning path be in row jk+1 and contain the value n+ 1− ik+1. Consider the following two

cases:

Case 1: either jk+1 < jk or ik+1 < ik or both. The (k + 1)st location in the tableau
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scanning path must be a column bottom. Thus, by Lemma 6.18, the entry Pik+1,jk+1
is larger

than any previously scanned entry. Further, since n+1− ik+1 ≥ n+1− ik, we have ik+1 ≤ ik

and hence Pik+1,jk+1
is in a weakly higher row than Pik,jk .

Let the (k + 1)st position in the Gelfand pattern scanning path be (i′k+1, j
′
k+1). Then

Pi′k+1,j
′
k+1

is larger than any previously scanned entry and it is in a weakly higher row than

Pik,jk . For the sake of contradiction, suppose (i′k+1, j
′
k+1) 6= (ik+1, jk+1). Then the entry in

position (i′k+1, j
′
k+1) must be scanned before the entry in position (ik+1, jk+1). Otherwise, the

location (i′k+1, j
′
k+1) would not be the next position in the scanning path. Since the entry in

position (i′k+1, j
′
k+1) of P is scanned before the entry in position (ik+1, jk+1), we have either

(a) j′k+1 = jk+1 and i′k+1 > ik+1 or

(b) j′k+1 > jk+1.

In Case (a) and Case (b), the entry Pi′k+1,j
′
k+1

is larger than any previously scanned entry

of P . Thus, by Lemma 6.17, there is a value in row j′k+1 of T that is equal to n + 1 − i′k+1

and is a column bottom.

In Case (a), we have that the value n+ 1− i′k+1 is a column bottom in row j′k+1 = jk+1.

We also have n + 1 − i′k+1 < n + 1 − ik+1. Since these two values are in the same row

j′k+1 = jk+1 of T , the value n + 1 − i′k+1 must be to the left of n + 1 − ik+1. That is, the

location of the column bottom value n+ 1− i′k+1 is to the left of the (k+ 1)st location in the

tableau scanning path.

The rightmost value equal to n+ 1− i′k+1 in row j′k+1 is in column Pi′k+1,j
′
k+1

of T . Since

Pi′k+1,j
′
k+1

> Pik,jk , the value in row j′k+1 of T that is equal to n + 1− i′k+1 is in a column to

the right of the kth entry in the tableau scanning path. Since n + 1 − ik ≤ n + 1 − i′k+1,

the tableau scanning path would have included this location in row j′k+1 which contains the

value n+1− i′k+1. This is a contradiction since the tableau scanning path skips this location.

In Case (b), the value n+1− i′k+1 is a column bottom in row j′k+1. Since j′k+1 > jk+1, the

location of this value is in a lower row than the (k+1)st location in the tableau scanning path.

Note that both locations are column bottoms. Thus the location of the value n + 1 − i′k+1

in row j′k+1 must be in a column to the left of the (k + 1)st location in the tableau scanning
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path.

Note that j′k+1 ≤ jk. Thus the location of this value equal to n+ 1− i′k+1 in row j′k+1 is

in a weakly higher row than the kth location in the tableau scanning path. Further, we have

n + 1− i′k+1 ≥ n + 1− ik. Thus the location of this value equal to n + 1− i′k+1 in row j′k+1

must be to the right of the kth location in the tableau scanning path. Just as in Case (a),

this is a contradiction since the tableau scanning path would have included this location.

Case 2: jk+1 = jk and ik+1 = ik. In this case, the (k+1)st location in the tableau scanning

path is in the same row as and contains a value equal to the value in the kth location of the

tableau scanning path of T . Since (ik, jk) is the kth position of the scanning path of P , the

entry Pik,jk must be larger than any previously scanned entry. Let r be the largest entry of

P scanned before Pik,jk . By Lemma 6.17, there are Pik,jk − r values in row jk of T that are

equal to n + 1 − ik which are column bottoms. It is clear that if one of the values equal

to n + 1 − ik in row jk is in a location of the tableau scanning path, then every such value

that is a column bottom is also in a location of the tableau scanning path. That is, the

number of locations in the tableau scanning path in row jk that contain n+1− ik is equal to

the number of such locations which are column bottoms. From above, the number of such

locations is Pi,j − r. This is exactly the number of locations in the Gelfand scanning path

equal to (ik, jk) as given in Step 3.a of Algorithm 6.10.

By induction, the claim of this lemma is true for the first k locations in the tableau

scanning path. For some 1 ≤ b ≤ k, let the first location in the tableau scanning path in row

jk that contains the value n+ 1− ik be the bth location in the tableau scanning path. Then

the first position in the Gelfand pattern scanning path equal to (ik, jk) is the bth position.

Thus if the (k + 1)st location of the tableau scanning path is in row jk+1 = jk and contains

the value n+1− ik+1 = n+1− ik, then the (k+1)st position in the Gelfand pattern scanning

path is (ik, jk) = (ik+1, jk+1).

Finally, we need to prove that the tableau and Gelfand patterns scanning paths have the

same number of locations and positions respectively. From above, we know that the number

of positions in the Gelfand pattern scanning path is at least as large as the number l of
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locations in the tableau scanning path. Suppose the Gelfand pattern scanning path contains

at least one more position (il+1, jl+1). Then, by Lemma 6.17, there would be a value in row

jl+1 of T that is equal to n + 1 − il+1 and is a column bottom. Since Pil+1,jl+1
> Pil,jl , the

location of this value of T would be to the right of the lth location in the tableau scanning

path. Since we also have n + 1 − il+1 ≥ n + 1 − il, the scanning path in T would have

extended to this location. This is a contradiction. Thus the Gelfand pattern scanning path

contains l locations.

Fix an n-partition µ whose Young diagram consists of one column. To state Lemma 6.20,

we define a precolumn to be a partial filling of the Young diagram of µ with integers from

[n]. Let C be a precolumn on the shape µ. We refer to the locations in C which have not

been filled with an integer from [n] as empty locations. For 1 ≤ i ≤ |µ|, we restrict the values

in the nonempty locations of C by Ci,1 ≥ i.

We then extend the domain of the map Θ to the set of precolumns: Let C be a precolumn

on the shape µ. Define Θ(C) as follows: For 1 ≤ j ≤ |µ|, if the location (j, 1) of C is

nonempty, then place n+ 1−Cj,1 top justified 1’s in diagonal j of Θ(C); set the rest of the

entries in diagonal j equal to 0. If the location (j, 1) of C is empty, then set every entry in

diagonal j of Θ(C) equal to 0. For |µ| + 1 ≤ j ≤ n, set every entry in diagonal j of Θ(C)

equal to 0. This extension of the domain of Θ clearly requires an extension of the codomain

as well. The image of a precolumn will not meet the inequalities in the definition of Gelfand

pattern if an empty location is above a nonempty location. In this case, there will be a 0

to the left of a 1 in row 1 of Θ(C). It can be seen from Lemma 6.8 that this extension of

the definition of Θ agrees with the original definition of Θ where they are both defined: on

column tableau.

Let 1 ≤ j ≤ n be an integer and let C be a precolumn on the shape µ with an empty

location (j, 1). Let j ≤ a ≤ n and j ≤ d ≤ n be integers. We notate the result of inserting

the value a into the empty location (j, 1) of C by (a)j
T−→ C. For a pattern P , we notate the

result of incrementing the entries by 1 in positions (i, j) such that 1 ≤ i ≤ d by (d, j)
GP−−→ P .

For some 1 ≤ t ≤ λ1, let I(P (t)) = ((i1, j1), . . . , (il, jl)) be the Gelfand pattern scanning
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path of P (t). Then Step 3.b of Algorithm 6.10 could be written using this notation as

(il, j1)
GP−−→ B(t). We then have the following:

Lemma 6.20. Fix an n-partition µ such that the shape µ consists of one column. Let

1 ≤ j ≤ |µ| be an integer and let C be a precolumn on the shape µ with an empty location

(j, 1). Fix j ≤ n+ 1− i ≤ n. Then Θ((n+ 1− i)j
T−→ C) = (i, j)

GP−−→ Θ(C).

Proof. Consider the effect of inserting the value n + 1 − i into row j of C on the pattern

Θ(C). Clearly only diagonal j of Θ(C) is affected. From the definition of Θ above, inserting

the value n+ 1− i into row j of C increments the n+ 1− (n+ 1− i) = i top justified 0’s in

diagonal j of Θ(C). This pattern obtained from Θ(C) by incrementing these 0’s is exactly

(i, j)
GP−−→ Θ(C).

For the next lemma, define P ′ to be the Gelfand pattern constructed by decreasing

the entries of P according to Step 3.c of Algorithm 4.1. That is, define P ′ entrywise by

(P ′)i,j := (P )i,j − |{(h, j) ∈ I(P )|h ≥ i}|. Let T ′ be the tableau obtained from T by

removing the values in the locations of the tableau scanning path of T . We then have the

following:

Lemma 6.21. For T ′ and P ′ defined as above, we have Θ(T ′) = P ′.

Proof. For some i + j ≤ n + 1, consider the entry Θ(T ′)i,j in the Gelfand pattern Θ(T ′).

By Lemma 6.8, the entry Θ(T ′)i,j is equal to the number of values in row j of T ′ no larger

than n + 1 − i. We can write this entry Θ(T ′)i,j as [the number of values in row j of T

no larger than n + 1 − i] minus [the number of locations in the scanning path of T in row

j whose values are no larger than n + 1 − i]. For some k ≥ 1, suppose the kth location

in the scanning path of T is in row j and contains the value n + 1 − h ≤ n + 1 − i for

some i ≤ h ≤ n. By Lemma 5.4, the kth position in the scanning path of P is then (h, j)

with i ≤ h ≤ n. Thus the number of locations in the scanning path of T in row j whose

values are no larger than n + 1 − i is equal to |{(h, j) ∈ I(P )|h ≥ i}|. Thus we can write

Θ(T ′)i,j = Θ(T )i,j − |{(h, j) ∈ I(P )|h ≥ i}| = Pi,j − |{(h, j) ∈ I(P )|h ≥ i}| =: (P ′)i,j. Hence

we have Θ(T ′) = P ′.
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Fix some 1 ≤ t ≤ λ1. Let B(t) be the pattern produced by running Steps 1-3 of Algorithm

6.10 for t. Recall that ST (T )t denotes column t of ST (T ). For the final lemma before we

prove Proposition 6.13, we show that the image of ST (T )t under the map Θ is the Gelfand

pattern B(t):

Lemma 6.22. For 1 ≤ t ≤ λ1, we have

Θ(ST (T )t) = B(t).

Proof. To calculate column t of the scanning tableau ST (T ), we first form the Young diagram

shape(T (t)) to contain the values of ST (T )t. We then calculate the values of ST (T )t and

insert them into this Young diagram. Thus at each stage in the tableau scanning method

for this particular t, the partially filled Young diagram is a precolumn. For the purposes of

this proof, we will refer to these precolumns as ST (T )t. Thus, at the outset, we refer to the

newly formed Young diagram shape(T (t)) as ST (T )t. After we have filled all the locations

of the Young diagram we will have the final ST (T )t.

To prepare to calculate the Gelfand pattern B(t), the algorithm initializes B(t) to be the

Gelfand pattern of all 0’s. Thus we have Θ(ST (T )t) = B(t) when we start running both

algorithms for this t value. By Lemma 6.16, we have Θ(T (t)) = P (t) at the outset. We begin

by calculating the Gelfand pattern scanning path of P (t) and the tableau scaning path of

T (t) using each method. For some i1+j1 ≤ n+1, let the first location in the tableau scanning

path of T (t) be in row j1 and contain the value n+1− i1. Note that j1 is the number of rows

in T (t). For some l ≥ 1 and il+ jl ≤ n+1, let the final location in the tableau scanning path

of T (t) be in row jl and contain the value n+ 1− il. Then by Lemma 6.19, the first position

in the Gelfand pattern scanning path of P (t) is (i1, j1) and the final position is (il, jl).

For the tableau scanning method, we insert the value n + 1 − il into the empty location

(j1, 1) of the precolumn ST (T )t. That is, we form ST (T )t := (n + 1 − il)j1
T−→ ST (T )t.

For the Gelfand pattern scanning method, we now increment the entries of B(t) to form

B(t) := (il, j1)
GP−−→ B(t). By Lemma 6.20, for the newly defined B(t) and ST (T )t, we have
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Θ(ST (T )t) = B(t).

For the tableau scanning method, we now redefine T (t) to be the tableau obtained from

T (t) by removing the locations in the scanning path of T (t), which begins with the location

(j1, 1). Similarly, for the the Gelfand pattern scanning method, we decrease the entries of

P (t) according to Step 3.c. Note that the j1 diagonal becomes all 0’s. By Lemma 6.21, we

have Θ(T (t)) = P (t) after we remove the values of T (t) and decrease the entries of P (t).

For the Gelfand pattern scanning method, if P (t)1,1 > 0, we calculate the next Gelfand

pattern scanning path of P (t). Note that T (t) is the null tableau if and only if P (t)1,1 = 0.

So if P (t)1,1 > 0, we can calculate the next scanning path of the non-null tableau T (t). We

repeat the procedure above until P (t)1,1 = 0. This will happen after p iterations, where p is

the number of rows in T (t). Once we finish running Step 3 for this fixed value of t we have

Θ(ST (T )t) = B(t).

We can now use Lemma 6.22 to prove Proposition 6.13:

Proof of Proposition 6.13. In the tableau scanning method, we calculate ST (T ) column

by column. That is, we calculate ST (T )t for 1 ≤ t ≤ λ1. We can then form ST (T ) as
λ1⊕
t=1

ST (T )t by starting with column ST (T )λ1 on the right and prepending columns to the

left for t = λ1 − 1 to t = 1. We know from Lemma 6.22 that Θ(ST (T )t) = B(t) for

1 ≤ t ≤ λ1. Then by successive applications of Lemma 6.9 and applying the definition of

SGP(P ) in Algorithm 6.10, we have

Θ(ST (T )) = Θ

(
λ1⊕
t=1

ST (T )t

)
=

λ1∑
t=1

B(t) =: SGP(P ) = SGP(Θ(T )).

It is now a straightforward exercise to prove Corollary 6.14:

Proof of Corollary 6.14. We first need to show that the image of a Demazure tableaux

under the map Θ|Dλ(π) is a Demazure pattern: Let T ∈ Dλ(π). By definition, we have

ST (T ) ≤ Yλ(π). Note that both ST (T ) and Yλ(π) are Demazure tableaux for π on the shape

λ so we can apply the map Θ|Dλ(π) to both of them. Also note that Lemma 6.7 applies to
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the map Θ|Dλ(π). Taking the image under Θ|Dλ(π) of both sides, we obtain Θ|Dλ(π)(ST (T )) ≥

Θ|Dλ(π)(Yλ(π)) by Lemma 6.7. By Proposition 6.13, the left side becomes Θ|Dλ(π)(ST (T )) =

SGP(Θ|Dλ(π)(T )). By Lemma 6.6, the right side becomes Θ|Dλ(π)(Yλ(π)) = Kλ(π). Thus

SGP(Θ|Dλ(π)(T )) ≥ Kλ(π). Hence Θ|Dλ(π)(T ) is a Demazure pattern.

The map Θ|Dλ(π) is injective since Θ is injective. Let P ∈ GPλ(π). An argument similar

to the one above shows that Θ−1(P ) ∈ Dλ(π). Since Θ|Dλ(π)(Θ
−1(P )) = P , we see that

Θ|Dλ(π) is surjective. Finally, by Lemma 3.2, the map Θ|Dλ(π) is weight preserving.

Hence Θ|Dλ(π) : Dλ(π)→ GPλ(π) is a weight preserving bijection.

Finally, Theorem 6.15 is immediate from Corollary 6.14:

Proof of Theorem 6.15. From Section 2.7, we know that dλ(π;x) =
∑

T∈Dλ(π)

xT . Applying

Corollary 6.14 and xT = xΘ(T ) = xP from Lemma 6.5, we obtain

dλ(π;x) =
∑

P∈GPλ(π)

xP .
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