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1. Introduction 

Technical support, as one important section of the discipline of Information 

Technology (IT) service, nowadays become more and more important in the 

business practices given the dependency business have upon IT activities[15]. 

During years of practice certain IT models have been well established and 

followed all over the world for technical support. 

 

Technical support primarily aims for timely trouble shooting and problem 

solving associated with products such as computers, software systems, and 

electronic goods. Due to the improvement of the technology as well as other 

factors, for example, cost saving and business extension, technical support now 

covers a wider scope of services, including asset management for the related 

product or service, customer relationship management. Managing all the 

incidents1, assets, and customer information during support became a critical 

aspect of the service, hence systems are developed to assist the processes and 

build the repository of the service provided, such as records of incidents.  

 

Technical support can be delivered, depending on the situation, by different 

technologies, from help desks to self-service web pages. For a given type of 

technical support there are normally customized systems for such type of support 

ready in the market. BMC Remedy® offers the market-share and growth leading 

                                                        
1
 Incident: In the context of technical support, incident refers to an event that is not part of the standard 

operation which may cause business failure or reduce business efficiency. 
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software products that have tailored applications for businesses sizing from small 

to cross-continental[2].  

Given the importance of technical support to stable business operation, being 

able to define and measure the Quality of Service (QoS) is crucial for both 

technical support service vendors and customers[38]. Definition and measurement 

of QoS can be assured through negotiated contracts for “increasing accountability 

and providing strict guidelines to the … services to be provided”[13, page 185].  In the 

IT service industry, this kind of contract is called Service Level Agreement (SLA). 

SLAs take the service received by the customers as the subject of the agreement. 

Figure 1 shows an overall organizational demand for the above mentioned 

services and the focus of this paper is marked in light pink color. 
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Incident management, the process of “restore normal service operation as 

quickly as possible and minimize the adverse impact on business operations” [8, 

page 86], is highly visible to business and hence one of the first to-be-implemented 

processes in technical support. Incident management systems, such as Remedy® 

Action Request System, which are used during the incident management process 

to record and track the lifecycle of incidents, can be a good source of quantitative 

data for evaluation of SLA adherence. An example of Incident Management and 

SLA in a process design based on ITIL is shown in Figure 2. 

 

Figure 2: Incident Management and SLA in a Sample ITIL Process Design
[47]
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1.1 Research Question 

With well established frameworks such as IT Infrastructure Library (ITIL), 

International Organization for Standardization / International Electrotechnical 

Commission 20000 (ISO/IEC 20000) and Control OBjectives for Information and 

related Technology (COBIT), many systems or applications have been designed 

and used for delivering or assisting technical support services.  

ITIL was developed more than 15 years ago by the United Kingdom (UK) 

government to document IT Service Management best practice, with the 

“involvement of industry experts, consultants and practitioners” [23, page 9]. Given the 

early recognition and significance of ITIL, the framework has become the de facto 

standard around world for both private and public sectors [23]. BMC Remedy® 

designed and built their IT supporting systems closely based on the framework of 

ITIL. The company is well recognized in the market of technical support service. 

 

However, ITIL only offers a framework; the actual implemented business 

processes could vary from the framework, or have specific procedures for certain 

service handling. When business processes deviate from the framework on which 

BMC Remedy® based its product, meaning that the intended system processes 

from BMC Remedy® are not closely followed by users, deficiencies arise and 

reduce the usability of the system. Consequently, such deviation may a) make it 

harder to use the data provided by the system for SLA adherence evaluation 

and/or b) make the data inaccurate.  
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Figure 3: Incident Analysis and SLA Adherence
[16]

 

 

Incident management is a major component of ITIL and a core practice of 

technical support service, and thus also faces these problems. This paper 

examines the ITIL framework best-practice business process for incident 

management and compares it to the BMC Remedy® Service Desk: Incident 

Management (hereafter referred to as Remedy®) system process for incident 

tracking and processing. It then proposes possible system improvements as well 

as a prototype for proper reporting of service level adherence, as demonstrated in 

Figure 3. 

 

1.2 Problem Statement 

Technical support work is “non-routine and time critical”[10, page 416], during 
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which “One man‟s routine of work is made of the emergencies of other people”[18, 

page 316]. Therefore one key aspect of tools for technical support is “determining the 

proportion of missing functionality versus erroneous operation breakdowns”[10, page 

430]. For example, a tool can be lean and with limited functions, perhaps omitting 

some that are truly necessary. Or a tool may include as many functions as 

possible, resulting in complexities that might lead to erroneous operation. Possible 

problems of Remedy® therefore could be in the following list: 

 

I. Adherence to the ITIL framework makes it less flexible for various 

businesses to adapt to; 

II. Certain system features are not efficient enough to support the 

business incident tracking practice because of  the tools;  

III. Too many features inherited from ITIL framework which confuse users 

during operation;  

IV. Inability to provide sufficient data for service level adherence evaluation 

if desired processes are not followed. 

 

1.3 Objectives 

To address the problems listed above, improvement measures can be 

suggested both from system functionality perspective and system process 

perspective. This paper also aims to come up with a prototype report for service 

level evaluation based on the improved functionality and process. 

 

Objectives of this paper are: 

I. Describe the best-practice framework process recommended by ITIL; 
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II. Describe the ITIL framework reflected in Remedy® for technical 

support; 

III. Describe how the service performance should be evaluated based on 

the framework and the possible data that can be drawn from Remedy®  

for the evaluation; 

IV. Compile a sample report for the SLA adherence evaluation based on 

the data that can be drawn from Remedy®; 

V. Demonstrate possible deviations of actual business processes from the 

framework and the impact on extracting data from Remedy® for SLA 

adherence evaluation;  

VI. Suggest measurements for business process and system process 

integration, as well as possible system improvement. 

 

1.4 Scope 

Incident Management deals with users directly, serving as the single or first 

point of contact for the support processes, therefore it is easier to demonstrate its 

value to business as the representative of support services. Remedy®, adhering 

its architecture to ITIL best practices, is the market leader in the service desk 

business, with 26.7% of the globe market share in 2006[9]. Hence the scope of this 

paper will be restricted to the Incident Management process and the Remedy 

system that is used for the Incident Management processes, focusing on incident 

tracking and handling.  

 

Precautionary incident management, for instance user education and 

scheduled maintenance, is out of the scope of this paper. Remedy® does not 
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support such kind of incident management process. However certain data 

extracted from Remedy® can also be used for precautionary purposes. This will 

be discussed in Chapter 6 on SLA evaluation. 

 

1.5 Study Significance 

Technical support for many organizations is critical given that sufficient 

support keeps smooth and stable business performances. Defects in IT systems 

could reduce work efficiency, and in the worst case, result in huge financial or 

reputation loss; effective support hence does not only try to get the incidents 

solved as quickly as possible but also seeks to minimize the fallout from incidents, 

through proper disaster recovery mechanisms. The ability to evaluate the support 

service level is consequently also critical for both service providers and customers. 

Consider the resolution percentage of incidents as an indicator for service level 

performance; it helps both the service provider and the customer to reach an 

understanding of the capability of the service provider to solve incidents. Low 

percentage probably represents a failure of service and could be used as a basis 

for service cost negotiation. The data can be drawn from the incident tracking 

systems by calculating the ratio of the number of resolved incidents over the 

number of recorded incidents. Such data, if it can then be automatically 

summarized by the systems, will increase the service level assessment ability for 

both service providers and customers. 

 

This study looks at the possible insufficiency of Remedy® caused by the 

deviation of business process from the ITIL framework, and tries to come up with 

corresponding suggestions for enhancing functionality and improving practice, 
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and eventually to better reflect and report the service level based on the data in 

the system. Such improvement and reports can help both vendors and customers 

of the service to better evaluate the QoS for service sustain and future 

improvement. 
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2. Literature Review 

2.1 Common Framework and Standards for Technical Support 

Over its lifetime, the IT industry has developed a number of frameworks and 

standards to address the growing needs of management and practice. Three of 

the common ones used for technical support are ITIL, COBIT and ISO/IEC 20000.  

 

ITIL: 

To provide standards for the discipline of IT services in both public and private 

sectors, starting from the 1980‟s United Kingdom's Office of Government 

Commerce (OGC) developed a set of documentation named Information 

Technology Infrastructure Library (ITIL), which consists of comprehensive, 

consistent and coherent concepts and best practices for IT Service Management 

and can be tailored for use in most IT organizations. Figure 4 shows the high-level 

ITIL framework architecture.
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Figure 4: The ITIL Framework
[17]

 

 

COBIT: 

In 1996, Information Systems Audit and Control Association (ISACA) and the 

IT Governance Institute (ITGI) released the first version of The Control Objectives 

for Information and related Technology (COBIT), with the mission “to research, 

develop, publicize and promote an authoritative, up-to-date, international set of 

generally accepted information technology control objectives for day-to-day use 

by business managers and auditors”[28, Control Objectives for IT: COBIT®]. It is originally 

created as an audit framework then it later matured to an overall IT management 

framework 
[23]. COBIT functions as an overarching framework for IT governance, 

providing “common language to communicate goals, objectives and expected 

results to all stakeholders”[19, COBIT Framework for IT Governance and Control]. Since its first 

release COBIT has now evolved to version 4.1, including 34 processes to cover 

over 210 control objects. The overall framework is shown in Figure 5 below. 
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Figure 5: The COBIT Framework 
[19]

 

 

ISO/IEC 20000: 

ISO/IEC 20000, as shown in Figure 6, is the first international standard 

specifically aimed at IT Service Management developed by the British Standard 

Institution (BSI Group) in 2005. It has been aligned with the ITIL process approach 

and “describes an integrated set of management processes for the effective 

delivery of services to the business and its customers” [26, What is ISO/IEC  20000?]. 

Unlike ITIL and COBIT, which are frameworks, ISO/IEC 20000 provides 

documented standards for auditors to assess the delivery of IT service 
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management processes. It also defines the requirements for service providers to 

deliver services with acceptable quality. 

 

Figure 6: The ISO/IEC 20000 Standard 
[31]

 

 

Given the number of choices of frameworks and standards available, 

organizations “can face uncertainty in understanding which framework, method or 

standard of practice they need in order to excel at managing IT services” [39, page 

145 ].  

 

Among the above mentioned three frameworks and standard, ITIL is 

commonly regarded as strong in describing concept and processes to outline how 

IT services should be delivered. COBIT is well recognized for its controls and 

metrics[48]. ISO/IEC 20000 is designed to reflect the best practice contained in ITIL 

but at the same time support other frameworks and standards such as Microsoft 

Organizations Framework [34]. Some work has been done to map ITIL, COBIT and 
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ISO/IEC 20000 into a more integrated and powerful practice with proper audit 

control [23,24] and security. However given the early entrance to the market and 

longer years of practice ITIL has already been adopted by many organizations as 

a proven methodology[11]; therefore this paper focuses on the ITIL framework, on 

which Remedy® based its process.  

 

2.2 ITIL Framework 

The core guidance of ITIL (Version 3) is broken into five topics as shown in 

Figure 7: 

 Service Strategy 

 Service Design 

 Service Transition 

 Service Operation 

 Continuous Service 
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Figure 7: ITIL Core Topics 
[39]

 

 

In the center of the service lifecycle defined by ITIL is Service Strategy, which 

offers guidance about how to set objectives and expectations towards IT services. 

Service Strategy aims to help organizations to think and develop a long-term 

strategy for better investment, and covers processes such as Service Portfolio 

Management, Demand Management, IT Financial Management, and Supplier 

Management. With Service Strategy in place organizations should be able to not 

only handle the risk and cost of the services more effectively but also have a more 

distinctive performance[39].  

 

Service Design follows the Service Strategy, turning the strategies into 

practical blueprints for service implementation. It provides details of guidelines 
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about the design of services, service processes and service capabilities to meet 

the business demand[39]. The key processes covered in this section are: Aspects 

of Service Design, Service Catalogue Management, Service Requirements, 

Service Design Models, Capacity Management, Availability Management, and 

Service Level Management. 

 

Service Transition provides guidance for the “development and improvement 

of capabilities for transitioning new and changed services into live service 

operation”[39, page 12]. It is related to Service Asset and Configuration Management, 

Service Validation and Testing, Evaluation, Release and Deployment 

Management, Change Management, and Knowledge Management. These 

processes encompass the realization of the Service Design, with controlling of 

risks and introducing of Knowledge Management System for decision assisting. 

 

The realization of the objectives defined in Service Strategy and planned in 

Service Design is ultimately carried out during Service Operation. It offers 

guidelines about the delivery of agreed services by the following processes:    

Event Management, Incident Management, Problem Management, Request 

Management, Application and Technical Management. Together with the methods 

and tools, two major control perspectives are given for the Service Operation: 

proactive and reactive, which guide managers and practitioners to maintain 

stability of the service and at the same time allow changes in the service delivery.  

 

Continual Service Improvement (CSI) aims to guide organizations through 

incremental or large-scale changes to the service quality and business continuity. 
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For CSI the measurement and control are defined for improvements to align the 

services to changing business needs. A Plan-Do-Check-Act model is used to build 

a close-loop system for receiving inputs for improvements. Processes covered by 

CSI are: Service Level Management, Service Measurement and Reporting, and 

Continual Service Improvement 

 

ITIL organized the above described core guidelines into an evolving life cycle 

as shown in the figure above. Practice fundamentals, principles, lifecycle 

processes and activities, supporting organization structures and roles, technology 

considerations, practice implementation, challenges, risks and success factors, 

examples and templates are given for each phase of the cycle, with 

Complementary Publication and Web Support Services as assisting tool to 

provide information about relevant publications, glossaries, and interactive 

knowledge center. 

 

2.3 Incident Management Process 

As mentioned before, the ability to handle incidents is a core function of 

technical support service. Professionally issues are called “incidents” and the 

process of handling them is referred to as Incident Management. 

 

The definition of Incident Management used by ITIL is the process through 

which IT support organizations manage to restore normal service operation as 

quickly as possible and with minimum disruption to the business[39]. The target is 

not to solve the problem from root but to find a solution or workaround in a 

minimum time[3]; further investigation of incidents can be then handled in the 
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background once user have at least a temporary solution and are to continue 

work. 

 

There are six components defined by ITIL for Incident Management: 

 Incident detection and recording 

 Classification and initial support 

 Investigation and diagnosis 

 Resolution and recovery 

 Incident closure 

 Ownership, monitoring, tracking, and communication  

 

The process is a stream-lined workflow and usually has very clear history 

records of how an incident is handled and by whom; the supporting systems for 

Incident Management are also mostly, if not all, work-flow or thread based[45]. This 

kind of system architecture fits naturally into the business process of incident 

handling, because “information technology must be integrated with the design of 

the process it supports”[15, page 392]. On the other hand, it restricts ad-hoc types of 

support, such as collaboration or intervention. Details will be analyzed in the 

following chapter. 

 

2.4 Service Level Management and Service Level Agreement 

Service Level Management is implemented for measuring the level and quality 

of support services. A pre-defined agreement called Service Level Agreement 

(SLA) contains service targets for service providers (in this case the support 

technicians) to meet. SLAs can be service-based, which means the agreement is 
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made upon providing specific services, such as high-speed LAN, telephony, etc. 

There are also customer-based SLAs that aim to provide services to a specific 

group of customers, for example all the users in one company. Some 

organizations as well choose to maintain multi-level SLAs for corporate level, 

customer level and service level, to keep the SLAs at a manageable size and 

avoid duplication of content in different copies of SLA[32]. No matter how the SLAs 

are structured, they should contain a mutual understanding for the service to be 

reached. Certain parameters can be mutually and unambiguously used to 

measure the service levels. For example, the performance of the support team 

can be reflected by data such as response time2 and resolution time3; and 

performance of systems or infrastructure can be measured the percentage of time 

they are available for use. Post-service extraction and analysis of such data, the 

parameters for SLA, is then an important function which is expected from the 

applications used for technical support as a major tool for SLA adherence 

evaluation[38]. A sample SLA provided by ITIL as general guidelines can be found 

in Appendix 1: ITIL Sample SLA.  

 

2.5 Technology for Service Desk and Incident Management 

For efficient and effective support service, ITIL recommend organizations to 

have certain incident managing/logging tools, and even a full toolset if needed. 

Particularly for Incident Management, ITIL list workflow or process engine and 

automated escalation as must-have components to allow the pre-definition and 

control of the incident management processes. Workflow or process engine is a 

kind of software application that manages modeled processes, in this case the 

                                                        
2 Response time: the time technicians need to response to an incident, (definition of starting point varies).  
3 Resolution time: the time technicians need to find a solution to an incident, (definition of starting point varies). 
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workflow of incidents resolution; automated escalation is needed for automatically 

escalate incident from one support level to another to meet the defined response 

or resolution time. “Easy-to-use reporting facilities” to allow incident metrics to 

be produced is also mentioned by ITIL for service operation[8].  

 

As a major product in the market of support service tools, Remedy® is 

designed to manage workflow as its main job[7]. It also contains objects called 

“Escalations” for automated hierarchic escalation triggered by a defined rule or 

pre-set date/time[1]. A reporting function is also available, allowing customer to 

define report criteria[1] as needed Basically Remedy® aligned itself with the best 

practice recommended by ITIL. Functions and architecture of Remedy® will be 

described with details in the following chapters. 
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3. ITIL Service Management, Incident Management and Service Level 

Management 

3.1 ITIL Service Management 

In the ITIL framework, IT services were categorized into the following two 

management sets [39]. 

 

Service Support: This part of the ITIL structure ensures that users are 

properly supported to carry out their business functions; for example the IT 

configurations are identified and recorded for users, processes are defined and 

described, issues and incidents are taken care of. The support is performed by the 

following components: 

 Service Desk. Service Desk is the single-point-of-contact to users for 

service support; it serves as the entry point of the support process by 

accepting issues from users and creates incidents accordingly When an 

incident is solved the solution/workaround is also passed to users by the 

Service Desk. 

 Incident Management. it is the process of quickly handling incidents to 

minimize the interruption of business and restore normal operation. 

 Problem Management. Problem Management aims to diagnose the root 

causes of incidents and prevent reoccurrence of similar incidents.

 Change Management. If changes are needed to the IT infrastructure 

resulted from incident handling, Change Management should be in 

place for standardized procedure of change implantation. 
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 Release Management. With Release Management the introduction of 

new releases of software and hardware can be integrated to the existing 

infrastructure in a controlled manner, avoiding confusion of versions and 

licenses. 

 Configuration Management. This process is established for proper 

tracking of all the configuration changes in the system for record 

keeping and future reference.  

 

Service Delivery: compared with Service Support, Service Delivery focuses 

on how to ensure the adequate delivery of support service by integrating the 

following components: 

 Availability Management. The objective of Availability Management is to 

maintain the availability of services at a reasonable cost. 

 Capacity Management. This is the practice to optimize the match 

between IT resources and business demands.  

 IT Service Continuity Management. This section is targeted to setup 

proactive preventive measures for possible disasters and also recovery 

measures in case of disasters. 

 Service Level Management. To ensure the quality of delivered services, 

Service Level Agreements (SLAs) are made to measure, monitor and 

report the service achievements. 

 Financial Management for IT Services. Financial Management is the 

calculation of budget and cost of IT services to ensure IT infrastructures 

are purchased at a reasonable price and services are delivered at an 

affordable cost while meeting the business needs.  



27 

 

 

Figure 8: ITIL Model
[25]

 

 

Technical support overall requires the combination of both Service Support 

and Service Delivery. However the concern of this paper focuses more on Service 

Support, assuming the proactive Service Delivery activities have already been 

fulfilled. Service Level Management which will also be partially analyzed in this 

paper, given SLA is a major measurement definition document for the quality of 

service. Figure 8 shows the ITIL model for Service Support and Service Delivery, 

as well as the focus of this paper on Incident Management and Service Level 

Management. 

 

3.2 ITIL Service Desk 

Under the conceptual name of Technical Support, Service Desk is the 

physical “place” the support actually takes place. ITIL use the term to refer to the 

“functional unit made up of a dedicated number of staff responsible for dealing 

with a variety of service events”[8, page 198]. Service Desk serves as the single point 
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of contact for technical support to users/customers. Issues raised by end users 

are received by Service Desk which then initiates the incident handling process 

upon receiving issues. In practice the function of Service Desk is implemented 

under various names, for example help desk, call center, or contact center  

 

Call Center. As implied by the name, call centers provide support via 

centralized supporting offices by receiving and transmitting phone calls. This type 

of support mainly aims to serve the customers who are geographically distributed, 

with product support or information inquiries. Such centers can also be extended 

to handle faxes, emails, live chats or even traditional communication means such 

as letters, and in this case is called a contact center.  

 

Help Desk. Typically the responsibilities of help desks include providing 

information and assistance for troubleshooting issues raised by users, as well as 

maintaining hardware, software, and infrastructure. Large help desks are often 

divided into different teams to deal with different topics or special aspects of 

issues[34]. A typical labor force division for help desks, for example, might be:  

 

 Deskside support. Troubleshoots issues with desktops, laptops and 

peripherals (e.g. blackberry devices).  

 Network support. Provide support for network utilities and software such 

as fire wall. 

 Server support. This team is responsible for server related services 

such as Network Shares, Email configuration and account 

management. 



29 

 

 Application support. Support for customized application software in the 

organization can be provided by a support team..  

 Other support. Depends on the support scope, some help desks also 

cover service for office equipments, such as phone systems, printers, 

scanners, fax machines, etc. 

 

Self-service Help Center. To reduce labor and overhead costs, some 

organizations build portals to technical knowledge databases to enable 

troubleshooting in a self-service manner. Most such portals are web-based, with 

search functions and indexed question-and-answer lists for users. Some portals 

are semi-interactive, that based on users‟ feedback it can further limit the number 

of returned hits 4 . MS Office online is an example of a self-service portal 

(http://office.microsoft.com/en-us/help/default.aspx). For further support, contact 

information is normally also available in the portals in case users are not able to 

solve the problem based on the searched results returned by the database. 

 

Conceptually, Call Centers, Contact Centers and Help Desks are the similar to 

Service Desks, however the latter have a broader range of services and 

user-centric approach, such as Asset Management for IT services and 

Procurement Management for infrastructure, which enables a more integrated 

Service Management infrastructure with business processes[43]. In the ITIL 

framework, Service Desk is universally used instead of other titles. 

 

 

                                                        
4 Hit: in the context of Computer Science, hit(s) refers to the result(s) of a search in a data repository, such as a 

database or the entire internet. 

http://office.microsoft.com/en-us/help/default.aspx
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3.3 Service Desk Types 

Service desks can be structured and deployed many ways, depending on the 

need and other restrictions such as security and cost.  

 

3.3.1 Local Service Desk  

Local Service Desks are located close to or within the user community they 

serve, as shown in Figure 9. The advantage of this kind of Service Desks is the 

visibility of the Service Desks and convenient communication between the Service 

Desks and users. However, as pointed out by ITIL, it is normally organizationally 

costly and not efficient to have a group of staff located in one place and waiting to 

deal with coming incidents[8]. 

 

 

Figure 9: Local Service Desk 
[8]
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3.3.2 Centralized Service Desk  

It is in general more efficient and cost-effective to have centralized services 

instead of having Service Desks located locally in different sites. In this way the 

overall needed technicians will be less compared with local Service Desk 

organization; and since on average the frequency of occurred events is higher, 

technicians could be able to gain a higher skill levels by getting more chances to 

solve incidents. A sample structure of centralized Service Desk is shown in Figure 

10. 

 

 

Figure 10: Centralized Service Desk 
[8]

 

 

3.3.3 Virtual Service Desk  

Technologies such as the Internet make it possible to have a single and 

centralized Service Desk organization although the technicians are physically 

located in different places, even different countries, like presented in Figure 11. On 
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one hand, a virtual Service Desk greatly reduces the cost but on the other hand, it 

may have a higher requirement for security and uniformity of service quality[8]. 

 

Figure 11: Virtual Service Desk 
[8]

 

 

3.3.4 Follow the Sun 

The idea of 24-hour follow the sun service support is very intriguing to some 

international organizations which have customers to serve all day long. It is 

possible to have several service locations spread in different time zones to provide 

service one after another so that can cover 24 hours a day. Similarly to virtual 

Service Desks, this kind of Service Desk also has high requirements for security, 

collaboration and service quality uniformity. 
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3.3.5 Specialized Service Desk Groups  

If certain kind of incidents occur more frequently or need more attention, there 

can be a specialized Service Desk group dedicated them for faster solution. For 

example, resetting passwords is one of the most frequently occurred incidents in 

Daimler Northeast Asia, hence the support team have assigned specialized 

technician(s) to deal with resetting password specifically and the support hotline 

have a code devoted for resetting password (+86-10-8417-3333).  

 

Different ways of organizing Service Desks not only pose different needs for 

structure and infrastructure but also have impact on Service Level Agreement 

construction and evaluation. For example, for virtual Service Desks it is very 

important to draft the SLA considering culture terms, user demand and time 

differences. And when evaluating the SLA adherence of virtual Service Desks, 

impact from such factors should also be accounted for; take user demand as an 

example, technicians serving the market in United States of America and 

technicians serving the market in Mexico might deal with different volume of 

incidents, but not necessarily mean the ones dealing with more incidents per day 

should be evaluated for better service quality. 

 

3.4 Support Models 

Depending on the business need and taking into consideration factors such as 

cost and efficiency, organizations can choose to either build their own support 

team or outsource it to third party. For either choice they then need to decide how 

to structure the support team and how much responsibility to assign to the team. 

After establishing the support organization, measures for evaluating the support 
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service level would also need to be defined.  

  

IT engineers can be a very expensive resource for some levels of expertise; 

asking them to sit there all day and respond to problems which can be solved by 

re-booting the computer is something businesses would like to avoid. However 

there are cases so complex that they need very proficient IT engineers. To better 

serve the business and users, technical support is often organized into several 

levels, each of which specializes in a specific level of technical assistant 

expertise[33]. ITIL recommended a three-level support organization for incident 

handling[8]. However, the actual implementation of support levels depends on the 

business demands such as service expectations and budgets. 

 

Level 0 Support: 

Although not part of the standard support levels, Level 0 does exist in practice. 

Before users approach help desk technicians, there can be other resources for 

them to consult. Self-service help desk portals are one of these. Users can be 

formally divided into end-users and key users based on their proficiency and 

familiarity with the application. End users are advised to contact key users for 

trouble-shooting before raising the question to technical support. Reasons for 

doing so may include the dispersed locations for users and technicians. 

Geographically, users (key users and end users) are closer together and speak 

the same “language” thus helping to clarify the questions more quickly. If the 

question is beyond key-users‟ ability to answer then there is help desk to turn to. 

In this situation it is not only more efficient but also less expensive if issue 

handling by technicians is charged case-by-case. 
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However building self-service portals requires integrated resources and 

sometimes professional databases or knowledge bases; and having key users 

also requires professional training. Given such restrictions the Level 0 Support is 

only applicable for certain business scenarios. 

 

Level 1 Support: 

Level 1 Support is the initial point of contact of users to the technical support 

process. Technicians in this level gather information about the issue from users, 

and identify the cause of the issue (if possible), by analyzing the symptoms 

reported. Once the diagnosis is done, an incident will be created in the incident 

tracking systems for further resolution. If the issue is straight-forward and simple 

then it might be solved right at this level. The target for the first level support is to 

handle 70-80% of the reported issues[29]. However the technicians in this level are 

not required to have competency for troubleshooting complex problems: most of 

their routine tasks come from on the following areas: 

 

 User authorization and authentication: maintain user accounts and 

authorization for systems and applications; 

 Office equipment: maintain the equipment and educate user to use 

equipments such as desktop and laptop computers, printer, scanner, fax 

machine, etc. 

 Application: install/uninstall software applications, troubleshoot basic 

application problems; 

 Infrastructure: identify, and if possible, solve simple issues in the 

infrastructure level, such as setting up either net cable connections, 
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ensure power supply, fix common printer failures (for example paper 

jam), 

 

Level 2 Support: 

Issues not able to be solved by Level 1 support are escalated to Level 2 

support. The second level technicians provide more in-depth and professional 

support on advanced incident resolution. Before a Level 2 support technician 

works on solving an incident, he/she should review the incident that has been 

assigned from Level 1, double check the validity of the incident and figure out if 

there has been prior similar occurrence that can be used as reference to reduce 

workload and improve efficiency. Typical support work from level 2 is: software 

repairing, testing, database diagnoses and so on. If issues still cannot be solved at 

this level, Level 3 support will be involved. 

 

Level 3 Support: 

For common practice this level is normally the highest level for technical 

support. Technicians in this level are experts in the field and should be able not 

only to solve issues but also to foresee future issues and develop new features if 

required. Similar to Level 2 support, once an issue is escalated to this level it 

should be reviewed by the technician first for validation and then for further 

handling. A solution is usually expected from this level; however there might be 

rare cases where an incident is too complex, or cannot be solved without 

changing the basic architecture of the product,. If so, then Level 3 support will 

need to figure out a workaround and contact the original developers of the product 

for solution.  
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Level 4 Support: 

As mentioned, there can be circumstances in which original developers of 

products need to be involved for trouble-shooting; therefore, although not common, 

the fourth level exists but is outside the organization. Technicians in this level 

know the product better than any other, and also are able to modify the product 

better than any other. Nevertheless due to organizational complexity and costs, 

this level of support will be established only for large, expensive and mission 

critical products. 

 

3.5 ITIL Incident Management Process 

“Incident”, as defined by ITIL terminology, refers to “an unplanned interruption 

to an IT service or reduction in the quality of an IT service. Failure of a 

configuration item that has not yet impacted service is also an incident, for 

example failure of one disk from a mirror set” [8, page 376 ]. Incident Management is 

then the process to deal with incidents. The process flow of Incident Management 

suggested by ITIL is shown in Figure 12. 

 

3.5.1 Basic Concepts for Incident Management 

ITIL introduced some basic concepts as the prerequisite for Incident 

Management, enumerating Timescales, Incident Models, and Major Incidents. 

Major Incidents are treated in a separate procedure to reduce overall timescale 
[8]. 

 

Timescales. Timescales should be agreed upon for every stage of incident 

management, based on the targets within SLA (for instance, most commonly, 

response time and resolution time for each level of support and for each incident 
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model). These timescales can then be used for escalations. 

 

Incident Models. This is a series of pre-defined “standard” steps for handling 

a particular type of incident which occurs more often than average, for instance, 

resetting a password. The models should be also reflected or defined in the tools 

used for incident handling[8], so as to achieve certain automation in the process to 

reduce time and efforts. Take Remedy® for example, incident models are defined 

as templates in the system, so that certain fields such as category and priority of 

incidents are automatically filled out, saving the time of technicians from doing it 

manually. 

 

Major Incidents. Major Incident is defined as “the highest category of impact 

for an Incident”, which “results in significant disruption to the business” [8, page 379]. A 

separate procedure should be established to handle such kind of incidents for 

faster resolution with more attention to avoid huge impacts or undesired long 

resolution time. Criteria for being a major incident are reflected in incident 

prioritization matrix, which will be described later during the incident management 

process workflow. 
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3.5.2 Incident Management Workflow 

 

Figure 12: ITIL Incident Management Process Workflow
[39]

 

 



40 

 

The ITIL Incident Management Workflow is displayed as in Figure 12. The 

process starts when the Service Desk receives an issue report. An issue can be 

raised via phone, via email or other means by users to Service Desk. It can also 

be reported by technical staff; for example, if they notice something unusual 

during the routine network monitoring they may raise it as an incident. Another 

source of issue reports is from Event Management, which is “any detectable or 

discernible occurrence that has significance for the management of the IT 

Infrastructure or the delivery of IT service and evaluation of the impact a deviation 

might cause to the services” [8, page 67]; typically events are notifications created by 

an IT service, such as planned maintenance events. 

 

Step 1: Incident Identification 

Upon receiving a call/email from users, Service Desk must first identify 

whether it is a valid incident. A user may call the Service Desk to report issues not 

related to technical support or simply request information. In this case technicians 

should be able to make a judgment if it is an incident, and decide whether to 

initiate the incident management process. 

 

Step 2: Incident Logging 

Logging of all incidents is required as a must by ITIL, and certain relevant 

information about the incident should be recorded so that a full historical record is 

available for future reference. Such information may include[8] the elements as 

shown in Table 1: 
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Element Time of Record Updatable? 

Unique reference number Upon creation N 

Incident categorization (often broken down into between 
two and four levels of sub-categories) 

Upon creation Y 

Incident urgency Upon creation Y 

Incident impact Upon creation Y 

Incident prioritization Upon creation Y 

Date/time recorded Upon creation N 

Name/ID of the person and/or group recording the 
incident 

Upon creation N 

Method of notification (telephone, automatic, e-mail, in 
person, etc.) 

Upon creation Y 

Name/department/phone/location of user Upon creation Y 

Call-back method (telephone, mail, etc.) Upon creation Y 

Description of symptoms Upon creation Y 

Incident status (active, waiting, closed, etc.) Upon handling Y 

Related Configuration Item Upon handling Y 

Support group/person to which the incident is allocated Upon handling Y 

Related problem/Known Error Upon handling Y 

Activities undertaken to resolve the incident Upon handling Y 

Resolution date and time Upon resolution N 

Closure category Upon resolution N 

Closure date and time Upon resolution N 

Table 1: Incident Record Elements 

 

Step 3: Incident Categorization 

Categorization of an incident is introduced for accurate allocation of incidents 

to technicians, as well as for future reference and analysis. For example, incidents 

can be categorized as “Hardware”, ”Software”, ”Authorization”, ”Security”, so that 

each type of incident can be assigned to a specific support group. There is no 

“standard” categorization of incidents suggested by ITIL, given that each 

organization can be unique and may have different support organizations so a 

one-size-fit-all categorization might not help. Steps for assisting to identify suitable 

categorization, though, are provided as guidance, including brainstorming 

sessions attended by management and support team, reviewing history records of 

incidents as reference, and trial period of the support service for limited or full 

blown of functionality to see how well the support team performs. 
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Step 4: Incident Prioritization 

This is an important aspect of incident management, which determines how 

much attention the incident will get and how it will be handled. Prioritization of 

incidents normally depends on both the urgency of the incident and the level of 

impact it may cause[8]. ITIL recommended providing clear guidance about incident 

levels to the support staff so that incidents can be handled uniformly. However ITIL 

also noted that priority of incidents may be dynamic, for instance a high priority 

incident can be assigned with lower priority once given a workaround, which can 

reduce the impact of the incident and consequently make it less critical. An 

example of incident priority is shown in Table 2. 

 

Table 2: Sample Priority Coding System 
[8] 

 

 

While prioritizing incidents, if an incident is recognized as a Major Incident, 

then the separate Major Incident handling process should be initiated to deal with 

the incident, instead of following the standard process. 
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Step 5: Initial Diagnosis 

An initial diagnosis is expected from the Service Desk technician upon 

receiving an incident, especially when the incident is reported by users via phone 

and the users are on hold for a possible answer. Technician should try to discover 

the full symptoms of the incident in this stage and determine what has gone wrong 

and how to further deal with it.  

 

Step 6: Incident Escalation 

Functionally, once it is clear that an incident cannot be solved by one level of 

support technicians, it should be escalated to the next level as soon as possible. 

The rules of escalation are normally regulated by the SLA. 

 

Even if an incident is being dealt with at the right support level, it might be 

necessary to inform higher management about the situation, in the event that the 

incident is of great impact (for example Priority 1 incidents).  

 

Rules and timescale for escalating the incident from one level to another 

should be regulated in SLA. If not, then they have to be agreed upon by both 

service providers and the customers. Such agreements need to be embedded 

within the tools used for support service[8]. 

 

Step 7: Investigation and Diagnosis 

To solve an incident, investigation and diagnosis will be needed. ITIL offered 

the following list of actions as guidelines[8]: 
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· Establishing exactly what has gone wrong or being sought by the user 

· Understanding the chronological order of events 

· Confirming the full impact of the incident, including the number and range of 

users affected 

· Identifying any events that could have triggered the incident (e.g. a recent 

change, some user action) 

·  Knowledge searches looking for previous occurrences by searching 

previous Incident/Problem Records and/or Known Error Databases or 

manufacturers‟/suppliers‟ Error Logs or Knowledge Databases. 

 

Details of such activities should be documented in the incident record by the 

supporting tool for historical record completeness and future reference. 

 

Step 8: Resolution and Recovery 

Once a resolution to an incident is identified, it should be properly tested then 

applied. Recovery actions could be taken by user or the technician, depending on 

the scenario. However the resolution and recovery is implemented, the incident 

record should be updated accordingly with all relevant information and details. 

With resolution and recovery, the incident should be passed back to Service Desk 

for final closure. 

 

Step 9: Incident Closure 

Incidents can be closed with a full resolution and users‟ acceptance of 

resolution and agreement to close. Service Desk technicians should check the 

closure categorization (whether the initial categorization of incident is right), user 
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satisfaction (whether users are satisfied with the solution, whether users are 

satisfied with the efficiency of technicians handling the incidents, and whether 

users are satisfied with the attitude of technicians during interacting), and incident 

documentation (if the documentation is complete) before the formal closure. An 

incident can be reopened in case it recurs; however it would be wise to have 

pre-defined rules about “if and when an incident can be re-opened”[8, page 100]. 

 

3.6 ITIL Service Level Management and SLA 

To ensure that IT services can be delivered with an agreed level of quality, 

Service Level Management (SLM) is recommended by ITIL for service contract 

negotiation, service target documentation and service monitoring as well as 

reporting. The negotiated contract, Service Level Agreement (SLA), contains the 

targets and quality measurements for the expected service, which should be a 

mutual understanding between the service provider and receiver.  

 

The emphasis on SLA is that it ought to be mutually beneficial for both parties 

instead of “used as a way of holding on side or the other to ransom” [32, page 111]. To 

be mutual and valid, conditions that cannot be monitored or measured should not 

be included in SLAs, else it would result in disputes or a “blame culture” [32, page 111]. 

 

Once an SLA is documented and agreed upon, both the service provider and 

customer should monitor the service performance against SLA, to validate the 

proposed targets for the service.  

 

Reporting mechanisms are also a valid part of SLA, defining report intervals 
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and formats for SLA monitoring and evaluation. Such periodic reports “incorporate 

details of performance against all SLA targets, together with details of any trends 

or specific actions being undertaken to improve service quality”[32, page 123]. 

Gathering the resource and compiling the reports can be very time-consuming, 

therefore “the extent, accuracy and ease with which automated reports can be 

produced” [32, page 123] is mentioned by ITIL as a criteria for selecting the supporting 

tools.  

 

For incident handling, it is essential that the “targets included in SLAs are the 

same as those included in Service Desk tools and used for escalation and 

monitoring purposes”[32, page 119], else the contractual parties could end up 

measuring something other than what has been agreed within SLA. In this case it 

would be hard to judge whether the SLA targets have been met or not. Proposed 

metrics for monitoring and reporting the efficiency and effectiveness of the 

Incident Management Process by ITIL are listed below. 

 

Service Status: 

· Total numbers of Incidents (as a control measure for the overall  incident 

handling capacity) 

· Breakdown of incidents at each stage (e.g. ”Assigned”, ”WiP”, ”Closed”, 

etc.) 

· Number of major incidents and their percentage to total number of incidents 

 

Operation Performance: 

· Size of current incident backlog 
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· Mean elapsed time to achieve incident resolution or circumvention, broken 

down by impact code 

· Percentage of incidents handled within agreed response time (incident 

response-time targets may be specified in SLAs, for example, by impact 

and urgency codes) 

· Number of incidents reopened and as a percentage of the total 

· Number and percentage of incidents incorrectly assigned 

· Number and percentage of incidents incorrectly categorized 

 

Capacity Analysis: 

· Percentage of Incidents closed by the Service Desk without reference to 

other levels of support (often referred to as „first point of contact‟) 

· Number and percentage of the incidents processed per Service Desk agent 

· Number and percentage of incidents resolved remotely, without the need for 

a visit 

· Number of incidents handled by each Incident Model 

· Breakdown of incidents by time of day, to help pinpoint peaks and ensure 

matching of resources. 

 

Cost Management: 

· Average cost per incident 

 

These metrics will be used in the following chapters as the base for SLA 

adherence evaluation. 
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4. Remedy® Incident Management 

 

Remedy® aligned its product process as close as possible with ITIL. The 

Incident Management process of Remedy® thus follows the ITIL Incident 

Management framework design.  

 

4.1 Ticket 

An incident is reflected as a “ticket”5 in the Remedy® system. A ticket 

contains “information about support interventions made by technical support staff, 

or third parties on behalf of an end user who has reported an incident that is 

preventing them from working with their computer as they would expect to be able 

to” [46, Ticket (support)]. Handling an incident then is reflected in the Remedy® system 

as the process of handling a ticket.  

 

Table 3 lists the information that ITIL considers essential for an incident record; 

the corresponding data fields of a Remedy® ticket are given in the second column. 

The data fields are also marked by ID in Figure 13 and Figure 14 with the 

Remedy® Incident Management interface. 

 

 

 

 

                                                        
5 These tickets are so called because of their origin as small cards within a typical wall mounted work planning system 

when this kind of support started Operators or staff receiving a call or query from a user would fill out a small card with 

the users details and a brief summary of their request and place it into a position (usually the last) in a column of 

pending slots for an appropriate engineer, thus determining the staff member who would deal with the query and the 

priority of the request 
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ID ITIL Incident Record Information Remedy® Ticket Data Field 

1 Unique reference number Ticket ID 

2 Incident categorization Classification, Component,  

Component Type 

3 Incident urgency Priority 

4 Incident impact Priority 

5 Incident prioritization Priority 

6 Date/time recorded Timestamp 

7 Name/ID of the person and/or 

group recording the incident 

Owner (First Name, Last Name, 

etc.) 

8 Method of notification Source 

9 Name/department/phone/location 

of user 

Caller (First Name, Last Name, , 

Department, Email, etc.) 

10 Call-back method Notification Via 

11 Description of symptoms Short Description, Details 

12 Incident status Assign, Work In Progress, Sleep, 

Solve, Close 

13 Related Configuration Item Activities CI 

14 Support group/person to which 

the incident is allocated 

Assignee 

15 Related problem/Known Error Ref. No. 

16 Activities undertaken to resolve 

the incident 

Activities, Log Diary 

17 Resolution date and time Timestamp 

18 Closure category Classification, Component,  

Component Type 

19 Closure date and time Timestamp 

Table 3: Mapping of ITIL Incident Record Information and Remedy® Ticket Data Field 



 

 

 

Figure 13: Sample Remedy® Ticket Information Fields 1 

5
0
 



 

 

 

Figure 14: Sample Remedy® Ticket Information Fields 2 

5
1
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Classification, Component, Component Type. This is a sample three level 

classification of incident defined by the support organization, as illustrated in 

Figure 15. The three data fields are normally filled with pre-defined values for 

uniformity, depending on the demand of the users or organization of support 

team. 

 

Figure 15: Sample Remedy® Three-level Classification 

 

Priority. Priority of a ticket reflects the agreed priority matrix in SLA, which is 

determined by incident urgency and incident impact. Figure 16 shows an 

example of a four-level priority.  
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Figure 16: Sample Ticket Priority Matrix 
[42]

 

 

Timestamp. For every activity upon a ticket, Remedy® can record the 

timestamp of when the activity takes place. For example, Ticket Closure date 

and time will be recorded by the system when the status of the ticket is 

changed to “Closed”.  

 

Owner. This field refers to the owner of a ticket, normally the one who logged 

the ticket. 

 

Caller. This field refers to the raiser of a ticket, normally the user who reported 

the incident. 

 

Status. Process of handling the ticket is mirrored as the status of the tickets, 

which can be “Assigned”, “Work In Progress” (WiP), “Solved”, “Closed” or 
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“Sleep”. A possible flow of status is shown as in Figure 17 below: 

 

 

Figure 17: Sample Ticket Status Flow 

 

Log Diary. This is a text field that allows technicians to input any text for 

communication or history recording.  

 

4.2 Ticket Handling 

The ticket handling process in Remedy® can be mapped with ITIL Incident 

Management Process step by step. 

 

Step 1: Incident Identification 

Upon receiving a call/email from user, the technician has to judge 

whether the user is reporting an incident, or making a service request. If it 

is an incident, then in the Remedy® system the technician opens a ticket 
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by choosing “Incident”; otherwise, the technician chooses “Request”. 

 

Step 2: Incident Logging 

By opening a ticket, the technician added a record to the ticket 

database. Remedy® provides standard templates for Incident Models 

These templates have certain fields already filled out for a given type of 

frequent incident. When a technician encounters one of these incidents, 

using the standard templates not only saves time tin completing the ticket 

information but also reduces human errors such as assigning the wrong 

categorization. 

 

Step 3: Incident Categorization 

The technician should fill out the Classification, Component, 

Component Type of the ticket, or choose the corresponding template type. 

Step 4: Incident Prioritization 

The technician needs to choose a pre-defined priority for the ticket 

depending on the urgency and impact of the incident. 

 

Step 5: Initial Diagnosis 

The technician who logged the ticket will perform an initial diagnosis of 

the incident, noting down anything that is helpful for solving the incident in 

the Log Diary. Normally, doing initial diagnosis means someone is actually 

working on the ticket, hence the status of the ticket should be changed to 

“Work In Progress” by clicking on the status button of “WiP”. 

 

Step 6: Incident Escalation 
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If the technician dealing with the ticket cannot resolve it within the 

target timescale, then he/she must “Assign” it to the next support level.  

 

Step 7: Investigation and Diagnosis 

The process of investigation and diagnosis of tickets can also be 

documented in the Log Diary. 

 

Step 8: Resolution and Recovery 

Once a resolution is given, the status of a ticket should be set to 

“Solved” by the technician and waiting for owner to set the status to “Close”. 

The resolution method should be logged in the field of “Way of Solution”. 

 

Step 9: Incident Closure 

The owner of a ticket is responsible for contacting the caller of the ticket 

and reach for an agreement to close the ticket. Once the caller can accept 

the resolution and agree to close, the technician should change the status 

of the ticket to “Close”. 

 

Normally Steps 1-6 are performed by one technician. With escalation 

(assign the ticket to other people/group) the technician involves more people in 

the incident handling process. An example flow chart of the process is shown 

in Figure 18. 
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Figure 18: Sample Ticket/Incident Handling Flow Chart 
[5]
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5. SLA Reporting and Deficient Business Scenarios  

5.1 Reporting Methods 

To examine the service level and report on SLA adherence with regard to 

Incident Management, certain data need to be extracted from Remedy® as the 

basis of the analysis. There are two ways of extracting data from Remedy®: 

Searches and Reports.  

 

The Search feature can give some simple statistics based on given 

parameters such as time, categories or status; for example how many tickets 

of a specific category have been closed during the past month. The built-in 

Report function is also available for both Remedy predefined reports (e.g. 

Dashboard Reports) and custom reports[6]. Figure 19 shows some examples of 

how to get statistical data from Remedy®.

 

 

Figure 19: Sample Search and Report function of Remedy® 
[6] 
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For the metrics ITIL proposed for monitoring Incident Management 

process (refer to Chapter 3.6), most of the data can be drawn from Remedy® 

either by searches (example as in Figure 20) or reports (example as in Figure 

21), without much manual calculation.  

 

 

Figure 20: Sample Remedy® Search Function 



 

 

 

 

 

Figure 21: Sample Remedy® Dashboard Report 

6
0
 



61 

 

Another Remedy® product, BMC Remedy Service Management Suite, 

contains a module for Service Level Management in which SLA data (for example 

response time, resolution time, escalation rules) can be defined. The SLM module 

has an interface with the Incident Management module therefore reports 

comparing incident handling to SLA criteria can be automatically generated. Since 

Remedy Service Desk: Incident Management and Remedy Service Management 

Suite are two different products, it is not necessary for organizations to purchase 

both. The scope of this paper is restricted to the functionality of Remedy Service 

Desk: Incident Management only; auto reporting and calculation not available in 

this product will be given manual analysis method in Chapter 6.1. 

 

A sample list of data fields in Remedy® that can be used for SLA data 

calculation is listed in Appendix 2. 

 

5.2 Deficient Scenarios and Counter Measures 

If the tickets were correctly logged following the process described in the 

previous chapters, the data extracted from Remedy® would be sufficient for SLA 

reporting. However if the actual business practice does not closely map to the 

standard process flow, then the data may not reflect the desired information, or 

could need significant manual manipulation for accurate reporting. Some 

examples of such deficient business scenarios are illustrated below, together with 

counter measures to identify how to modify the Remedy® data or process to align 

them as close as possible to a common calculation method for SLA reporting as 

discussed in Chapter 6. 

 



62 

 

Scenario A: Abandoned Calls 

When users report an incident by phone and are asked to hold while the 

Service Desk technician searches for resolution, some of them may drop off the 

call before getting an answer.  

 

ITIL recommends to fully log all incidents, so if such incidents are logged in 

Remedy® the ticket would be marked as Closed directly after creation. However 

during SLA reporting, these kind of tickets, have to be eliminated for certain 

calculations depending on management requirements, for instance requesting 

statistics upon all incidents excluding abandoned calls to evaluate the average 

efforts spent by technicians on each incident.  

 

Consider the metric “percentage of Incidents closed by the Service Desk 

without reference to other levels of support” for example. Abandoned calls do not 

reflect the ability of Service Desk technicians to solve issues; therefore they 

should not be included. In contrast, for the “number and percentage of the 

incidents processed per Service Desk agent”, abandoned calls should be counted 

in because they are also part of the workload of support technicians. 

 

Counter Measures:  

Define a standard template for abandoned calls, with the StatusAttribute or 

any designated field marked as “Abandoned Call”. When drawing from Remedy® 

this field can be used as a search criterion to eliminate or include the counting of 

abandoned calls. This way also saves the time for support technicians to fill out 

the ticket form manually since some data fields can be automatically filled in 

templates. During SLA evaluation the number of abandoned calls can also be 
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reported, since high call abandon rate may suggest long time for users to be held 

on the line, which could resulted by lack of technicians or untimely handling of 

incidents.  

 

Scenario B: Hypogenous Support Staff 

If in the support groups there are external support service suppliers involved, 

their performance would need to be evaluated against the SLA negotiated 

separately for the external supplier, independent of the overall SLA for the 

performance of support team as a whole. If the external support technicians only 

exist in one support level, as demonstrated in Figure 22, the calculation of SLA 

reporting data would be pretty much the same as the calculation for overall data, 

but with an extra restriction to the search results to external support groups.  

 

Figure 22: Sample Support Organization with External Service Members 1 
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If the external support technicians are distributed in different support levels, as 

shown in Figure 23, the calculation of some SLA reporting data would require 

additional manual manipulation. The mixture of internal and external processing of 

tickets makes it hard to differentiate the effort on each team of support technicians. 

In the case shown in Figure 23 for example, Service Desk routed a ticket to 

Service Group C (which is external) and later escalated to Service Group X 

(internal). When the ticket was resolved, the resolution consisted of the efforts of 

both groups. Therefore resolution time of tickets by third party is not possible to 

derive without overwhelming manual calculation of each timestamp associated 

with assignment of a ticket between the internal and external groups  

 

 

Figure 23: Sample Support Organization with External Service Members 2 
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Counter Measures: 

In this case, the SLA should take into consideration that certain commonly 

used data do not apply to some external support services, for instance resolution 

time. Instead, response time and incident resolution rate per technician are more 

pertinent indicators. 

When extracting the reporting data, the results have to be restricted to specific 

groups if needed. For example, to report on the total tickets handled by the whole 

support team, the number can be obtained by adding up the tickets of all status. If 

the tickets are restricted to the ones that have been assigned to the external 

support groups (in the example shown in Figure 22, the Group X, Y and Z) then 

the number reflects the total tickets that have been handled by the external 

support groups. 

 

Scenario C: Third Party Involvement 

 

Figure 24: Sample Support Organization with Third Party Involvement 
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Sometimes support groups depend on third parties for service, or to provide 

infrastructure for the service, as shown in Figure 24. Suppose that a HP server is 

broken and the incident has been raised to Level 3 Support, who found that the 

CPU of the server needs to be changed. Level 3 Support then contacts HP to fix or 

change the CPU, however they will have no control over the service level of HP. 

Support service in this case is dependent on the performance of third party 

service/product providers. However, since the third party is not a contractual party 

of an SLA, the SLA would have no governance power over the quality of service 

from third party. 

 

Counter Measures: 

The involvement of third party processing incidents can be reflected by setting 

the ticket status to “Sleep”. When reporting on such tickets, depending on 

requirement, the status can be eliminated from the results. For example, 

resolution time for such a ticket should be calculated without the time when the 

ticket has been put to sleep, given during that period it is not the support team‟s 

responsibility but rather the third party's. 

 

Scenario D: Customer/User Interaction 

This scenario is similar to Scenario C, but instead of depending on third party 

suppliers, the resolution of incidents depends on input from or cooperation with 

users or customers.  
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Figure 25: Sample Support Organization with Customer/User Interaction 

 

 

Counter Measures: 

Also, similar to Scenario C, putting ticket‟s status to “Sleep” can help in 

eliminating undesired data from reporting. However, customers and users are part 

of the contractual parties of SLA, so their obligation to assist and enhance the 

overall service performance can also be regulated in SLA.  

 

Scenario E: Late Detection of Service Request6 

Even with a process step of identifying that a call is an incident before creating 

a ticket for the incident, due to technician knowledge level of other reasons, it 

could still happen that only upon escalation to second or third level support is it 

detected that an incident should be a request. 

 

                                                        
6 Service Request: compared to incident, requests are not disruptions of business process but a planned process or 

procedure ready to be executed, for example adding a new component to a software application. 
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Remedy® provides support to Derive a Request from an Incident for such a 

scenario, however the derived incident would not be able to be closed. When it 

comes to reporting, this kind of incident would become noise in the statistics. 

Since those tickets cannot be closed, if searches are performed to retrieve 

un-closed incidents, those tickets would always show up in the search results until 

the derived request is closed. 

 

Counter Measures: 

Remedy® could have these kinds of incidents closed upon derivation and list 

the incident ticket ID in the reference field of the newly derived request ticket. For 

SLA reporting, such tickets should be eliminated from certain data. "Total number 

of resolved tickets" would be an example, since the incidents are not really 

resolved but dealt with as request tickets. 

 

Scenario F: Dispatching and Ticket Routing 

Some companies choose to have a dispatcher to route the tickets between 

support levels, as shown in Figure 26, to reduce human error during escalation of 

tickets among different levels, for instance a technician wrongly assigns a ticket to 

another technician.  

 

Remedy® does not have a specific role for dispatchers in the system; the 

dispatchers either have the same authorization as other technicians in the same 

level or are grouped as other service groups. Given no specific role to distinguish 

the dispatchers, when calculating data such as incidents handled per technician, 

the numbers for dispatchers would be higher since all incidents route through 
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them. If such numbers are included for calculating the average then the data will 

not be accurate.  

 

Figure 26: Sample Support Organization with Dispatcher/Dispatcher Groups 

 

Counter Measures: 

Remedy® could have a special role for dispatchers, and exclude their 

activities from some of the SLA measurements. Then when calculating certain 

data, the data from dispatchers or the dispatcher service group should be 

eliminated.  

 



70 

 

6. Sample SLA Reporting  

6.1 ITIL SLA Reporting Metrics Calculation 

Given the data available in Remedy®, the metrics suggested by ITIL for SLA 

performance adherence reporting as listed in Chapter 3.6 can all be calculated 

directly by search results or indirectly with certain workarounds. Calculation 

methods are given below. Remedy® is a highly customizable system so the 

calculation could be different depending on configuration. Some of the following 

calculations use sample configurations for demonstration.  

 

Indicator 1: Total numbers of Incidents (as a control measure) 

Search: 

Select Tickets with Status = “Assigned”, “WIP”, “Sleep”, “Solved” or “Closed” (if 

needed also limit to a certain period of time), then count the number of tickets. 

Certain items should be excluded from the results if needed, for example incidents 

derived to requests.

 

Indicator 2: Breakdown of incidents at each stage 

(e.g. ”Assigned”, “WiP”, “Closed” etc.) 

Available in Dashboard Report (sample as shown in Figure 27) 

 

Indicator 3: Size of current incident backlog 

Search: 

Select Tickets with Status = “Assigned”, “WiP”, “Sleep” or “Solved” (if needed also 
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limit to a certain period of time), then count the number of tickets. 

 

Indicator 4: Number and percentage of major incidents 

Search  

(depends on the definition of “Major Incident”; for this example, use P1 incidents): 

Select Tickets with Priority = 1 (if needed also limit to a certain period of time), 

then count the number of tickets. 

Divide the calculated number by the total number of ticket to get the percentage. 

 

Indicator 5:  

Mean elapsed time to achieve incident resolution or circumvention, broken down 

by impact code 

Search  

(depends on the definition of “resolution time” of each organization; in this case for 

example define resolution time as the time between a ticket‟s status change to 

“WiP” and the ticket‟s status change to “Solved”): 

Get the timestamp of each ticket when its status is changed to “WiP” and the 

timestamp when the status is changed to “Solved” (if needed also limit to a certain 

period of time), then calculate the difference as resolution time. Certain periods of 

time should be excluded from the results if needed, for example, time of the status 

"Sleep". 

Use the calculated number to divide the total number of tickets to get the mean. 

 

Indicator 6:  

Percentage of incidents handled within agreed response time (incident 
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response-time targets may be specified in SLAs, for example, by impact and 

urgency codes) 

Search 

(depends on the definition of “response time” for each organization; in this case for 

example define response time as the time between a ticket has been created and 

the ticket‟s status change to “WiP”): 

Get the timestamp of each ticket when it has been created and the timestamp 

when the status is changed to “WiP” (if needed also limit to a certain period of 

time), then calculate the difference as response time. 

Count the number of tickets whose response time is within the targeted response 

time range as agreed in SLA, then divide it by the total number of tickets to get the 

percentage. 

 

Indicator 7: Average cost per incident 

Search: 

Search for the total number of incidents to divide the total cost (if needed also limit 

to a certain period of time). 

 

Indicator 8:  

Number of incidents reopened and as a percentage of the total 

Search  

(depends on whether it is configured in the system to allow reopened tickets): 

Search for tickets the last timestamp of which is larger than the timestamp of first 

status change to “Closed”. Count the number of search results 

Divide the calculated number by the total number of ticket to get the percentage.  
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Indicator 9: Number and percentage of incidents incorrectly assigned 

No direct search or report available. Workaround: 

For each wrongly assigned ticket, note in the field Log Diary or Status attribute 

that it is wrongly assigned. When searching for these tickets then use a full text 

search for the pre-defined keyword (for example: “wrong assignment”) on the field. 

Count the number of returned search results. 

Divide the calculated number by the total number of ticket to get the percentage.  

 

Indicator 10:  

Number and percentage of incidents incorrectly categorized 

Search: 

Search for tickets which have the record of activity of modifying Category, 

Component or Component Type more than once, meaning the tickets have been 

categorized multiple times. Count the number of returned search results. 

Divide the calculated number by the total number of ticket to get the percentage. 

 

Indicator 11:  

Percentage of Incidents closed by the Service Desk without reference to other 

levels of support (often referred to as „first point of contact‟). 

Search: 

Search for tickets which have only been assigned to Groups that are defined for 

Service Desk. Count the number of search results.  

Divide the calculated number by the total number of ticket to get the percentage.  
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Indicator 12:  

Number and percentage of the incidents processed per Service Desk agent 

Search: 

Search and group the tickets by Owner. Count the number of tickets for each 

owner. Certain items should be excluded from the results if needed, for example 

dispatchers. 

Divide the calculated numbers by the total number of ticket to get the percentage.  

 

Indicator 13:  

Number and percentage of incidents resolved remotely, without the need for a visit 

No direct search or report available. Workaround: 

For each ticket resolved remotely (or conversely, for each ticket resolved on-site), 

note in the field Log Diary or Way of Resolution that it is resolved remotely (or 

on-site). When searching for such kind of tickets then use a full text search for the 

pre-defined keyword (for example: “Off-site” or “On-site”) on the field. Count the 

number of returned search results. 

Divide the calculated number by the total number of ticket to get the percentage.  

 

Indicator 14:  

Number of incidents handled by each Incident Model 

Search:  

(depends on how many levels an organization categorizes incidents; in this case 

assume one level, by the field of Classification): 

Search and group the tickets by Classification. Count the number of tickets for 

each kind of Classification value. 
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Indicator 15:  

Breakdown of incidents by time of day, to help pinpoint peaks and ensure 

matching of resources. 

Search: 

Search and group the tickets by timestamp of creation. Count the number of 

tickets for each timeslot; an interval of 2 hours is used as an example in this paper. 

In real world business practice the interval can be determined depending on the 

business hours, management reporting demand or as defined in SLAs. 
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Figure 27: Sample Remedy® Dashboard Report 

 

6.2 Sample Report 

With the calculated indicator data to measure SLA performance and 

adherence, a sample report can be build for both the service provider and the 

customer to review. Since the scope of this paper is restricted to Incident 
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Management related SLA reporting, other aspects of SLA reports figures such as 

system availability, database growth are not included in the sample report. 

 

SAMPLE REPORT FOR SLA ADHERENCT EVALUATION 

 

Reporting Period: XXXX-XX-XX to XXXX-XX-XX (YYYY-MM-DD) 

SLA Reference: XXXXXXXX 

 

Service Summary: 

…… 

 

Service Status: 

Numbers of Incidents: Indicator 1 data 

Current Incident Backlog: Indicator 3 data 

Number and percentage of major incidents: Indicator 4 data 

 

Operation Performance: 

Percentage of incidents handled within agreed response time: Indicator 6 data 

Number of incidents reopened and as a percentage of the total: Indicator 8 

data 

Number and percentage of incidents incorrectly assigned: Indicator 9 data 

Number and percentage of incidents incorrectly categorized: Indicator 10 data 
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Capacity Analysis: 

Percentage of Incidents closed by the Service Desk without reference to other 

levels of support: Indicator 11 data 

Number and percentage of the incidents processed per Service Desk agent: 

Indicator 12 data 

Number and percentage of incidents resolved remotely, without the need for a 

visit: Indicator 13 data 
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Cost Management  

Average cost per incident: Indicator 7 data 

 

Overall SLA Adherence: 

 

 

Contact: 

 Incident Manager: … Phone: … 

 Service Manager: … Phone: … 
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7. Discussion and Conclusion 

Based on the ITIL best-practice Incident Management Process and Service 

Level Management, this paper examines in detail the Incident Management 

process in Remedy® and how the data extracted from Remedy® can be used to 

evaluate and report on SLA adherence performance.  

 

Some scenarios which might result in errors in Remedy® SLA reporting are 

also demonstrated in this paper, together with counter measures, which could be 

used as a reference for actual business practice.  

 

7.1 Problems and Limitations 

More and newer frameworks and standards for technical support service are 

gaining recognition in the market; yet this paper bases its research and evaluation 

purely on the ITIL framework.  

 

Although Remedy® is recognized as the market lead for the support service 

tool, there are a lot of similar tools in the market as well. Web-based incident 

tracking tools are gaining popularity but are not analyzed in this paper. 

 

Technical support service can include many processes besides Incident 

Management, for example Change Management, Event Management, Problem 

Management, and Capacity Management., Each of them can be defined and 

measured by Service Level Management. The scope of this paper is restricted to 
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Incident Management. 

 

7.2 Recommendations for Future Studies 

Overall, the objectives of this paper have been achieved. For future studies 

the scope can be expended to other technical support service frameworks and 

systems. Within the focus on ITIL and Remedy® the topic can also be broaden to 

other processes than Incident Management.  
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Appendix 1: ITIL Sample Service Level Agreement 

 

SERVICE LEVEL AGREEMENT (SLA – Sample) [32] 

 
This agreement is made between 

................................................................. 

And 

................................................................. 

 

The agreement covers the provision and support of the ABC services 

which.....(brief service description). 

 

This agreement remains valid for 12 months from the (date) until (date). The 

agreement will be reviewed annually. Minor changes may be recorded on the form 

at the end of the agreement, providing they are mutually endorsed by the two 

parties and managed through the Change Management process. 

 

Signatories: 

 

Name.......................................Position........................................Date............... 

Name.......................................Position........................................Date............... 

 

Service description: 

The ABC Service consists of.... (a fuller description to include key business 

functions, deliverables and all relevant information to describe the service and its 

scale, impact and priority for the business). 

 

Scope of the agreement: 

What is covered within the agreement and what is excluded? 

 

Service hours: 

A description of the hours that the customers can expect the service to be 

available (e.g. 7 × 24 × 365, 08:00 to 18:00 – Monday to Friday). Special 

conditions for exceptions (e.g. weekends, public holidays) and procedures for 
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requesting service extensions (who to contact – normally the Service Desk – and 

what notice periods are required). 

This could include a service calendar or reference to a service calendar. Details of 

any pre-agreed maintenance or housekeeping slots, if these impact on service 

hours, together with details of how any other potential outages must be negotiated 

and agreed – by whom and notice periods etc. 

Procedures for requesting permanent changes to service hours. 

 

Service availability: 

The target availability levels that the IT service provider will seek to deliver within 

the agreed service hours. Availability targets within agreed service hours, normally 

expressed as percentages (e.g. 99.5%), measurement periods, method and 

calculations must be stipulated. This figure may be expressed for the overall 

service, underpinning services and critical components or all three. However, it is 

difficult to relate such simplistic percentage availability figures to service quality, or 

to customer business activities. It is therefore often better to try to measure 

service unavailability in terms of the customer‟s inability to conduct its business 

activities. For example, „sales are immediately affected by a failure of IT to provide 

an adequate POS support service‟. This strong link between the IT service and the 

customer‟s business processes is a sign of maturity in both the SLM and the 

Availability Management processes. 

Agreed details of how and at what point this will be measured and reported, and 

over what agreed period should also be documented. 

 

Reliability: 

The maximum number of service breaks that can be tolerated within an agreed 

period (may be defined either as number of breaks e.g. four per annum, or as a 

Mean Time Between Failures (MTBF) or Mean Time Between Systems Incidents 

(MTBSI)). 

Definition of what constitutes a „break‟ and how these will be monitored and 

recorded. 

 

Customer support: 

Details of how to contact the Service Desk, the hours it will be available, the hours 
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support is available and what to do outside these hours to obtain assistance (e.g. 

on-call support, third-party assistance etc.) must be documented. The SLA may 

also include reference to internet/Intranet Self Help and/or Incident logging. 

Metrics and measurements should be included such as telephone call answer 

targets (number of rings, missed calls etc.) 

Targets for Incident response times (how long will it be before someone starts to 

assist the customer – may include travelling time etc.) 

A definition is needed of „response‟ – Is it a telephone call back to the customer or 

a site visit? – as appropriate. 

Arrangements for requesting support extensions, including required notice periods 

(e.g. request must be made to the Service Desk by 12 noon for an evening 

extension, by 12 noon on Thursday for a week-end extension) Note. Both Incident 

response and resolution times will be based on whatever incident impact/priority 

codes are used – details of the classification of Incidents should also be included 

here. 

Note. In some cases, it may be appropriate to reference out to third-party contacts 

and contracts and OLAs – but not as a way of diverting responsibility. 

 

Contact points and escalation: 

Details of the contacts within each of the parties involved in the agreement and the 

escalation processes and contact points. This should also include the definition of 

a complaint and procedure for managing complaints. 

 

Service performance: 

Details of the expected responsiveness of the IT service (e.g. target workstation 

response times for average, or maximum workstation response times, sometimes 

expressed as a percentile – e.g. 95% within two seconds), details of expected 

service throughput on which targets are based, and any thresholds that would 

invalidate the targets). 

This should include indication of likely traffic volumes, throughput activity, 

constraints and dependencies (e.g. the number of transactions to be processed, 

number of concurrent users, and amount of data to be transmitted over the 

network). This is important so that performance issues that have been caused by 

excessive throughput outside the terms of the agreement may be identified. 
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Batch turnaround times: 

If appropriate, details of any batch turnaround times, completion times and key 

deliverables, including times for delivery of input and the time and place for 

delivery of output where appropriate. 

 

Functionality (if appropriate): 

Details of the minimal functionality to be provided and the number of errors of 

particular types that can be tolerated before the SLA is breached. Should include 

severity levels and the reporting period. 

 

Change Management: 

Brief mention of and/or reference out to the organization‟s Change Management 

procedures that must be followed – just to reinforce compliance. Also targets for 

approving, handling and implementing RFCs, usually based on the category or 

urgency/priority of the change, should also be included and details of any known 

changes that will impact on the agreement, if any. 

 

Service Continuity: 

Brief mention of and/or reference out to the organization‟s Service Continuity 

Plans, together with details of how the SLA might be affected or reference to a 

separate Continuity SLA, containing details of any diminished or amended service 

targets should a disaster situation occur. Details of any specific responsibilities on 

both sides (e.g. data backup, off-site storage). Also details of the invocation of 

plans and coverage of any security issues, particularly any customer 

responsibilities (e.g. coordination of business activities, business documentation, 

backup of freestanding PCs, password changes). 

 

Security: 

Brief mention of and/or reference out to the organization‟s Security Policy 

(covering issues such as password controls, security violations, unauthorized 

software, viruses etc.). Details of any specific responsibilities on both sides (e.g. 

Virus Protection, Firewalls). 

Printing: 

Details of any special conditions relating to printing or printers (e.g. print 
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distribution details, notification of large centralized print runs, or handling of any 

special high-value stationery). 

 

Responsibilities: 

Details of the responsibilities of the various parties involved within the service and 

their agreed responsibilities, including the service provider, the customer and the 

users. 

 

Charging (if applicable): 

Details of any charging formulas used, charging periods, or reference out to 

charging policy documents, together with invoicing procedures and payment 

conditions etc. must be included. This should also include details of any financial 

penalties or bonuses that will be paid if service targets do not meet expectations. 

What will the penalties/bonuses be and how will they be calculated, agreed and 

collected/paid (more appropriate for third-party situations). If the SLA covers an 

outsourcing relationship, charges should be detailed in an Appendix as they are 

often covered by commercial in-confidence provisions. 

It should be noted that penalty clauses can create their own difficulties. They can 

prove a barrier to partnerships if unfairly invoked on a technicality and can also 

make service provider staff unwilling to admit to mistakes for fear of penalties 

being imposed. This can, unless used properly, be a barrier to developing effective 

relationships and problem solving. 

 

Service reporting and reviewing: 

The content, frequency, content, timing and distribution of service reports, and the 

frequency of associated service review meetings. Also details of how and when 

SLAs and the associated service targets will be reviewed and possibly revised, 

including who will be involved and in what capacity. 

 

Glossary: 

Explanation of any unavoidable abbreviations or terminology used, to assist 

customer understanding. 

 

Amendment sheet: 
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To include a record of any agreed amendments, with details of amendments, 

dates and signatories. It should also contain details of a complete change history 

of the document and its revisions. 

It should be noted that the SLA contents given above are examples only. They 

should not be regarded as exhaustive or mandatory, but they provide a good 

starting point. 
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Appendix 2: Sample Fields Searchable in Remedy® 

Field Searchable Value 

Caller: 

Department 

Email 

Feedback 

First Name 

Last Name 

Notification 

Notification Via 

Phone 

 

Full text 

Full text 

Full text 

Full text 

Full text 

Value List 

Value List 

Full text 

Owner: 

Building 

Changed 

CostCenter 

Department 

Email 

First Name 

Floor 

Language 

LastName 

Location 

Phone 

Plant 

Room/Cube 

UserID 

 

Full text 

Boolean 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Indexed Number 

Organization: 

City 

Code 

Country 

Country Code 

Email 

Fax 

 

Full text 

Value List 

Full text 

Full text 

Full text 

Full text 
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Language 

Name 

Phone 

Status 

Street 

Type 

ZIP Code 

Full text 

Full text 

Full text 

Value List 

Full text 

Full text 

Full text 

Ticket Data: 

Assigned to Group 

Assigned to Individual 

Classification 

Client 

Component 

Component Type 

External 

Priority 

Ref No 

SLA Time 

Schedule 

Short Description 

Source 

Status 

Status Attribute 

Submitter Group 

Ticket ID 

 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Value List 

Full text 

Full text 

Full text 

Full text 

Value List 

Value List 

Full text 

Full text 

Indexed Number 

Process: 

Name 

Phase 

Status 

Step 

 

Full text 

Value List 

Value List 

Full text 

Equipment: 

Asset ID 

Changed 

 

Full text 

Boolean 



90 

 

Class 

Comment 

Computername 

Costcenter 

HW Building 

HW Plant 

IP Address 

LU No 

Local ID 

MAC Address 

Operation System 

SLA Code 

Serial No 

Service No 

Type 

Virtual Equipment No 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Full text 

Custormer: 

Cellphone 

Fax 

Internal Code 

Remark 

 

Full text 

Full text 

Full text 

Full text 

Reporting: 

Changed By Another User 

Escalation Stage 

External SystemID 

External SystemName 

Incoming Message 

Last Modified By 

SLA Name 

Submitter 

Task Activity 

Task Activity Status 

 

Boolean 

Value List 

Full text 

Full text 

Boolean 

Full text 

Full text 

Full text 

Full text 

Full text 
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