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ABSTRACT

NANCY C. BAKER: Methods in Literature-based Drug Discovery

(Under the direction of Bradley M. Hemminger)

This dissertation work implemented two literature-based methods for predieting
therapeutic uses for drugs, or drug reprofiling (also known as drug repositioningyor dru
repurposing). Both methods used data stored in ChemoText, a repository of MeSH term
extracted from Medline records and created and designed to support drug gliscover

algorithms.

The first method was an implementation of Swanson’s ABC paradigm that used
explicit connections between disease, protein, and chemical annotations to fiwdt impli
connections between drugs and disease that could be potential new therapeutic drug
treatments. The validation approach implemented in the ABC study divided the cdopus |
two segments based on a year cutoff. The data in the earlier or baseline psricskd to
create the hypotheses, and the later period data was used to validate the éyp&thaking
approaches were used to put the likeliest drug reprofiling candidates neqr ti¢he
hypothesis set. The approaches were successful at reproducing Swansontsviéek be

magnesium and migraine and at identifying other significant reprofilegsdr



The second literature-based discovery method used the patterns in side effect
annotations to predict drug molecular activity, specifically 5-HT6 binding and dopam
antagonism. Following a study design adopted from QSAR experiments, site effe
information for chemicals with known activity was input as binary vectors iagsification
algorithms. Models were trained on this data to predict the molecular activitgn Ye
best validated models were applied to a large set of chemicals in a viraeliag step, they
successfully identified known 5-HT6 binders and dopamine antagonists based soléé/ on s

effect profiles.

Both studies addressed research areas relevant to current drug discoveryh and bot
studies incorporated rigorous validation steps. For these reasons, the text nethiodsm
presented here, in addition to the ChemoText repository, have the potential to be adopted i

the computational drug discovery laboratory and integrated into existingtgoolse
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1. RESEARCH GOALS AND BACKGROUND

1.1 Research questions and their significance

The biomedical literature is a rich source of information about the activity g @nu
biological systems. This information, once extracted and stored in a usable tmuhd
potentially guide researchers in their search for new safe and\effdatig therapies. Itis
therefore no surprise that text mining techniques are increasingly apptiesl¢hemical
literature to extract this important information. But information exiwaas only the first
step. For literature to be useful in drug discovery, terms pulled from tlauitemust be
used as input to some drug discovery algorithm. This dissertation investigatesohid s

step in the process: what to do with the extracted information.

The broad research question motivating this work is:

How can information extracted from the biomedical literature be used in drug

discovery?

This work will approach the broad question by concentrating on two specific

methodologies. The research questions at the center of this dissertation are:

1. Can an extended and improved implementation of Swanson’s ABC

paradigm be used to predict new uses for existing drugs?

2. Can patterns in side effect annotations be used to predict a drug’s

molecular activity?



These are significant questions because, if they can be answered in thatigéirm
literature-based discovery may acquire an accepted place alongsidelitienal methods
employed in the computational drug discovery laboratory. Currently few imptatiens of
literature-based discovery are seen in day to day practice in the labodatspite the

increasing interest in literature mining seen in recent years.

Robust validation is key to acceptance. It has been suggested that inadequate
validation is one reason why Swanson’s ABC approach, introduced to great extitemr
20 years ago, has received little notice outside the information science cdayn(BeRhuis,
2006; Torvik, Renear, Smalheiser, & Marshall, 2009). In this research, thexefiddation
will play a vital role, and one that should help foster greater acceptameédife drug

research community.

1.1.1 Motivation

The discovery and development of new medicines is an expensive and high-risk
endeavor. It was recently estimated that for drugs that reached|dlirailsabetween 1989
and 2002, the average cost per drug was over $800 million (Adams & Brantner, 2066).
when a drug has been approved for marketing, there is no guarantee it will bess.succ
Many drugs are pulled from the market because of adverse side effectsnibicet al.,

2007).

To address these challenges, researchers are increasinglyg mséiof data and
computational methods to learn as much as they can about bedongit undergoes
expensive laboratory or clinical testing. This means analyzing data andddokpatterns

that would allow prediction of chemical characteristics, both therapeutic and@dve



Quantitative structure-activity relationship (QSAR) studies, for ntg#aare used to predict
receptor binding, cellular transport, penetration of blood-brain barrier, and ypeasydf

toxicity. Fortunately, the repositories of chemical data needed fa tusshtitative

experiments are growing in number and in size. The Molecular Libtariedive (NIH,

2007), with PubChem as its central repository, has spurred extensive testing of compounds

and the results are all publicly available.

Increasingly, too, researchers are examining existing drugs to seg ¢hitnée
reprofiled for a different indication. The reprofiling of drugs (alsoechikepositioning or
repurposing) can offer lowered costs and risks to the drug developer (Bradley, Z065)
safety profile of existing drugs is often well known, and expensive early atagel studies
may have already been performed, saving the expense of the studies amdtanréie

development timeline.

Repositories of laboratory-based data for drugs may be growing imstzampst of
the information about drugs remains locked up in the chemical and biomedicaligerbor
several hundred years, results from experiments with chemicals, drugs, cagkdiere
reported only in the literature. Drug researchers are beginning to understahdtha
information could contribute greatly to their understanding of drugs, not just bydindin
relevant articles or facts and reading them, but by turning the literatardata and using it
as input into computational experiments. In a manner similar to the methods usethin t
now, these experiments cpredictactivity or characteristics of drugs. A prediction of drug

activity or effect is often the first step in drug reprofiling.



Only existing drugs have a literature record. This means thatutereannot be
used to uncover a new chemical entity and predict its uses. Literatfgogeever, be used
to predict new things about existing drugs, including how they might be used thexapeuti

in a disease where they have not been tested, i.e., drug reprofiling.

This dissertation research presents two literature-based drug disometdiods.
Both methods use entities and relationships from the literature to predict nepetliera
uses for drugs. Validation is a central component of the study designs. Thetgoal
develop methods that can be integrated into the toolset already in use in the drugyryiscov

laboratory.

1.1.2 Pilot Study

The Information Hierarchy or Information Pyramid is an important represamta
learning and understanding in information science (Chaffey & Wood, 2005; Rowley, 2007).
In this representation, data is depicted at the bottom, information in the middle, and
knowledge at the top. The depiction illustrates, among other things, how humans lestrn. Fir
we accumulate data, or the raw facts and observations about something. Negdmzeot
so that any patterns found can provide information about the data collection. Nexmwe inf
and reason from the information and conceptualize some tenets or generalthatioves

can carry forward: this is knowledge.

This dissertation work concentrates on the top level of the pyramid: knowledge
discovery. The essential prerequisite work in extracting the data andzomgat into
information — the other two levels in the pyramid - were performed in a pilot shudlyat

work, a repository or knowledgebase was constructed from MeSH ()()()()&ansta



extracted from chemical and biomedical articles in PubMed (Natiohedy of Medicine,
2010). The construction of this knowledgebase, called ChemoText, is described in Chapter
2. The pilot study also included an implementation of Swanson’s ABC drug discovery

methods; Chapter 2 also contains the results from this study.

1.2 Background

In this section we will look at how researchers are using literature dataki m
predictions. Before we examine methods to predict new things from the ligenatuwill
look at the characteristics of the literature itself, including its histbdevelopment. Then
we will review how other researchers have processed the literature ggedhfrom

language into data.

Drugs are chemicals. For that reason we will concentrate on procelssmgal
literature, starting with a look at the history and characteristickeshical literature that
make it a unique challenge to process. Drugs are chemicals that affegidailobystems
and the field of drug discovery sits at the intersection of biology and chemistryhilSows
will focus on small molecule chemicals important to drug discovery, as a par ofethods
overview we will often find it illustrative to describe implementations of ingodrliterature

mining methods in biology, particularly at the molecular level.

The field of literature mining encompasses the steps, tools, and techniques $s proce
the literature and find the relevant documents (Information Retrieval or Racerelevant
facts (Information Extraction or IE), and learn new things from these (fBexs
Mining/Knowledge Discovery). These three subfields are interdependéatmétion

extraction is often a first step in information retrieval. Both informatitmeral and



information extraction may be involved in finding and extracting the appropridtartex

placing it into a data structure such as a database for later text mining.

At this point, a word about terminology may be helpful to prevent confusion.
Literature mining text mining knowledge discovery in texdndtext data miningre all
terms which have been used more or less synonymously. In this dissertatioh adepiil
the terminology of Jensen et al. in whlterature miningis used to describe the broad field
which includes information extraction, information retrieval, and text miningséle Saric,
& Bork, 2006). Text miningwill be used interchangeably wiliterature-based discovery

They both refer to discovering new things from terms extracted from éhatlite.

1.2.1 Chemical and biomedical literature

The need for chemists to communicate their work and to learn about the hefearc
others has existed since the dawn of chemistry. The early communication afathemi
research in the I7century took place primarily in private letters, pamphlets, and books. The
18" century saw the rise of scientific journals and periodicals, and much opthréing of
chemistry moved to these venues. In France, Lavoisier stanteles de Chimig 1789
and in Germany in 1778, tlighemishes Journalas founded by Crell. With the advances in
science and technology in the™&nd early 18 century, more outlets for communication
were needed. Chemistry articles were included in the journals of the aesadea learned
societies such as tli#hilosophical Transactions of the Royal SocietBritain and
Memoires de I’Academie des ScieniceBrance. There were also a number of journals run
by commercial publishing companies, but these did not experience the longevity and
influence of the journals produced by the more stable societies, with a fevstitle as

Naturebeing the exception. Later in the"™@ntury, societies devoted to chemistry began to

6



form and to start publishing their own journals. The Chemical Society in GiigghBvas

the earliest such society, formed in 1841, and was followed by societies in otbhpe&n
countries, among them the Societe Chimique de France in 1857, the Deutsche Chemische
Gesellschaft in Germany in 1867, and the Russian Chemistry Society foundedtby Dm

Mendeleyev in 1868. (Cooke, 2004; Skolnik, 1982)

The journals published a variety of literature. Early publications were often
proceedings of the organization’s meetings. These proceedings includext fofldeme
papers and abstracts of others. It soon became apparent, however, that as the volume of
publications grew worldwide, a way to summarize the publications in other journaés hom
and abroad was of great value and interest, and, as a result, collections ofsadxsract
appeared, first as sections in the regular periodicals, and later as seplarats.

Chemishes Zentralblattounded in 1830 in Germany, was one of the early publications

dedicated to abstracts, primarily of German research (Cooke, 2004).

In the United States, the American Chemical Society (ACS) was founded6rahd
issued its first publication of meeting proceedings that year. The putnticatinich
eventually became thlournal of the American Chemical Society (JA@®)uded abstracts
by 1897. In 1907 a separate publication dedicated to absChesiical Abstractsvas
started. JACShas grown steadily since and has become one of the premier chemistry
journals. Chemical Abstractgrew quickly as well. ACS started a division devoted to
producing Chemical Abstracts that was eventually called Chemical Atasty&ervice or
CAS. They expanded their scope of coverage to books, dissertations, patents, government
reports and extended their reach to most of the countries doing important cheseiaathre
The types of information gathered on a research article included bibliogdgthi(e.qg.,

7



author, journal, publication date, company) and a brief summary of the main findings of the

article with an emphasis on chemicals, reactions, procedures and technique&,($86R).

CAS developed indexing schemes that proved immensely influential. The firat was
subject index. In 1911 they started a patent index, and in 1920 came out with the first
formula index. CAS developed their own nomenclature system that allowed them to index
chemicals for efficient retrieval. In the 1960’s they started to use corajaurtdrdeveloped
innovative computational methods to assist the indexing. With the creation ofgiséryRe
System, they began to store the structure of a chemical in computer filessgymdumique
numbers to each. This monumental effort took years, but as a result the GA$ regi
number became the most used chemical identifier worldwide. (Flaxbart, 20Ggeteir,

1997)

Other competing and complementary services emerged over the yealsstithee
for Scientific Information (I1SI), for instance, under the leadershipugfelie Garfield,
developed th€urrent Contentaindindex ChemicugGarfield, 2001). ISI had a slightly
different focus from CAS. They covered fewer journals over a broader scieméé and
had a faster delivery time for their publications. They also captured citatianscles.
Citations proved to be important to chemists who wanted to try a particular reactitmdme
for instance, because they could search the literature using the “primefdiahce” to find
all papers that used that method, and trace the modifications and improvementaever t

(Garfield, 1985).

The literature of medicine is also important background for this research. For

medicine we will focus on the development of the United States National Lifrary



Medicine. In 1818 Joseph Lovell became the eighth Surgeon General in the U.S. Army
medical department. Lovell collected books, both for his own use and the use of his staff of
medical personnel. When he died in 1836, his books remained in the office and became the
core of the official library of the Surgeon General. The library grew, garid#0 the

collection was large enough that someone felt the need to list the 134 titlesal a s

notebook, the first catalog. The Civil War brought rapid expansion to the SurgeonlGenera
office and to the collection. In 1864 the new Surgeon General, William A. Hammond,
oversaw the production of the first printed catalog. It listed 2,100 volumes. Tigeawth

in the library, however, came when Surgeon General Joseph Barnes made John Shaw
Billings his assistant in charge of the library, which they agreed should bectational

Medical Library”. Billings energetically started collecting booksl @amphlets, old and

new, contacting physicians all over the country to send past copies of journals. By 1875 the

library was the largest medical library in the country. (Blake, 1980;eBIH886)

Billings was no less energetic in organizing and cataloging the collectiere he
had examples to follow. Following the example of abstracting journals in Europe and
particularly the bibliographies of J.D. Reuss and W. G. Ploucquet, Billings evgraresdied
an index calledndex-Cataloguehat indexed books by title and author, journals by title, and
journal articles by subject. Because his library was the most comprehesigedan of
medical literature in the country, thedex-Catalogudecame the most extensive guide to

medical literature available. (Blake, 1980; Blake, 1986)

Keeping current was still a problem. With years between the publicati@tlof e
volume, a physician in need of current information had to refer to the Europeawtaizstra

publications, the best of which were in German. To fill this need, Billings worked with N

9



York publisher F. Leypoldt to produce a monthly subject guide to medical books and
journals, which they callebhdex Medicus Though very successful, thedex Medicus
struggled financially and for a time merged with a similar publication oAtherican
Medical Association. After a number of years of slow growth in the eariypthe 28
century, the library grew rapidly during World War Il and began to modersizataloging
operations. Microfilm, mechanization, and finally computerization have broughbtasgy!

and the catalog efforts into the modern age.

The computerization of a catalog yields a database. Today the Natioraalylobr
Medicine’s collection of citations, reaching back to the Civil War, is pubdigbilable as the
Medline database and can be freely searched through the PubMed web site (Niianal
of Medicine, 2008). Medline covers medical and biomedical literature, primautigals,
including drug research, and, importantly, it is free; these qualities miileentost

commonly used corpus for biomedical text mining.

While the focus of PubMed remains bibliographic, CAS has broadened its functions.
The CAS registry number has become such an important identifier for chermnatatset
database has become a point of entry and control to the world of chemicals, asawvell a
bibliographic resource. The centrality of CAS when discussing informatidremistry is
hard to overestimate. CAS is like a planet with an immense gravitational pullis €itleer
going with the pull, or fighting it, but ignoring it is impossible. Its gravitatigndl affects
this literature review in the following way. Early and very substantial workamed entity
recognition, information extraction, and information retrieval in cheyngas dominated by
scientists at CAS (as well as ISI). Later, as the field of biomdtics developed, the

preponderance of literature mining work was concentrated in molecularyaogon large
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biological molecules - genes and proteins. In more recent years, lgemaning in

chemistry has gained interest as scientists look to extract theirheamaal information

from the literature, in part to build their own repositories separate from CAS.eGémt r
work in literature mining draws on both the previous work in both chemistry and biology,
and therefore the discussion of methods and applications in this review will include

techniques and methods in both those fields.

A very key difference in the literature of chemistry and the literatubeoddgy is the
role played by the structure of a molecule (Fugmann, 1985). In the chemistrglbf s
molecules such as drugs, the structure is central; in contrast, the biolagyeotthemical
molecules such as proteins and DNA-encoding genes does not pivot on exact molecular
structure. The chemical structure of a DNA strand for Gene A, for cestamay vary
between individuals or undergo mutations. It is, however, still Gene A. (Locatvoelless
chemical makeup is important for genes.) By contrast, if a small melebamical B
undergoes a structural change, it is no longer chemical B; it is now a differeritahavith
a different name, and with perhaps dramatically different properties.uSetae precise
structure is so vital, communication of that structure plays a role in informati@cton
and information retrieval, and adds new wrinkles to recognizing chemicatenitext, a

necessary prelude to extracting them.

The task of finding the entities of interest in the text is called named entity
recognition (NER). Before we can learn how computers recognize cilenmche text, we

must first discuss how scientists represent chemicals in their published work.
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Representation of chemicals in te

A chemical is a collection of atoms bonded togeand taking up tlee dimensional

space. The structure of a chemical makes it uréapgegives it its physical and biologic

characteristics. In written communication chemysigray this structure in a variety

ways. Representative samples of the most commnoctstesare listedm Table 1.

Table 1.1 Structural representation of chemical

Structure Representation

Example
1.
HO,CCH(NH,)CH,CsHsCIH804
2 0
| S OH
& NH»
3 R!
N Y
= N
| “X—z
Rz ~ il
Ra

Communication characteristics

Chemical formula. gecifies type and number of atoms
no information on 3D structureComputer can read b
camot translate to structure accurately. Humans caget
complete structural information.

Chemical structure diagrardery understandable to humar
Preferred mode of humanhaman written communicatio
however cannot be used to reference the molecwdiire of
text or in the spoken wordComputer can generate but |
understand easily.

Markush structureThis structure indicates a family
molecules. The letters can be replaced by a yaofe
substructures. Used in patents to gain coveragevamiety
of molecules with a similar core structu

A publication reporting the synthesis of a new coundor a chemical reactiowill

likely containa chemical structure diagri like the one in row 2 of Tablell When the

chemical is referred to in the text, however, a @amust be usec

Every chemical haa unique, standardized name that can be in text. The

standard nomenclature system for chemicals iSURAL (InternationalUnion of Pure ani

Applied Chemistry) stadard(IUPAC, 2009). In this name, called thgsteratic name each

component of the chemical structure has a correipgrsyllable in the nomenclature. T
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use of the systematic name results in an unambiguous translation of the structucedsto w

(Gasteiger & Engel, 2003).

The IUPAC name is long and cumbersome however, and most chemists, though they
may use it to introduce a molecule, will often refer to the chemical bgntsnon name.
These names, also calletvial or genericnames, have their origins in history or in custom
and are shorter and easier to read, write, and remember than IUPAC namestrast to
systematic names, they give little to no information about the structure cti¢hgcal.
Because of their widespread use, a place for trivial names has been incluaetUiRAC
standards. A semi-systematic or semi-trivial name has elements of betha pirent
structure which is trivial, modified by a systematic prefix (Cooke-FoxyKi& Rayner,

1989a; Cooke-Fox, Kirby, & Rayner, 1989b; Cooke-Fox, Kirby, & Rayner, 1989c).

Other commonly used chemical names are trade names. These include thefnames
marketed pharmaceuticals, and, as a number of companies may market the saoca¢ chem
under different trade names, the names for a chemical can mount up. For imstance,

chemical database contains 174 different names for aspirin (Williams), 2008

The author may not want to identify a chemical in a way that indicates ittuséruc
This is often the case when researchers in the pharmaceutical indusuplesieipg findings
but not ready to reveal the structure of a potential new drug. In this caparopoodes are
often used (Banville, 2006). Chemicals are often referenced by their idemtifeference
number in a repository or library. CAS Registry Number and National Carstéute
(NCI) numbers are common examples. Table 1.2 contains examples of commonly used

names.
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Table 1.2 Examples of names used for chemicals

Type Examples

Systematic chemical names 2-amino-3-phenylpropaamid; 2-(acetyloxy)benzoic
acid

Trivial, common, generic names Phenylalanine, aspinethylphenidate, water

Trade Names Ritalin, Concerta

Organization/Company codes NCI455, BMS 181339-(AC5973

Abbreviations AZT, DMS

Computer-readable representations of chemicals

Many software programs have been written that help scientists studgutss.
These programs take a chemical as input or deliver chemical informatotpas. A
variety of ways have been developed to format a chemical structure so that itusaal logy
software. A few representative ones are listed in Table 1.3. While tleeferaats
designed for computer use, some, such as SMILES, can be composed and understood by
humans, although they are rarely the preferred format for human — human information

exchange.

Table 1.3 Representative computer readable structures

Type Comments

SMILES Line notation. A variation of the originaMBLES creates unique structures.
Molfile Connection table. Originated by Moleculaesign Limited (MDL).

SDfile Connection table; used for exchanging midtighemicals.

InChl Line notation. International Chemical |dédieti.

InChl key Binary form of InChl indentifier.

PDB Protein Data Bank 3D conformation.

SMILES strings and InChl identifiers are both line notations, compact forthe of
chemical structure that can be stored in a line of text. The InChl keysdaléingth, hashed
representation of the InChl identifier, designed with the goal of making wethesdaster

than they were with the InChl string representation (GasteigergelER003). Because they

14



are digital, they are not human-readable. Table 1.4 shows the SMILES and InCh

representations for phenylalanine.

Table 1.4. Representative line notations for phenylalanine

SMILES string 0O=C(O)C(N)Cclcccccl
InChl string INChl=1/C9H11NO2/c10-8(9(11)12)6-7-4tA3-5-7/h1-5,8H,6,10H2,(H,11,12)
InChl key COLNVLDHVKWLRT-UHFFFAOYAL

Another general type of representation is connection tables. Connection tai@es st

the atoms and bonds of the molecule in tabular format. Figure 1.1 contains geexam

Figure 1.1 Molfile connection table for benzene.

benzene ACD/ Labs0812062058

6 6 0 0 00O OO 0 O 1\V2000
1.9050 -0.7932 0.0000 C 0
1.9050 -2.1232 0.0000 C
0.7531  -0.1282 0. 0000 C
0.7531 -2.7882 0. 0000 C

-0.3987  -0.7932 0. 0000 C
-0.3987  -2.1232 0. 0000 C

ooooo

Oo0ooooo
oOo0ooooo
oOo0ooooo
oOo0ooooo
oOo0ooooo
jeReloloNoNa]
oOo0ooooo
jeReloloNoNa]
jeReloloNoNe]
oOo0ooooo
jeReloloNoNa]

OO RhWN
R WNRFRF
NFPRPNNPRP
jeleololoNoNa]
Oooooo

M E
$$8$

z

D

All of the different forms of chemical representation have their own purpose,
advantages, and disadvantages, and all have many flavors as they are exigntedoxed

(Gasteiger & Engel, 2003).

These representations of chemicals will rarely be seen in the text oicés arhere
is still compelling reason to include them in this background literaturewevi chemical
name or identifier pulled from the text must generally be converted to oneaurtipiter
readable formats in order to use it as input to any software that performpatetional

routines on the molecules. In addition, it is the hope of many chemists that in tlee futur
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computer readable structures will be imbedded in the literature so that oreaantee

literature by structure.

1.2.2 Information Extraction

Information extraction (IE) concerns itself with finding the desired infaonah the
text, extracting it, and (often) storing it in some kind of data structure forus¢greither as
input to text mining or as permanent storage, a way to make it available to othéris. |

regard, it can be an important component in the construction of public repositories.

Natural Language Processing
Natural language processing (NLP) techniques play an important role inlhany
applications. Natural language processing is a set of computational toolyednolo

manipulate the text so that meaning can be extracted.

Often NLP approaches begin with preprocessing steps to reduce the volume and
dimensionality of the data. A common first step is to tokenize the text, which nodamesk
it into units calledokens commonly words or punctuation. Stop words, a set of words
deemed beforehand to be without semantic significancetfeega, an, be, foretc.) are

generally eliminated (Manning & Schuetze, 1999).

Stemming, another common technique to reduce volume and dimensionality,
eliminates suffixes to create the stem form of each word. Portersmgtgralgorithm is one
of the earliest and the most commonly used (van Rijsbergen, Robertson, & Porter, 1980).
After stemming, the wordact, acted actingwould be reduced to the semantic esserdal:
Through stemming, the meaning is to a great extent retained while dataidimaétysis

reduced.
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NLP methods can be used to parse the sentence or analyze it to determine its
grammatical structure. Parsing can be performed at several I8halkdy & Feldman,
2003). Shallow parsing analyzes the sentence to find important parts such as the noun
phrases and pull them out for further processing. Deep parsing can yield rooreatidn
about the meaning of the sentence but is more computationally expensive. It tunas$ out t
significant sense can be extracted from text without parsing. The bagrad$-approach
treats each word the same and instead of drawing meaning from word order andesent

structure, infers meaning from associations of words.

Named Entity Recognition

A critical component of information extraction is entity recognition or namety ent
recognition (NER) (Jensen et al., 2006). This task involves identifying the £(ditires,
proteins, chemicals, etc.) of interest. Once an entity is identifiedagged with a unique,

standardized identifier in a step called normalization.

Identification is fraught with difficulties because of the complex waysans
employ language to refer to things and people (Manning & Schuetze, 1999). Weaaw |
earlier discussion of chemical names that chemistry is no exception. @lgmparticularly
drugs, can accrue many synonyms. Polysemy, where one word can have raaimgs)és
a problem as well. Short forms such as abbreviations and acronyms can ofterpbet@ater

in many ways. All these wrinkles in word usage present challenges to comigot#hms.

The techniques for entity recognition can be divided into those that use external
sources, such as dictionaries and lexicons, and those techniques that use onlyitdbés ava

in the text. The clues in the text that lead to entity identification amalfctery rich and

17



include the appearance of the word (morphology, upper case, lower case, patetasspf
numbers, and symbols), syntax (part of speech), and the context of the word. DBictionar
based methods can be very effective, but face the challenge of needing topiiates to
stay current (Jensen et al., 2006). Often combinations of dictionary and text-based

techniques are used to achieve the best results.

In 1989, Hodge et al. were one of the first groups to recognize chemical names
embedded in text (Hodge, 1989). Their goal was to extract the name, decipher it, and assign
the correct CAS number to it. They tokenized the text, eliminated stopwords and
punctuation. Nonchemical words were flagged and subsequently ignored. All remaining
words were matched against a lexicon of chemical names. The maximalnyatcimg
decided the match. The CAS number stored with the matched chemical in tbe leag

indexed to the article.

Chowdhury and Lynch extended NLP techniques to patents (Chowdhury, 1992a;
Chowdhury, 1992b). They analyzed the patent sublanguage and found generic terms are
often used in order to gain coverage on a family of chemicals, not just a spedctiicalhe
They tokenized the text and processed the tokens using both morphological and dictionary

approaches.

While the aforementioned approaches rely on hand-crafted rules, many groups have
implemented machine learning approaches. While exact implementationtheary
methods involve composing a vector for each term. The positions in the vector contain
numeric values that indicate features of the term such as word length, numbéspf dig

number of dashes, whether the term has a Greek symbol, etc. A training corggdsas us
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input to a classifier, such as Naive Bayes or support vector machine (CHamgeS&
Altman, 2004). The advantage to machine learning is that the algorithms are notadgect
specific and therefore can be implemented in various fields. Machine learniogempgs
have similarly been applied to disambiguating genes, proteins, and mRNA (e.g.
(Hatzivassiloglou, Duboue, & Rzhetsky, 2001)) and to deciphering abbreviations in

biomedical text (e.g., (Yu, Kim, Hatzivassiloglou, & Wilbur, 2007)).

In 1999 Wilbur and colleagues from the National Library of Medicine (NLM) and
National Center for Biotechnology Information (NCBI) compared three metloods f
identifying chemical names in text (Wilbur et al., 1999), with the goal of imprdoioig
offered by the NLM such as MetaMap, which had historically showed weakerrpance
in chemistry than in other biomedical fields. One was lexically-based anchdrewbd were
flavors of Bayesian methods. The lexical method started with a list of cilenmocphemes
or name segments. Words from the test corpus were analyzed to find segmenrdsctied m
the chemical morphemes. The algorithms matched the longest left most sagctheraved
across the word from left to right checking each segment. This routine wasetkbg)
handle IUPAC nomenclature. Trade names and generic names have no such regular
construction and required handling by construction of their own morpheme dictionary and by
lookup in NLM’s Medical Subject Heading (MeSH) database. Regular expressoas
also used to match patterns common in semi-systematic names. For instance, 3'5’
dichloromethotrexate could be recognized by pattern matching to the 3'5’ compodent a
then lookup in MeSH would identify the remainder of the term. All three methods produced
satisfactory results, but one of the statistical methods slightly outpedadime others.

Acronyms and abbreviations were a weak point for the lexical method.
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Zimmermann, et al. modified their ProMiner literature mining system t& wo
chemicals (Zimmermann et al., 2005). ProMiner was originally designednttfydgenes
and proteins. Because the system was dictionary-based, they customizdueitfaerical
literature by developing a specialized dictionary of chemical termendiam MeSH and
ChEBI (Degtyarenko et al., 2008). The system performed well on trivial and geaeres,
but the long, complex IUPAC names with their braces and parentheses provedregehall

their tokenizing algorithms.

Translation of extracted entities
A key step in entity extraction in chemistry is to translate the chemacaé into
structure or the tructure into name, and either into a unique identifier suchA&rau@ber

or SMILES string.

Early progress in automation of the translation process came in the 1960’seawith t
work of Eugene Garfield (Garfield, 1964). He formulated a methodology to teaslat
systematic chemical name in the literature to its corresponding maidcuhula. Garfield
built a dictionary of morphemes or name segments used in systematic names. ivétnan g
word, his algorithm would search the dictionary for the morphemes in the name, and then
decide whether the morphemes were indicating a structure formation octarstr

modification. This algorithm was put to use when Garfield producebhtlex Chemicus

In contrast to Garfield’s dictionary-based methods, Cooke-Fox et al. employed
grammar-based techniques (Cooke-Fox, Kirby, & Rayner, 1989a; Cooke-Fox, Kirby, &

Rayner, 1989b; Cooke-Fox, Kirby, & Rayner, 1989c). They created a formal grdarmar
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the IUPAC nomenclature that allowed them to build structure diagrams fromnies.na

They added routines to handle semi-systematic names and specialist namenclat

In the 1970’s as a part of a comprehensive name editing system, Vander Stbuw et a
developed parallel techniques for translating CAS nomenclature into struattitesorm of
atom-bond connection tables, the format used as input to the CAS registry Syatetar(
Stouw, Naznitsky, & Rush, 1967). CAS nomenclature differs somewhat from IUPAC, and
for a number of years linguistic methods applied to IUPAC were parabglegsearchers

working in or closely with CAS.

A number of projects have addressed the translation of the graphical represaftati
a chemical structure printed in a journal article into a computer readablat fofime CLIDE
(Chemical Literature Data Extraction) project is the most extentiigaf et al., 1993).
Started in 1990 at the University of Leeds under A. Peter Johnson, this project looked
broadly at scientific articles and developed a methodology to understandittterstof the
whole article and then to break it into pieces in three main steps. First, thgzedrthle
article and identified its physical layout. The program then processed agtimszl each of
the primitives or basic components. From this information, the program was able to
determine the logical layout, what component was what: introduction, body, structags, i
etc. Logical objects were associated with certain charaatsribtait were signals as to their
type: font (size, type, style such as bold), alignment (justified, centered,dftsh flight),
position, and relative alignment. Once the software understands the document, thel chemica
structures are recognized and decomposed in a manner similar to the way the de@sment
decomposed. The pieces of the structural depiction are analyzed to find liness veath

chemical name strings. CLIDE produces a connection table which can then be unged a
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to a chemical drawing program. CLIDE is now maintained and distributed by &8y®i

Inc.

Kekule, a software package developed in the early 1990’s by McDaniel and Balmut
has similar goals, but does not as broad a broad scope and focuses on structuraldmeages a
(McDaniel & Balmuth, 1992). Kekule takes a scanned image and applies optieaitehar
recognition and rule-based logic to create connection tables that are e @nto a

database.

Gkoutos et al. shifted the focus from scanned journal articles to the web and argued
the need for structures to be embedded in HTML as vector images (Gkoutos, Rzdpa, Cla
Adjei, & Johal, 2003). This format allowed attachment of metadata that could benctad
interpreted by a computer. They tested two already known programs fortoanvaster

images to SVG (scalable vector graphics) and got promising resuitsimiple chemicals.

In a recent project Hattori and colleagues describe an application that ners pa
applications to predict the key compounds (Hattori, Wakabayashi, & Tamaki, 2008). A
patent may list an extensive number of compounds that are structurally sutitften only
one or two are key, or the most important to the patent seeker. Medicinal cherarsts oft
have the job in industry to read the patents and discern the key compounds. Hattori's theory
was that the listed compounds will cluster around the one or two key compounds. They
extracted the compound names from the patent text, converted them to structures, and
measured and plotted the chemical similarity between them. The plotsdsdefinite
clusters. They achieved significant recall of key compounds by identifyingritralgeoint

in the cluster and mapping it back to the molecule name.
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Beyond chemical entity: properties

The chemical entity, whether extracted as a name and translated intctarstror
vice-versa, is the desired outcome of many extraction projects. Othechessahowever,
see it as only the beginning of the extraction process. Many researoméosexitract
reactions, chemical or physical properties, biological activity, mnpalaims along with the

chemical.

Zamora and Blower developed a methodology to extract chemical reactionthé&om
full text of ACS journal articles (Zamora & Blower, 1984a; Zamora &g 1984b). They
closely analyzed paragraphs describing synthesis reactions fradouttmal of Organic
Chemistryand determined there was a very predictable pattern in the way reactions were
reported. Their routines examined the structure of the paragraph as welkasitture of
each sentence to look for keywords and syntactic clues. Their goal was tb reectants,
reagents, quantities, and conditions, including solvents, temperature, equipment @sed, tim

etc. and to populate a data structure with the results.

In their ChemXtreme application, Karthikeyan et al. mined the World Wi &t
very specific physical properties (Karthikeyan, Krishnan, Pandey, & Bender, 2006)
process started by feeding a list of chemicals to the Google search ARGddgle routine
retrieved all the URL addresses indexed to the selection terms and passéal dhdient
process that downloaded the pages and combed them for information fitting a set of
templates or regular expressions. Text matching the patterns waseek&nadtplaced in a
database. A few of the physiochemical properties they extracted. @B€e LD50, melting

point, freezing point, and density.
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Murray-Rust and colleagues at Cambridge have created OSCAR (Townsend et al.,
2004), an extraction program with a variety of capabilities. It not only revedjichemical
names, but also found and extracted results from a wide variety of laborateigutds as
mass spectroscopy and NMR. Their methods are lexical, but also include extsesoie

pattern matching routines that take advantage of the highly structured reportibgesults.

Beyond chemical entity: relationships

Another important goal of information extraction is to frethtionshipsbetween
entities: between genes to understand expression patterns, between rdeildsgrotein
interaction networks, and in the realm of drug research, between genes andratulysgs

and disease.

Two main processing approaches have been used to extract relationships from
biomedical text: co-occurrence and NLP. Co-occurrence methods look for ehtitieppear
together in sentences, titles, abstracts, or Medline records. The undprimmge is that if
two things are mentioned in proximity then they are likely related. While ggnarrobust
technique, co-occurrence based approaches suffer from two main weakia@stesntities
that are not related can indeed be co-mentioned. Additionally, even if theseantitieelated,

we gain no information on the nature of the relationship (Jensen et al., 2006).

NLP technigues can examine syntax and semantics and can both establish
relationships with higher accuracy, and determine in many cases what kitatiohship
exists. To do the latter, they look for specific verbs sughhaiit, phosphorylate, activate
(e.q., (Blaschke, Andrade, Ouzounis, & Valencia, 1999)), or identify patterns in ttye enti

verb occurrences (e.g., (Rindflesch, Tanabe, Weinstein, & Hunter, 2000)). Nh&dset
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have their disadvantages as well. They are generally tailored tospegifications and
therefore do not generalize well to other biomedical areas. Because they depamemces
structure, they do not perform well when finding relationships between sesntedoe
occurrence methods can find relationships beyond the sentence boundary and are often

general enough to translate between specialties (Jensen et al., 2006).

Rindflesch et al. use NLP techniques to extract very specific information aligst dr
from Medline abstracts: the interaction of drugs and genes in canisgfRiatflesch et al.,
2000). They parsed the text and tagged parts of speech. The identified noun phrases were
matched against the UMLS Metathesaurus (Bodenreider, 2004) to find drug names. The
program identified cells and genes using knowledgebases in addition to contextual
information. The output of the application is a first order calculus statemenssixgréhe
drug/gene entities and their relationship. The example below shows how thareoftw
captures the relationship between the cells (HAG/src3-1), the drugRL&nd the gene(v-

Src).

Original sentence:*“Compared with parental or mock-tranfected HAG-1 cells, v-
src-transfected HAG/src3-1 cells showed a 3.5-fold resistance to

cisdiamminedichloroplatinum (CDDP).”

Extracted relationship:l_resistant(v-src,HAG/src3-1,CDDP)

Future Directions
The open science movement reflects a changing attitude toward theideatssmnof
information by scientists in many domains. Led by a few far-sighted thdiils, chemistry,

too has started to embrace the tenets of open science, although the fielglssbi#hind
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biology and bioinformatics. Peter Murray-Rust, Henry Rzepa, and others have promoted a
vision of a Chemical Semantic Web (Murray-Rust, Rzepa, Tyrrell, & Zhang, R0d4ay-

Rust, Rzepa, Stewart, & Zhang, 2005). In this vision, the primary communication of
chemical information would be journal articles published on the web with CML (Cakemic
Markup Language) (Gkoutos, Murray-Rust, Rzepa, & Wright, 2001; Murray-Rustefdr
2001; Murray-Rust & Rzepa, 2003; Murray-Rust, Rzepa, Williamson, & Willighagen, 2004).
The rigorous use of CML would make the articles machine understandable. The aséhor
the term “datuments” to illustrate the combination of documents and data. In these
datuments, each mentioned chemical would be accompanied by a machine-understandable
depiction of the structure (InChl string or connection table). If this vision reatzed, the
sophisticated named entity recognition routines of the past would no longer beanecess
Chemical property data would be equally transparent. The CML schema would basure t
each reported data element follow a particular structure and be expreassdndard
vocabulary. Data types, data values and the associated limits can be checkdidated va

by the restriction expressed in the schema. The data could be accompaniediajameta

indicating quality, provenance, or key words for later retrieval.

This vision would require the concerted effort and support of many chemists and the
cooperation of far-sighted publishers. While these forces are coalescimgyNRust et al.
argue that the most important intermediate step is that chemists maldatheivailable at
the time of publication. Data, they point out, is not copyrightable, and for the most part
publishers are not interested in publishing the complete data associated witti@rsart
they have nothing to lose. Murray-Rust et al. recommend that authors subndathdo a

public or institutional repository under the Open Access protocol. This is not andishla
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request. In the bioinformatics field, authors have for years submitted protein agid acial

sequences to public repositories such as GenBank as a requirement of publication.

While the techniques and technology have changed over the years, the motivation
behind information retrieval and extraction in chemistry has fundamentalchaoged: the

need to answer questions about chemicals.

1.2.3 Text Mining

Text mining, another important subtask in literature mining, finds new knowledge in
the literature. It is often preceded by information retrieval and infiwmaxtraction. Often
the extracted information is put into some sort of data structure to f&ciliamining

activity.

Text mining can enable the practitioner to take a bird’'s eye view of theditera
This perspective allows connections to be made between facts in one document and facts i
another. The documents may have been written in different decades by pediieantdi
scientific disciplines, but through text mining the connections can be brought to tigre w
they can be examined and evaluated. This computer-assisted observation ¢an revea
relationships that would have been difficult or prohibitively time consuming to find
manually. Text mining can also find patterns in large sets of data — in this redaruiniex)
is closely akin to data mining. The bird’s eye view can pick out correlations, &HEHUE|

and trends not possible to see when examining documents individually.

These two characteristics of literature — its rich connections andtésnsat have
been used to discover new things, and, specifically, to find new therapeutic useggor dru

Don Swanson pioneered the understanding of literature connections and their potential in
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uncovering new knowledge (Swanson, 1990). His literature-based discovery work and the
work of the researchers who followed in his footsteps will be discussed in depth. tRatore
discussion, however, we will look at the smaller body of work that uses patterds in si

effects to predict new uses for drugs.

Text mining and adverse events
A drug can have both targeted, desired effects on an organism, and undesired effects
called side effects or adverse events. Several research groups have shtveretinay of
side effects attributed to a drug can indicate what molecular interaittioass particularly
what receptors it binds. Fliri et al. converted the side effects availableggththe CEREP
Bioprint database (Krejsa et al., 2003) to create binary descriptor sets dfesitispgectra
(Fliri, Loging, Thadeio, & Volkmann, 2005). They clustered the spectra and found that
drugs with similar known molecular mechanisms had similar side effebisy point out
that understanding this relationship between molecular mechanisms andestieratly

help drug developers avoid drug candidates with high risk for undesired effects.

In a more recent study, Campillos et al. used side effect information taffitarget
binding (Campillos, Kuhn, Gavin, Jensen, & Bork, 2008). They retrieved package insert text
files from a variety of sources such as the FDA and manufacturers’ eseb3ihe section of
the package inserts listing side effects was extracted and parsed. TBramsatched
against a dictionary they had assembled from the UMLS (National Libréngdicine,

2006) and COSTART (Food and Drug Administration, 1989). Presence or absence of each
side effect was coded in a binary fashion. They developed a side effectityirmé&sasure
and used it to make pairwise comparisons of each drug in their referencevesy totleer

drug. The measures were adjusted to account for very common side effectaressigler
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effects, and side effects with a high correlation (nausea and vomiting, forcestdn

addition to the side effect similarity measure, they calculated thewstusimilarity of each
pair of drugs using the Tanimoto (Willett, Barnard, & Downs, 1998) method. The known
protein targets of each drug were downloaded from online databases includatpiMa
(Gunther et al., 2008), DrugBank (Wishart et al., 2006), and PD$Psl{choactive Drug
Screening Program database) (Roth, Lopez, Patel, & Kroeze, 2000). Uskeyed the

drugs by side effect similarity and structural similarity and lookegdms which had a high
side effect similarity but did not show significant structural sintijfarirhey wanted to

reduce the weighting of pairs with structural similarity, a known predafteimilar

biological activity. They also eliminated pairs found to bind to the same proteind. Wha
remained were pairs of drugs with similar side effect profiles, but no othemkinaveators

of similar molecular activity. For instance, the Alzheimer’s treatrdenepezil was found

to have a very similar side effect profile to the antidepressant venlafaxinstructurally

they are diverse, and donepezil has not been known to bind to proteins associated with
depression. A protein binding assay performed by the authors showed donepezil to have
affinity for the SHTT receptor, a key receptor in depression treatment. alritiey identified
261 drugs with possible novel targets. They tested twenty drugs and found 13 of them active
in in vitro binding assays. The activity of nine of these was confirmed in cell assaysgand t

study resulted in two new patent applications.

Literature-based discovery and Swanson
Swanson, a researcher in information science, developed a methodology for
literature-based discovery based on his observations of scientifituiee(&wanson, 1990).

He noted that the increasing specialization of scientists was paralededitcreasing
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specialization in scientific journals. He described a situation whengtificielomains no
longer interacted through the reading and publishing of their literaturearcieses reading
and publishing in one set of journals were not aware of articles in other journals. The
literatures become islands and, in Swanson’s tamorsjnteractive This situation,

according to Swanson, creates the potential for knowledge to go unconnected, hitations
not recognized and inferences not made, a situation he temdestovered public

knowledge Swanson demonstrated that these connections might be made using through
literature mining. Using his ABC literature-based methodology he maedeateliscoveries,
among them a connection between Reynaud’s disease and fish oil (Swanson, 1986) and the
potential of magnesium to treat migraines (Swanson, 1988). Swanson emphasized that
literature-based methods only assisted with hypothesis generation dnésipaupport, and
that any hypothesis derived from the literature, must, like any other, barstdtsd by

experimental science.

Swanson’s ABC methodology starts with identifying a disease or condition of
interest. As an example we will consider migraine. The tergnainebecomes the C term.
In the next step, the literature is searched for terms that co-octunigitaine These are
the intermediary B terms and include, in the case of migraine, terms ssteading
cortical depressiojvasoconstrictionandvasodilation.The B terms can be seen as terms for
physiological conditions or states or processes that underlie the ditsgasdrsthe next step
potential treatments — the A terms — are identified by finding drug onichks associated
with any of the B terms. Next the C — A connection is tested and the only potential
treatments retained for further examination are those that have ma&eyeexplicitly linked

to migraine.
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The best hunting ground for finding this undiscovered knowledge is in what Swanson
termedcomplementary but disjoititeratures. Complementary but disjoint literatures have
common areas or subjects that can provide rich opportunities for linkages. Tlerétera
describing diseases for instance, can contain many descriptions of moteqligsiological
phenomena that accompany the disease. Drug researchers may quite indepentiently
about molecular or physiological phenomena that are modulated by a particglaiNaru
one may have thought to search the literature exhaustively for a link betveegisg¢ase and
drug. Alink is implied, however, if there is common ground, and a novel hypothesis could
be in the making. Finding an implicit connection between two things based on an

examination of the explicit connections is the fundamental notion behind ABC.

The ABC paradigm has two approaches, termed by Weeber ebpkrandclosed
(Weeber, Klein, de Jong-van den Berg, & Vos, 2001). The open approach starts with a
concept of interest such as a disease and proceeds through the steps describedhabove. T
closedapproach starts with a hypothesis (e.g., drug A treats disease C) and |d®ksrfos

connected to both A and C that may support or explain the link from A to C.

Although literature-based drug discovery has generally followed Swanson’s
footsteps, the ABC method has been adapted and implemented in a variety of ways.
Swanson himself in collaboration with Smalheiser extended and automated his nretrods
application called Arrowsmith (Smalheiser & Swanson, 1998) and continued to find novel
connections (Smalheiser & Swanson, 1996a; Smalheiser & Swanson, 1996b). The
subsequent implementations of the ABC method retain the essential technique of using

explicit connections to find implicit connections, but creative and increasimggisous
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enhancements have emerged. The next section of this literature rellidisauss the major

themes in the adaptation of Swanson’s groundbreaking methodology.

Paradigms

Often the adaptations of Swanson’s ABC recast the paradigm in terms of other
analytical models in order to take advantage of the properties and methods edsatiat
those models. The A, B, and C terms, for instance, may be depicted as nodes in a
mathematical graph model and the relationships between them considereceteRuath
Wren et al. (Wren, Bekeredjian, Stewart, Shohet, & Garner, 2004) and NaraggredsH.
(Narayanasamy, Mukhopadhyay, Palakal, & Potter, 2004) employ this termindiotie
development of their Transminer application, Narayanasamy and colld¢agaexlvantage
of graph terminology, properties, and visualization techniques. Concepts extractélaefrom
literature become nodes and known associations between concepts are identified by
occurrence in the literature and depicted as edges. Moving along the edgesdrnode to
another is termed traversing the graph. Possible new associations aresigmniiiigh
transitivity, a property of graphs that maintains if A is related to B arsdr@ated to C, then
Ais related to C. Stated in this way, it is clear how effectively grapfirietogy not only
describes Swanson’s ABC, but also extends it, as graphing can include marigandreee
nodes and transitive closure can posit an implicit relationship after trarissfarsany

nodes.

Similar to graph models, network models are useful in literature-based discovery
Seki and Mostafa employed a formal information retrieval model calledfgrence
network(Seki & Mostafa, 2007). The network they depict has nodes and edges, but has

more inherent structure than the graph model of Narayanasamy. The network'sureode
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typed and arranged in layers according to type. In the information rét@axt, top and
bottom level nodes would represent the user query and the documents in the collection,
respectively. Intermediate nodes represent key words in the documents. Whegoptlgey

this model to searching for genes related to diseases, disease and gethesaalsidde

positions and gene functions and disease phenotypes are represented byibdiateer

nodes. This depiction again is more extensive than the ABC paradigm of Swanson, but the

principles of relating concepts and entities are the same.

Corpora

Researchers in literature-based discovery in biomedical sciencealfenkoose
some part of Medline (National Library of Medicine, 2008) as a corpus. Medline ioogte m
comprehensive bibliographic source of biomedical literature. It is also Kedline is
compiled by the U.S. National Library of Medicine and includes articles from50@0
journals. As of this writing, it contains records for more than19.5 million articlesiling
can be downloaded from the NLM and loaded into a local database for access or it can be

accessed through the PubMed Entrez browser (Wheeler et al., 2008).

Medline contains language structured in two distinct ways. The title andclzste
in natural language, usually English. The Medline record also containsutieied MeSH
annotations attached to each record by indexers at the NLM. These annotatsahscaee

from a controlled vocabulary.

Researchers who select title and abstract as their corpus often emplal natur
language processing (NLP) methods to turn the language into data. Ahlers eNalPuse

extract the semantic relationships from abstract text (AhlersoMsid, Kilicoglu, &
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Rindflesch, 2007) . Lindsay and Gordon used the word tokens to create bigrams (two word
combinations) and trigrams to use as their units of analysis (Lindsay & Gordon, 1999). They
based this choice on the observation that many medical concepts comprise more than one
word. In a similar vein, Weeber et al. mapped the tokens of the title and atustrastepts

in the Unified Medical Language System (UMLS), a thesaurus of medina f@ovided by

the NLM (Weeber et al., 2001). Using the UMLS has another advantage: termehixt

its entries have medical significance. Terms that do not map to the UMLSardikely

outside the medical domain and less likely to be of interest and therefidoe etiminated.

MeSH terms are another corpus selected by many researcheratorgdrased
biomedical discovery. The MeSH vocabulary has its own hierarchical ontology in e Tre
database, but the MeSH terms are also a component of the UMLS. This givesdhehess
using MeSH the ability to sort and filter the MeSH terms. Srinivasan (Ssaniy2004)
bases her system on MeSH terms and uses their relationship to UMLS to help rank them
Yetisgen-Yildiz and Pratt similarly extract MeSH terms and thentles UMLS to filter
them (Yetisgen-Yildiz & Pratt, 2006). Hristovski et al. use MeSH and ce#teir
extraction to only MeSH headings that the annotators flagged as major heablisgw$ki,

Stare, Peterlin, & Dzeroski, 2001).

Data reduction and focus: relevance
Once the data or units of analysis are gathered, a number of methodologies are
employed for defining a relationship between data elements. Co-ocauisdrehind them

all.
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The sheer volume of articles in Medline means that whether natural l&guag
MeSH is selected as a corpus, the combinatorics of connecting one concept tovafiothe
mount up and the volume of data will be large. Many techniques are employed by

researchers with the aim of finding those connections that are both interestisigrificant.

The task of finding what is interesting starts with the user. In everynmepi@tion
of literature-based discovery, the user specifies a starting pointsactisease. Often the
user controls other decisions beyond the starting direction. In the work of Lizudday
Gordon (Lindsay & Gordon, 1999) and Weeber et al. (Weeber et al., 2003) the user plays a
large role in making decisions about which intermediary terms will be inaésdidurther.
In (Weeber et al., 2003), the central role of the user-expert is demonsg atedaaithors
investigate novel therapeutic uses for thalidomide. Their decisions to pursiet ohe s
linkages over another based on prior knowledge is considered essential to thef utigty
application. In a recent paper by Rgtat al. the researchers limit terms to the rarest ones,
based on the idea that rarity may indicate novel and innovative information, and then the
use subject area experts to select the intermediate terms linkeddoetberms (Pet]

Urbarti¢, Cestnik, & Macedoni-Luks&j 2008).

The UMLS concept types or concept groups are used to designate the domain and
direction of the exploration in (R. N. Kostoff, Briggs, Solka, & Rushenberg, 2008;
Srinivasan, 2004; Weeber et al., 2001; Yetisgen-Yildiz & Pratt, 2006). In the LitLinke
system of Yetisgen-Yildiz and Pratt, for instance, the user controls therdanththe
direction of discovery by specifying the UMLS concept groups for the stalitikghg, and
target terms. (In Swanson’s paradigm these are the C terms, B termsteans.) Through

the software’s user interface, the user can designate a starting carnteas & disease, then
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select the category such as physiological conditions as the linking or idtarynierms, and
finally specify genes as the category for the target concepts. ®ymléSrinivasan, 2004)
the user specifies what profiles are to be constructed and analyzed. WrgRAG&4)!
(Wren et al., 2004)start with the construction of a dictionary that contains onéyttéross
they are interested in. They pull diseases from OMIM (Hamosh, Scott, AmbBogehini,
& McKusick, 2005), genes from Locuslink (Pruitt, Katz, Sicotte, & Maglott, 2000) and

chemical names from MeSH. Terms outside their dictionary are ignoréeibwligorithms.

By allowing the user to concentrate the literature extraction to téahare
interesting and relevant the volume of data is reduced considerably. Howevesuttiege
connections may still number in the thousands, and some mechanism to rank the results is a
crucial part of most literature-based discovery implementations. Througingahki output,
researchers attempt to put the most promising connections at the top. Estingating t
importance or significance of a connection is challenging and it has been &ygoroac

various ways.

Yetisgen-Yildiz and Pratt (2006) rank the target (or C) terms in ordéeafumber
of linking (B) terms that connect the C term to the A term. Then they apply hditésvel
to eliminate low scoring terms. Hristovski et al. (2001) have a pre-cadudat of
association rules that establish the significance of a co-occurremvee t&rtns. Each
association has a support and confidence level that can be used both as a scrésning me
and a ranking metric for the final output. Lindsay and Gordon (1999) use frequencies of
terms. They found relative frequencies perform best in ranking C terms. rEoeiefcy
calculations rely on metrics commonly used in information retrieval such d&(tiken
frequency * inverse document frequency). Srinivasan (2004) computes weights for t
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MeSH term profiles in the intermediate steps and the final list is rankednblyining these

weights.

Wren et al. (2004) calculate what they call the strength of the relatobstween
entities. They rank the relationships they find against a random networktmfirgtéps to

estimate the significance of the relationship. Input requires the coreccarcount.

All literature-based discovery applications aim to produce hypotheses. Jlzere i
wide variation in the extent to which the final list of hypotheses has been influencedhyn
user input or statistics. In all implementations, the user selectspbthbges deserving of

further study.

Validation and Evaluation

Validation is a challenge for discovery systems because, if the systes, \t is by
definition finding something unknown (Yetisgen-Yildiz & Pratt, 2006). The most common
approach to validation has been to treat Swanson’s discoveries as the goldl staddar
reproduce them. This approach is taken by (Lindsay & Gordon, 1999; Srinivasan, 2004,
Weeber et al., 2001). A key requirement to using a previous discovery as a goldisgeandar
to limit the input data to a timeframe before the discovery was explicitywkrand written

about.

A variation of this approach is to divide the corpus into two groups based on a pre-
selected date. Hypothesis sets can be produced on the earlier baseline peésigand t
against the later period to see if the implicit connections derived from ther eath are
explicitly present in the second period. Yetisgen-Yildiz and Pratt (2006) ssapihiioach to

test LitLinker. They used the cutoff date January 1, 2004 and concentrated on finding
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implicit relationships in three disease areas: Alzheimer’s diseagaine, and

schizophrenia. Then they examined the literature between January 1, 2004 and September
30, 2005 to ascertain how many of the identified implicit relationships becameitéxpl

stated in the literature. They measured their results using precision dhdndagere able

to track changes in precision and recall over time. In a similar vein Hks&tval. (2001)

picked a baseline and test time frame and tracked connections in terms absaothaen

different diseases. They found they were quite good at finding future connectiotingibut
hypothesis sets were too large to be useful, so they tested various thresholes tbdow

number of hypotheses.

In an experimental approach to validation, Wren et al. (2004) take advantage of their
expertise as laboratory scientists and test their hypothesis that chlagomeroan treat
cardiac hypertrophy by conducting experiments on mouse models of the disease.
Narayanasamy et al. both reproduce the magnesium-migraine connection, #vely fither
cancer gene hypotheses, rely on the verification by experts in théNeldyanasamy et al.,

2004).

Because disparate methods have been used by authors to evaluate theiediteratur
based discovery systems there has been to date no way to compare the efficacy of
applications. In a very recent paper, Yetisgen-Yildiz and Pratt describésprgm
methodologies to remedy this situation (Yetisgen-Yildiz & Pratt, 2009). Theythair
recommendation on four principles. First, 1) the quality of all target terimgotheses
should be evaluated, not just those that replicate the gold standard. 2) The evaluation of a
system should be based on multiple experiments, not just one. 3) Evaluation should be
independent of prior knowledge in order to avoid bias. Many literature-based discovery
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systems require a human expert to decide on which the intermediate or limkisgteuld
be selected, a step open to bias if the expert knows the desired outcome of theeaekperim

Last 4), an evaluation method should allow valid comparison of different systems.

Guided by these principles, Yetisgen-Yildiz and Pratt describe perfoenmaeitrics
that can be adopted by any researcher whose application produces a set osagpgibe
which recall and precision can be calculated. In essence these metrigeigo imeasuring
precision and recall for the complete set. They recommend measuringgoracidirecall at
increments on a ranked set to evaluate how effectively the ranking algopthce the most

important and relevant terms at the top.

Future Directions

In her recent review, Bekhuis discussed the progress in literature-basededy
since Swanson’s early work (Bekhuis, 2006). Her comments are a good starting point to
assess the progress in the field and important future directions. She ¢#es a&ypraisal as
a problem for developers. There are few choices for evaluation of systesmsdéue
yardsticks are few. She implied that more known discoveries to use as golddsanaiad
be an asset for researchers to validate their systems. With the lackeaf ago®a yardsticks,
division of data into time periods is a good alternative, especially sincectiregee can be
applied to any area of science. Certainly the recommendations of YeYiddizrand Pratt
(2009), if implemented by future researchers, will go a long way towardysagi8ekhuis’

concerns.

Bekhuis also encourages developers of literature-based discovery sigstems

participate with research teams and work on substantive problems rather thadatogical
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problems. This will help garner credibility to the field and gain the atteofiche wider
biomedical research community. Bekhuis speculated about what why the research i
literature-based discovery was so little known outside the field of infaymagtience.
Biology has a solid foundation on experimental, empirical science. The notion that
experiments can be conducted on data alone, even when the data was collet¢ted by ot

researchers, is a difficult paradigm shift for many scientists.

Concern for this hurdle has been discussed by others. While there are still many
scientists who are skeptical about experimenting on data, there are thoseiagvioaad
proposing new names for it. Bray describes the shift between biology beiray@tettion
science to hypothesis-driven science where the hypotheses may be the reashmhg
from pre-existing data and those who make and test the hypotheses may not be those who
wielded the pipette in the lab (Bray, 2001). Blagosklonny and Pardee (Blagos&lonny
Pardee, 2002) agree with Bray and emphasize that computational biology or waihcept
biology, as they term it, is not a distinct type of science, but just has a different smuitse f

data: information in databases.

1.3 Conclusion

Complete and accurate information is as critical to chemists a® ipradtitioners in
any other scientific field. The landscape of chemical information is goohey rapid and
fundamental changes. Central to this change is the move to publicly accegsitohation
on the web. Here the number of chemical entities is growing at a rapid rateeand t
biological effects and activity resources are expanding to new areascomprehensive
and interconnected chemical information, founded as it is on rich data, should ensiine that

rate of acquiring new knowledge will increase as well.
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2. PILOT STUDY

2.1 Introduction

This dissertation research was preceded by a pilot study with two go&dirsth
goal was to build a repository or knowledgebase of terms extracted from ridue teethat
represent the bioactivity and effect of the chemicals, particularly ditiggas hypothesized
that this repository, called ChemoText, could be used in drug research to predicesdar us
drugs. The second goal of the pilot study was to test this hypothesis by imihenze
version of Swanson’s ABC methodology. This implementation would use the data in the
ChemoText repository to find implicit links between entities and generadécpons for

new uses for drugs - drug reprofiling.

This dissertation work builds on the fundamental research conducted in the pilot
study. ChemoText is the source of data for the studies under both aims of thiatthssert
and the first aim will extend the ABC study conducted in the pilot. Section 2.2 ouli;nes t
steps taken to design and build ChemoText. Section 2.3 presents the pilot imglemehta

the ABC methodology.

2.2 Construction of ChemoText

2.2.1 Corpus and Theory
Text extraction requires a corpus. The corpus selected for this researtie was t

annotation section of Medline records. Medline (National Library of Medicine, 20018}



database of bibliographic information created and maintained by the Natfioraaly of

Medicine (NLM).

Medical Subject Headings (MeSH) are keywords added to Medline recordsnagltrai
annotators at the National Library of Medicine in order to facilitate besard retrieval. The
annotators choose the terms that reflect the main points of the article émmreailed
vocabulary. The headings can be accompanied by subheadings or qualifiers. These terms,
also selected from a controlled vocabulary, reflect what aspect of the headigisstudy.

For example, an article that discusses the origins of Huntington Diseaseéomuyimotated
with Huntington Disease/etiologyA heading may be accompanied by several subheadings

or none at all.

When an article discusses chemicals, a Registry Number (RN) entryudadah
Medline. Although not strictly MeSH annotations, these lines are also egtradtes course
of this project. For brevity, both the RN and MeSH terms will be referred to cadligan

this work as MeSH annotations.

MeSH terms have been written about extensively, both with regard to their function
in search and retrieval, as well as their usefulness in other database andtongbut
applications (Bodenreider, 2008). Funk and Reid looked at the quality of MeSH annotations
using inter-annotator agreement as a measure of quality (Funk & Reid, 1983). Kogtoff et a
in (R. N. Kostoff, Block, Stump, & Pfeil, 2004) evaluated the information contents of MeSH

and title to see if they approximated the information of the abstract.

Advances in computational linguistics in tandem with the steep increase in journal

articles have spurred research on replacing manual indexing with automegtiods, work
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spearheaded by the National Library of Medicine (Aronson et al., 2000; Neveol, Zeng, &
Bodenreider, 2006). The goal of the work is to build software that can assign MeSH
headings that result in retrieval performance equal (or better than)rteataunanual

indexing.

MeSH has been evaluated in the context of statistically-based informdtiexale
applications. Rubin et al. compared the efficacy of several feature seisiputationally
retrieving articles about pharmacogenomics and found that MeSH terms congvareadblfy
in their discriminative power to terms extracted from the natural langefabe abstract and
title (Rubin, Thorn, Klein, & Altman, 2005). This finding is similar to that of Chen et al.,
who compared disease-drug relationships extracted from full text of adgrafledinical
narratives to MeSH and UMLS annotations. They concluded that the two sourceggdroduc

consistent and complementary results (Chen, Hripcsak, Xu, Markatou, & Friedman, 2008).

Of more relevance to this project, MeSH terms have been extracted by a mimber
developers to create a knowledgebase for biomedical applications. Cimino andueslleag
studied MeSH extensively and observed patterns they were then able thzeapitan
constructing an evidence-based medicine knowledgebase (Cimino & Barnett, 1993;
Mendonca & Cimino, 2000). His group’s observations of the relationship between MeSH
headings and subheadings in a Medline record were built on and extended by researchers in
literature-based discovery, e.(Hristovski, Friedman, Rindflesch, & Peterlin, 2006;

Srinivasan, 2004).

Cimino’s tactic was to look very closely at the headings and subheading co-

occurrence patterns in a limited domain, in this case clinical medicine, ipentta¢m, and
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then attach meaning to them. Cimino and colleagues were able to do this semarsis anal
and rule-building because they restricted their domain. If they had atteroiesetve

patterns in the whole of Medline, important patterns may have been obscured.

The more one restricts the domain, the more one can say about it. This is the essence
of the theory of sublanguage, the theory that explains why close study ticdegsiomain
yields patterns that can be exploited in computational linguistic methodss(t2802). The
rationale behind the theory is that people who work in a specialized area developdanguag
patterns to help them communicate effectively (Haas, 1997). In the case nb@imai
colleagues, as in this research, the theory is being extended from naturagking

annotations of natural language.

The pilot project restricted the domain to articles (or annotations of ariadties)
chemicals. The terms targeted for extraction were restrictedliasorsnotations
indicating chemical activity and effect. It was hoped that this narrow f@oull yield

strong signals useful in drug research.

2.2.2 Analysis and Design

The analysis and design stages of development started with observing and recording
the patterns in a small subset of articles. Once the terms indicatingcahefiect and
activity were identified, algorithms were developed to extract them. gbeathims were

tested on the initial small test set and then implemented on the entire Medline corpus

The sublanguage observations in the pilot study were based on a sampling of 125
randomly chosen articles about the chemical genistein. Genistein is a dHeuomdan

soybeans that has been studied for its connection to a number of diseases, paitscularl
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potential to treat cancer. Just one chemical was chosen in order to getcumdgd view of

the types of research a chemical undergoes. A number of articles reéperntedults oin

vitro experiments such as protein-binding assays and cell assays where thdanalivity

of the drug is studied. Studies on whole organisms were also present, both on animal models

such as rabbits and in human clinical trials.

The 125 sample Medline records were printed, read, and the MeSH terms were
manually extracted, tabulated and compared to the contents of the abstract aridhistl

dataset was termed tRPéMID125Set.

The MeSH terms indicating biological activity became quickly apparent vileen t
PMID125Set was examined. They included protein annotations, disease annotations, and the

group of biological effects identified by tldeug effectannotations.

On the molecular level, protein annotations stood out. A protein is a large molecule
constructed of amino acids. The proteins in the human body are ubiquitous, and in addition
to being vital structural elements, play many active roles in metabolgmaling, growth
and development. Proteins are the targets of most drugs. The goal of a drug is toraind to a
modulate the activity of a protein, in order to suppress or enhance its activaygefody

of research concentrates on studying the relationship between drugs antprotei

The PMID125Set contained 304 instances of protein annotations. This represents 180
unique names, many of which are protein family names (€irgase3 rather than the name
of individual proteins. Ninety-five of the 125 articles had at least one protein aonota
The most commonly occurring entry wasotein Tyrosine Kinaswith 15 appearances,

followed byReceptors, Estrogenith 12 occurrences. Several specific namesNikekappa
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B are included in the list, but so is the extremely general Reateins Table 2.1 shows the

most commonly annotated proteins.

Table 2.1 Top most common protein Table 2.2 Counts of top 5
annotations in the PMID125Set disease/condition annotations in
PMID125Set
Protein Name Disease/Condition Count
Protein-Tyrosine Kinases Breast Neoplasms 18
Receptors, Estrogen Prostatic Neoplasms 7
Cyclin-Dependent Kinase Inhibitor p21 Body Weight 6
NF-kappa B Adenocarcinoma 4

Proliferating Cell Nuclear Antigen

Tumor Necrosis Factor-alpha

Caspase 3

Caspases

CF Transmembrane Conductance Regulator
DNA Binding proteins

Receptor, Epidermal Growth Factor

Disease annotations were a significant indicator of drug activity. [Riseastations
were found in 69 of 125 articles (53.6%). A total of 111 disease annotations wecteextra
representing 57 unique diseases. The most common disease annotation in the PMID125Set
wasBreast Neoplasm®ne of the many forms of neoplasms mentioned in the articles. Table

2.2 lists the top four most frequently occurring diseases in the PMID125Set.

The diseases were identified by looking up the headings in the MeSH Tree file. This
data source is a hierarchical ontology available from the NLM. The categamnyté&is
diseases and conditions, signs, and symptoms su&bdgswWeight For brevity we will refer

to this collection of terms afiseases

The articles with disease annotations fall into somewhat distinct cetegddany of
the articles state in their introductory remarks that genistein is known eécalstion against a
particular disease (breast cancer, for instance) and, given thagséaech of the paper

endeavors to understand either how or why (mechanisms) and when (under what canditions)
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Other articles start by discussing a molecular level activitysggniis known to have and
then test the drug against a new disease for which this activity might pudtd.f In one
article, for example, the researchers note that genistein has been showroumsidies to
have anti-inflammatory activity and then test whether this activity neigtend to beneficial

results in treatinglopecia areatdhair loss) in the mouse model.

In most cases the subject drug was under study as a treatment for theednnotat
disease. In some cases however, the article reported that genistethacdissase or had
particular adverse effects. The patterns in the annotations indicate to ex¢geaivhether
the drug treats or causes the disease. For instance, when the subject dnugotzied with
eitheradverse effectsr toxicity, it was reported to cause the disease. When the subject drug
was annotated wittherapeutic user the disease was annotated vpitevention & contral
the drug is generally discussed as a treatment for the disease. The combirthgairad
annotatiortoxicity with the disease annotatichemically inducedvas a strong contextual
marker for indicating the paper described the drug as causing the di§ghse researchers
have noted these patterns in pairs of annotations, e.g., (Mendonca & Cimino, 2000). As an
illustration, consider PMID 12132873. In this study the authors fed mice special idrets w
varying amounts of genistein and daidzein. They found that the incidence of vulvar
carcinomas was associated with the amount of the drugs in the diet. The ralectati@ns
for genistein wer&enistein/*toxicityandVulvar Neoplasms/*chemically induced/pathology
Patterns in the annotations were used to categorize and tag the diseasddéreas or
causecategories. Of the 111 disease annotations, 16 were taggaagsgsamong them

several forms of neoplasms.
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The next area of the Medline record containing evidence of drug actiwity is
qualifier drug effects.Drug effects annotations were found in 90 articles out of 125, with an
average of 2.7 per article. Two hundred forty-five separate headingsaésdauith the
effects were extracted, representing 152 unique annotations. Table 2.3 liststhe m
commonly occurring headings paired with drug effe@sll Divisiontops the list with 21

occurrences followed b&poptosiswith twelve.

Table 2.4 Top occurring drug

UEISE 28 LTS Elilieln EELligs cer effects categories in PMID125Set

occurring with drug effects annotations in

PMID125Set
MeSH Descriptor Count |Pct MeSH Descriptor Count | Pct

i i 0,
cell Division 21 8.6% Biological/Cell Phys._ 64 16%

Phenomena, Immunity

Apoptosis 12 4.9% Physiological Processes| 50 13%
Endothelium, Vascular 5 2.0% Genetic Processes 39 10%
Uterus 5 2.0% Cells 38 10%
Gene Expression Reg., 4 1.6% Biochem.Phen., 22 6%
Neoplastic 070 Metabolism, Nutrition
Cell Cycle 4 1.6% Urogenital System 19 5%
Phosphorylation 4 1.6% Tissues 17 4%

Amino Acids, Peptides, | 16 4%
and Proteins

The records were examined for false positives, records that code for didatfe
the article reports that the drug has no effect, and three such instanedsumet PMID
16557470 is an example. Genistein was investigated to see if it had an effect on cell
proliferation and on mammary glands. The study confirmed the latter but found naéffect
genistein on cell proliferation. Automated routines cannot discern these negsuiive ae
this time and will include these incorrect drug effects. It is likelysbdew false positives

were found because negative results are not published at the same rate aggmdisye
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and, particularly with the comparative studies, the heading linkéditpeffecis often

general, indicating the direction of the research presented in the paper.

To determine whether the drug effects describe drug activities froiheaspectrum
of physiological levels, each drug effect annotation was looked up in the Natibraly of
Medicine’s MeSH Tree file. This file contains all the MeSH annotatiomsged in a tree
structure that allows one to travel from a given annotation to a higher node ieettieatr
represents a family or category to which the annotation belongs. Thelfgftgaibsis
(programmed cell death) for instance can be mapped to the more gemat@él
Physiological Phenomenarable 2.4 contains the categories and the number and percentage
of annotations falling into each, and shows that the entries are distributed among aafumbe

physiological levels.

The Medline record can list more than one chemical. One or more of them may be
the subject of the research, while other chemicals are peripheral, perhapsetisor used in
the experimental procedure, but not the central object of study. In order to redvcleithe
of data to remove incidental chemical annotations it was important to ydg@ithemicals
that were the subjects of the article and then associate the activisyotdywith the subject
chemical(s). A heuristic algorithm was developed that evaluated tBéidebheadings or
qualifiers occurring with the chemical annotations and identified the claémmost likely to
be the subjects. The heuristic followed a rule-based stepwise procedure daifgoce
developed based on the detailed analysis of the PMID125Set. In this process, theoasnotati
from each Medline record were examined to see if more than one chemical waseahnot
and identified as a major topic. If only one chemical was found and major, ihggedtas

the subject chemical. If more than one chemical was identified as majothéhe
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subheadings or qualifiers of each were examined. If the subheadings werad¢hieiseach

of the chemicals, then they were all tagged as subjects.

Table 2.5 Hierarchy of MeSH subheadings (qualifiers) when establishing

subject chemicals

Level MeSH subheadings

1 PharmacologyOR Adverse Effect®R Therapeutic UsS©R Administration
& DosageOR Toxicity OR Pharmacokinetics

2 Any subheadingsxceptBiosynthesisMetabolism Chemistry

3 Biosynthesi©OR MetabolismOR Chemistry

Preliminary analysis of the PMID125Set showed that certain subheadengsnare
commonly associated with subjects then other headitiggmacologytherapeutic useand
administration & dosagefor instance, are subheadings commonly annotated to the subject
chemical, while the subheadingeetabolismandbiosynthesisire less common annotations
for subject chemicals. A hierarchy of subheadings was assembled, stathitigose most
commonly associated with subjects to those rarely seen associated witkssul§ee Table
2.5.) This hierarchy was used to compare the chemicals in the remainder obtids s:nd
tag those most likely to be subjects. Only chemicals flagged as major astabihe of their
subheadings are used as input to the algorithm. If a subheading from level one was found,
the associated chemical(s) were designated subjects. Only if no chiead@bubheading
from the first group did the algorithm look at subheadings from the second group. If no
chemicals have been identified annotated with subheadings from the first two, ghemps

chemicals tagged with a subheading from level 3 were tagged as subjects.

Medline records with more than one subject are common. Forty percent have more
than one subject chemical, and the average number of subject chemicals per Medithe r

is 1.65. In the next step of the processing each of the subject chemicalsogagebsvith
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the previously extracted agty and effects terms. Figurel2oelow shows the MeS
annotations for one sample Medline record and then@Text database records produ

from it.

Figure 2.1 Sample Medline record with MeSH annotatins and the resulting databas
records in ChemoText.

:ed activation of NF-kappaB in prostate cancer cells promoting

tor p21/metabolism

rapy/metabolism/pathology/radiotherapy

‘otein

relinB

relin-Dependent Kinase
hibitor P21

F-kuppa B

Disease TreatFlag

Prostatic Neoplasms Treat

Drug Kffect
Apoptosis
Cell Division
G2 Phase

2.2.3 Construction

The 2008 baselingersion of Medline was downloaded from thational Library of
Medicine web sitand used as the corpus for extraction routiiThe baseline files consi
of over 500 zipped XML files. Once the files wel@vnloaded and expanded, the ext
routines were run on each. The extraction routime® written in Perl. The data was loa
into a MySQL database and subsequent procg was performed in SQLThe processin
steps are illustrated in Figure 2.2, andcompleted database depicted as a network is s

in Figure 2.3.The diagram shows the number of unique entitiesach category as well
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the number of relationshipetweenentities stored in the database, which was ne
ChemoText.The baseline file contained 16,880,015 record3%314 records he

identified subject chemicals and were included ie@bText.

J'E‘ he kagiine fiies in XRal

| Medline | | | format are downioaded from 'Vlev\

the NLM FTP site.

Next the files are unzipped.
Perl programs read €ach one

informationand write to three
output files. one with chemical

-

/ Chemical /// / MesH /// / Tf;:_-i:l;d / v s / st T

Disesasers

Pubyr [/ T ]
— = r 4 865 bt
- e elsscrmivgzs -
Load into MysSQL |
and further !U;MV u;r
processing Subject
Chemical
P18tk

e S TR A T

LNEMOIEXL DASE lauies:

Subject chemical(s)

Chemical — protein

Chemical —disease

Chemical — drug effect

PMID— title and publication date

2.3 Drug Discovery Applicatior

The potential of using ChemoText for drug disco was explored in the next phe
of the pilot study. Thgoal was to generate a listchemicals linked implicitly but nc
explicitly to a particular disease through theritere. Such a list or hypothesis set r
contain chemicals important to drug research egisarew treatments or as key chemica

the physiology of the diseaseo generate the hypotheses, the ABC method: (described

in Chapter 1) of Swansdidwanson, 198 was adopted.
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2.3.1 Methods

The implementation of Swanson’s ABC paradigm ugihgmoText incorporate
several featres that differentiate it from other implementasorA critical design decisic
made at the onset was to limit the B terms (alfled#inking or intermediate terms)
protein annotations. See Figure 2.4 below. Timgdtion was applied not only reduce
the volume of data, but also because proteinsharagents behind most physiologi
processes and are therefore studied both by sstenéisearching disease and by scier
looking at drugs. Because these very differentigsoof scientis may not be aware of ea
others’ work, there is a strong potential for fimgliundiscovered implicit relationshi

between drugs (A terms) and diseases (C termgruoiains (B terms)

Figure 2.4 On the left,Swanson’s ABC paradigm. On the righ the designfor this
study: protein annotations only were used as the ®rms.

B B
Intermediate q
Pa— Proteins
C C
i Diseases ’ Diseases

In order to facilitate validation of the resultisetcommotliteraturebasec
methodology of identifying cutoff date and dividing the data into a prgeff set and a
posteutoff set was adopted. This segmentation meanttihypothesis set could
constructed from the earlier set and then validhatetboking at the results in the seco
later set. Becaudbe study used migrairas the disease and 19&&the cutoff year, tF
study was additionally able to attempt a reprodaunctf Swanson’s link between migrai

and magnesium.
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The first article to directly connect magnesium to migraines wasshebl in 1985.
The routines were limited to evidence before that year for the baselinelt&hemoText
database was queried for all articles published before 1985 in migchine disorders
migraine with auraor migraine without auravere included in the MeSH annotations.
These were the C terms. In the next step each protein annotation included inhass of t
articles was extracted. This was the pool of proteins associated withmai{Baierms).
This pool contained 131 proteins and included names for specific proteins as well as protein
families (e.g. Receptors, Adrenergic The next step extracted any chemical that was
identified as the subject of a study in which any of the migraine pool protasianmotated.
Chemical family names such Aminesor Lactoneswvere programmatically eliminated to
reduce the data volume and because this study seeks new uses for spedital heoh
chemical families. The resulting set of terms were the A terms. The nofieégraine
pool proteins associated with each chemical was counted. Any chemicahisdisttwhich

already had a direct link to migraine was eliminated.

The entire ChemoText database was examined to determine which chemicals
predicted to have a link to migraine based on the evidence of the baseline penmed |
have literature evidence of a link by the test period. The most common MeSH snbbkeadi
appearing with these chemicals when they were annotated with migramelae extracted

to help elucidate what kind of link emerged.

2.3.2 Results
The experiment produced a list of 4,725 chemicals potentially connected with

migraine. (See Table 2.6 Part A.) We term this list the hypothesis $&n the set was
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ranked by protein counP¢ot Ct), magnesium appeared near the top of the list at position 3.

This closely reproduces Swanson’s discovery.

Table 2.6 Comparison of baseline and test periodiRanked by protein count the top 12
chemicals out of 4,725 that are predicted to have a connection to migraine based on tt
associations with migraine proteins before 1985. Part A contains informatidetés/ &

ChemoText during the baseline period before 1985. Part B contains data extracted fro
ChemoText in the test period.

neir

m

A. Baseline Data: 1984 and befor

B. Test Data: After 1984

Article
Rank| Chemical Name |Prot Ct|First Yr| Ct Disease Qualifier | Chemical Qualifier
1 Sodium 104 2006 |1 blood cerebrospinal fluid
2 Zinc 93 0 0
3 Magnesium 91 1985 |39 blood blood
4 Copper 88 1986 |1 etiology adverse effects
5 Corticosterone 86 0 0
6 Prednisolone 84 2007 |1 complications therapeutic use
7 Cysteine 81 1994 3 radionuclide imaging|analogs & derivatives
8 Edetic Acid 80 1989 |1 physiopathology admin & dosage
9 Lead 79 0 0
10 Colchicine 77 0 0
11 Cyclic GMP 76 1995 4 physiopathology physiology
12 Nicotine 75 1999 3 drug therapy adverse effects

the results are not novel, but can be viewed as a method validation. However, the design of

Many researchers have reproduced Swanson’s magnesium — migraine djgborgery

ChemoText enabled an extension of this analysis in a novel direction. For eaatatiem

the hypothesis set, the ChemoText database was searched for any link leérereemical

and migraine after 1984. These results were summarized and combined with tedrosault

the baseline period. Table 2.5 Part B contains these new colbirgtsy ear(abbreviated

First Yr, the first year an article appeared directly associating thraichketo migraine),

Article Count(abbreviatedhrticle Ct, the count of articles with this direct association) and

the most common qualifiers or subheadings (based on occurrence counts) appdaging in t

annotations of the disease and the chemical with migrBiisegdse QualifieandChemical
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Qualifier). Magnesium was first connected to migraine in 1985 and has had 39 articles since
connecting it to migraine. Both the most common disease qualifier and the mostitomm
chemical qualifier occurring in records in which migraine and magnesium toggther

wereblood, indicating the blood levels of magnesium are important in migraine.

The set was examined to see what general observations could be made. The set
contains many types of chemicals. Sodium, zinc, copper and magnesium are elements
Cysteine is an amino acid and cyclic GMP is a nucleotide. Pharmaceuticaisebeore
common as one scans down the list. The disease and chemical qualifiers inditaée tha
connections between the chemicals and migraine were varied. A number afatbemeire
annotated indicating they treat migraine. Some chemicals like copper appeagist
migraine, and some appear to be involved in the physiological mechanismsaihmigrg.

cyclic GMP).

The total set contained 154 chemicals that had no connection to migraine in the
baseline period but developed a connection by 2007. Among the top 12 chemicals, eight
(66%) have developed links to migraine since 1984. Artiele Countelement was adopted
as a rough indicator of the significance of a chemical’s connection toinagrilagnesium
has had 39 articles linking it to migraine since 1985 while copper has only one sfirse its
connection in 1986. Sodium has only one article linking it directly to migraine, but the
article is recent therefore the connection is newly established anghifscaince as of today

is understandably low.

56



Table 2.7 Baseline and test period results for valproic acid and nitric oxed Ranked by
protein count. Sections of the output set containing valproic acid and nitric oxide, two
chemicals with high article counts in the test period. Part A contains irtfomaavailable in
Medline during the baseline period before 1985. Part B contains data extractedddbimeM
records in the test period.

A. Baseline data: 1984 and befor

B. Test Data: Afte_r 1984

Article

Rank [Chemical Name  |Prot Ct |First Yr [Ct ‘Disease Qualifier |Chemical Qualifier
103 Mannitol 44 0 0
104 Penicillin G 43 0 0
105 Valproic Acid 43 1988 83 drug therapy therapeutic use
106 Deuterium 43 0 0
107 Aluminum 42 0 0
108 Orotic Acid 42 0 0

0 0
598 Quartz 11 0 0
599 Nitric Oxide 11 1991 40 physiopathology = physiology
600 Orciprenaline 11 0 0
601 Methaqualone 11 0 0

Based on the article count metric, two chemicals, valproic acid and niitlie, o
warrant further discussion. (See Table 2.7) Valproic acid, found in position 105, has only 43
migraine-related proteins. The first article discussing its therapssg in migraine
appeared in 1988 and by 2007, 83 articles linked valproic acid to migraine, twicayaasna
magnesium. Valproic acid is an example of drug re-profiling. It was useddioy years as
an anti-epileptic drug before being tried in migraine prophylaxis (Sareth888). Valproic
acid developed the strongest link to migraine based on the article count nettiticligy not

appear as high as magnesium in the hypothesis set based on baseline protein count.

Nitric oxide appears relatively low in the list as well at position 599, linkexhly11
proteins in common with the pool of migraine-linked proteins, but by 2007 it had 40 articles

linking it to migraine, one more than magnesium. Nitric oxide is an importarglsig
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molecule in the body, and the qualifiers in the ta® columns indicate that this chemi

plays a rolen the physiopathology of the dise.

Precision and Recall

Precision and recall were calculated using thevalig formulas.

Chemical Precision(HSN GS) /HS and

Chemical RecalllHSN GS) / GS (1)

HS is the number of entries in the hypothesis 88GS stands fothe number o
gold standard chemicalshe chemicalthat the experiment ideally should have pred.
GSchemicals are those that existed in the baselinedgeand had no direct linto migraine
during that periodbut by theend of the 1985-200fést period had developed a direct lin}
migraine. There were 177 totiGS chemicals; our routines found 154 of them. The
chemicals were missed because they did not haveipsdinked to them from the migrai
protein pool. In other words, the— C connection did not pick up these chemiciThe
intersection of the hypoésis set and trGS chemicals gives the number@&s$ chemicals
found by our experimentsThe variables used in the prediction of precisiod gecall are

summarized in Figure 2.5.

Figure 2.5 Explanation of chemical sets and term definitions

Term / Abbreviation

Gold Standard (GS) Chemicals that existed in the baseline period, had no
direct connection to the disease in that period. but then
developed a connection to the disease in the test period

Hypothesis Set
L5)

Hypothesis Set (HS) Chemicals predicied to develop a connection to the
disease
. IFound Gold Standard The chemicals that did develop a connection to the
Intersection: Found Gold Standard (FGS) (FGS) disease and were predictedto. Intersection of the Gold

Slandard sel and the Hypothesis Set.
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The results for recall and precision are as follows.
Chemical Precision f;—i =0.033 = 3.3% Chemical Recall-i% =0.870 = 87.0%

The recall results are high. Selecting migraine drugs based on proteinsadentifi
87% of the future chemicals connected to migraine. Our precision results, haavever,
weak. Only 3.3% of the chemicals in the hypothesis set developed a connection teemigrai

after 1984.

One likely reason for the low precision is that the 131 proteins connected to migraine
include many protein families. These annotations can be very general afor¢hieage the
likelihood of being annotated with many chemicals. For instakaenosine
TriphosphataseandPeptide Hydrolaseare two protein annotations from the migraine
protein pool. While these families certainly have a connection to migraineardep broad
that they will have connections to many other diseases and chemicals. As tnegsulll
likely significantly increase the size of the hypothesis set with atedsnof little potential
connection to migraine. Not all protein families can be discounted, howeeeeptors,
Serotoninis also a protein family, but it has a well-known importance to the physiology of
migraine and should not be undervalued. In future work we hope to develop other metrics
that attribute a weight to the protein annotations that will reflect their taopoe to the

disease being investigated.

Increasing Precision
The relationship between protein count and the strength of the connection of a
chemical to migraine was investigated. To reflect the importance of thectionngetween

a chemical and migraine the article count metric was used. This metrasactseighted
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count, giving chemicals a weight equal to the number of publications connecting itftem w
migraine. Counting co-occurrences to estimate relationship strengthmmaocotechnique

in text mining (e.g.(Stapley & Benoit, 2000)). Using article count, however, does have
limitations. It is a direct measure of publication activity, and publicaticasmot always
accurately reflect significance of a chemical as a potentiahiezd for a disease.

Publication rates may increase, for instance, if a certain drug is sepétaving

dangerous side effects. Additionally, a chemical that has ten ariciasdaing it to

migraine cannot be said to be ten times more important than a chemical with oatyidae
Despite these limitations the article count metric will be used as a rougatordor the

importance of a connection between a chemical and migraine.

For a graphic understanding of these relationships between protein count (the number
of proteins from the protein pool associated with the chemical in the baseline period), the
hypothesis set chemicals and the gold standard chemicals, a bar chgenweated that
grouped the hypothesis set by protein count ranges. (See Figure 2.6.) For eatlcquatei
range, the following percentages were depicted as bars: the percaittag@ypothesis set,
percentage of gold standard (GS) chemicals, and percentage of golddstatides. The
graph shows that over 80% of the hypothesis set chemicals have fewer than 18 protei
linking them to migraine. This large group has around 50% of the future linkedoet&mi
However, this group only has around 30% of the articles linking chemicals tameigra
Because so many chemicals in the hypothesis set had fewer than 10 proepasate Har
chart (Figure 2.7) was created to look at the 0-10 range in detail. This graghtehbaver
40% of the chemicals in the hypothesis set had only one protein from the migoaaie pr

pool. This large group contained only 10% of the true migraine chemicals and less than 5%
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of the migraine articles. Eliminating this group of chemicals could improwespe

without significantly degrading recall.

To test this idea, precision and recall were recalculated as the clsawitbathe

lowest protein counts were consecutively eliminated. The results are contairaddar2 B.

Figure 2.6 Bar chart showing Figure 2.7 Bar chart showing
percentages by protein countHS — percentages for chemicals with 10 or
count of hypothesis set chemicals. GS is fewer associated proteins.

count of gold standard chemicals. Art

Ct is article count

100% 50%
80% 40%
60% 30%

40% - B HSCt 20% H HS Ct
20% - EGSCt 10% - | EGSCt
Jw . ILIIII|I‘.......

O% _ T T T T T T T T 1 Art Ct 0% 1 Art Ct
10 30 50 70 90 12345678910
Protein Count Ranges Protein Count Range

This table includes a new elementtidle Recall. To calculate this we used the

following formula.
Article recall =(Found GS Articles) / (All GS Articles) (2)
We will illustrate this formula using the results from the entire hypathsedi
Article recall = 552/(552 + 55) =.909 = 90.9%
The numerator in this equation is the number of articles associated with the 154

chemicals from our hypothesis set that did indeed develop a future link to migrdiaesan

61



the gold standard set. The denominator is the number of articles for the gold standard
chemicals in our hypothesis in addition to the 55 articles associated with the 28atkemi
that the routines did not find. Article recall overall was 90.9%. Article rechigher than
chemical recall because the chemicals we did find on average had more asstleiated

with them then the chemicals we did not find.

Table 2.8 Precision and recall results as thresholds are applied
Found

Threshold | Hypothesis | Found GS GS Article
Applied Set Count Chemicals Articles | Precision Recall Recall
none 4725 154 552 0.03 0.870 0.909
protct > 1 2658 138 529 0.05 0.780 0.871
protct > 2 1867 131 511 0.07 0.740 0.842
protct > 3 1454 123 493 0.08 0.695 0.820
protct > 4 1223 114 486 0.09 0.644 0.801
protct > 5 1034 105 460 0.10 0.593 0.758
protct > 6 888 93 424 0.10 0.525 0.699
protct > 7 801 89 412 0.11 0.503 0.6[79
protct > 8 739 86 406 0.12 0.486 0.669
protct > 9 674 86 406 0.13 0.486 0.669
protct > 10 617 82 399 0.13 0.463 0.657

Table 2.8 records the change in precision and recall as protein count thresholds were
applied to the hypothesis set. The elimination of each group of chemicals causecase
in precision and a decrease in recall. By eliminating all chemicaisi@ior fewer proteins,
the hypothesis set contains 617 chemicals. Of these 82 or 13% are future linked. While the
chemical recall was decreased to 46.3%, the article recall only dedrea65.7%, showing
that the chemicals remaining had a more significant connection to migraireassred by
article count. The three chemicals that eventually developed the strbngéstmigraine
(magnesium, nitric oxide, and valproic acid) are all included in the set of 617, althaugh nit

oxide, with only 11 chemicals from the protein pool, was close to the cutoff. Ousresult
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the whole compare favorably to other similar studies (Hristovski et al., 2001g#&fefisldiz

& Pratt, 2006).

2.3.2 Evaluation of pilot study and next steps
The pilot study was successful in revealing both strengths and weaknesses of both
ChemoText and the drug discovery application. The ABC implementation using ChémoTex

was able to reproduce Swanson'’s link between magnesium and migraine.

The strategy of using proteins as the intermediate B terms wasweffiectreating a
hypothesis set with high recall. The reason for this likely lies in the teolggroteins play
in both disease and drug research. The study of disease increasingly doctiees
physiology of the disease state at the molecular level, a level in which ohmes\ait
proteins and their interaction with other molecules is central. Drug redearses on
proteins as well, searching for drugs that modulate the behavior of proteins chvotiie

disease pathway.

While recall was high, precision was low. The technique of applying cutoffs to the
protein counts improved precision, but still left large hypothesis sets. Mether than
protein count may be more effective in ranking the hypothesis set and puttiregthe b
candidates near the top. There are many examples in the literature ofsdddsrd on
weighted counts of connecting terms that could yield better results. Thigatisser

research will investigate other ranking approaches.

When other metrics are explored in ranking the hypothesis set, there must be a way to
evaluate the results of each ranking so that they can be rigorously compared tolfiest.the

The methods outlined by Yetisgen-Yildiz and Pratt in a recent paper form ibddvasich a
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line of evaluation (Yetisgen-Yildiz & Pratt, 2009). The methods involve calculatetigas
that measure how well the ranking approach puts the relevant (i.e., futur éingeld
standard) entries toward the top of the ranked hypothesis set, where they drkatydice
come to the notice of researchers. The metrics are Precision@K, MAP,-pothtldverage
precision. These metrics have been adopted from the field of information retrieharea

used to evaluate the performance of IR applications such as search engines.

The goal of this dissertation is to produce text mining applications that could be
adopted as tools in the computational drug research laboratory. That will only haibyaen if
application can be rigorously validated and the results comprehensively evaluateewr
implementation of this ABC study will concentrate on developing these validatibn a

evaluation components.
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3. EXTENDED IMPLEMENTATION OF SWANSON'S ABC METHODS

3.1 Introduction

In this study the explicit connections between entities in the biomedicaldiera
were used to identify implicit connections between biomedical entities. Thpked
connections are potential new discoveries. Specifically, the co-occunmogaéions
between diseases, proteins, and chemicals were examined to find implied oosnecti
between chemicals and disease, and therefore to predict new uses ifoy drigjs or drug

reprofiling.

This work extended the pilot study. The pilot study implemented Swanson’s ABC
paradigm using the MeSH annotations extracted from Medline records and stored i
ChemoText. In the pilot the most significant design strategy introduced wasttthé B
intermediary terms to protein annotations. This strategy was veryiwéfaad was retained
for this research. The reason for the success in using proteins as intgringdray terms
likely lies in the central role proteins play in both disease and drug researchtudhef
disease increasingly focuses on the physiology of the diseaset steterelecular level, a
level in which observations of proteins and their interactions with other moleceles ar
central. Drug research focuses on proteins as well, searching for driugslthreodulate the

behavior of proteins involved in the disease pathway.

The validation approach used in the pilot study was also retained. In that approach

the corpus was divided into two sets by a cutoff year. The data from theraar|yetriod



was used to create the discovery hypotheses and data from the later time peusddva

validate the hypotheses.

This study went beyond the pilot work in its scope. Three diseases were included and
three year cutoffs were applied to each. New approaches were used to ramothedny
set and the rankings were evaluated using techniques adopted from the infornratiad re
field, techniques that evaluate how well the ranking places the most importaevante

chemicals at the top of the returned list.

3.2 Overall Design

The diseases chosen for this study were cystic fibrosis, psoriasis, aatheig
Migraine was chosen in order to reproduce and extend the pilot study. Cystitsfilvas
selected because it is a very serious rare disease with few successfiokbnts. Psoriasis
provides a contrast to cystic fibrosis; it is common, not life-threateninghanel are many
treatments, although no cures. It was thought this group of diseases would provide an

interesting diversity in the results.

Three cutoff points were selected: 1984-1985, 1989-1990, and 1994-1995. The 1984-
85 cutoff was chosen to reproduce the pilot study. The 1989-1990 and 1994-1995 cutoffs
were selected to see how the chemicals and treatments changed overtmgedt cutoff
partitioned the data into two sets. The baseline set contained the data fromeaamt re
article published in the baseline period, which is defined as any article in Caetwaih a
publication year up to and including the first cutoff year (e.g., 1984). Theetesirgains

any article from the test period. The test period includes all relevatésipublished after
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the baseline period (e.g., 1985 and after) through 2008. Table 3.1 below contains details

about each baseline and test period.

Table 3.1 Description of baseline and test period constructic In
each case the baseline period starts with the earliest relevamt articl

pulled from ChemoText before the year cutoff.

Cut-off Baseline period | Test period starts | Test period
ends with and with (and ends
includes year includes) year

1984-85 1984 1985 2008

1989-90 1989 1990 2008

1994-95 1994 1995 2008

The combination of a disease and time period will be caltedtaun Each test run

produced a hypothesis set, or a list of chemicals found to have an implicit connection to the

disease in question. The names for each test run and the datasets produced iar& diste

3.2.

Table 3.2 Description of each test run and name of resulting hypothesists

Disease Year cut-off | Test run name Hypothesis set name
Cystic Fibrosis 1984-1985 CF 1984-85 test run CF 1984-85 Set

Cystic Fibrosis 1989-1990 CF 1989-89 test run CF 1989-90 Set

Cystic Fibrosis 1994-1995 CF 1994-95 test run CF 1994-95 Set
Psoriasis 1984-1985 Psoriasis 1984-85 test fun  Psoriasis 1984-83 Set
Psoriasis 1989-1990 Psoriasis 1989-89 test fun  Psoriasis 1989-90 Set
Psoriasis 1994-1995 Psoriasis 1994-95 test run  Psoriasis 1994-95 Set
Migraine 1984-1985 Migraine 1984-85 test run  Migraine 1984-85 Set
Migraine 1989-1990 Migraine 1989-89 test run  Migraine 1989-90 Set
Migraine 1994-1995 Migraine 1994-95 test run  Migraine 1994-95 Set
3.3 Methods

A graphic representation of the method is presented in Figure 3.1. For each test run
(disease and year cutoff), the following steps were performed. The Chendefabase was

gueried for any occurrence of the disease annotation with a protein annotation itncény ar
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published in the baseline perioThe disease annotation for cystic fibrosis ‘Cystic
Fibrosisand for psoriasis wePsoriasis Three annotations were usadhe case o
migraine:Migraine Disorders, Migraine with AureandMigraine without Auri. The
resulting set of proteins was then cleaned by rengoprotein annotations identifie
beforehad as being too broad to be useful. They reprdaaye families of proteins th
likely have members that play a role in most phiggjcal processes and therefore
diseases. They would therefore provide little gfgeinformation about a disea: These
annotations includeerms such ¢ ProteinsandAmino Acids The complete list of eliminate

proteins is included in Appendl. The same list was used for eagst run.

Figure 3.1 Flowchart of methoc«. Note that the ChemoText Knowledgebase logically
divided into Baseline period and Test perioc

Steps ChemoText

1  Create protein pool: find
all co-occurrences of
disease and proteins.
Filter out large protein
families.

2 Find all co-occurrences of
proteins from pool and
chemicals .

3 Filter out chemicals that
are already co-annotated
with disease to make
hypothesis set.

Baseline Period Hypothesis Set

Chem A
C
Disease

Chem XYZ

Chem 345

4 Find all chemicals that 3 5
had first co-annotation
with disease in test .
period. Chemical must Test Peri Od Gold Standard Set
have existed in baseline ‘
period. This makes gold Chem B
standard set.
i Chem MNO
5 Validate by comparing Disease
gold standard set to 4 Chem 345
hypothesis set. Chem LXR

The resulting list of proteins was termed protein pool For each protein in tr
protein poolChemoText was again queried fol-occurrence between the protein ar
chemical annotation in aarticle published in the baseline period. The ltegydataset wa

summarized by adding up the number of proteins file@rpool linked to each chemical ¢
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storing the total in a variable called Protein Count (ProtCt). To reduce the nuneioéred
and to try to find only the significant co-occurrences of protein and chemicalhoshy t
chemicals were chosen that were subject chemicals of the articles tiogué¢$he
identification of the subject chemical was described in Chapter 2.) Becaustutly targets
specific drugs to reprofile, chemical families were eliminated fronmegbelts. Examples of

chemical families arécids, BenzoflavoneandHydrazines

It is important to note that this study is designed to focus on the classic drug type:
small organic molecule. Protein-based therapies and solutions and mixtuersladed

from the hypothesis sets.

The resulting set represented the list of chemicals connected through diggyme
protein annotations to the disease. In the next step those chemicals thgtlzicea the
baseline period aexplicitor known relationship to the disease in the baseline period were
eliminated and what remained was a set of chemicals with omhgicit connection to the
disease. To find the set of known connections, the baseline period was queried for co-
annotations of the chemical and the disease in the same article. Again, betheseayf
ChemoText was constructed around subject chemicals, this step only looked for and
identified articles in which the chemical was the subject of the article aadraated with
the disease. Chemicals found to have this connection were eliminated from thé@dist
resulting set of chemicals was tingpothesis set(HS)These chemicals were predicted to
have a connection to the disease, either as a potential treatment, an endogenioak chem

playing a role in the disease mechanism, or as a causative agent.
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Next, ChemoText was queried for all the chemicals that represent thosealkem
thatshouldhave been included in the hypothesis set. This set includes any chemical that
existed in the baseline period, had no direct connection to the disease (thahesyevas
subject chemical in an article in which the disease was annotated), but did dedieémp a
connection in the test period (again, as a subject chemical in an article wheredbke dias

annotated). This set of chemicals was termedjtie: standard (GS3et.

The chemicals in the gold standard set were further described by adding cthiamns
helped to illuminate the link between the chemical and the disease that developed. The
number of proteins linking it to the disease in the baseline period was added to the set
(ProtCt). The number of articles (Article Ct or ArtCt) linking the cheiizgéhe disease in
the test period was included as well. (See Table 2.7 for an example.) Astiokei€ a rough
measure of how important the link was that eventually developed. In addition, the most
common disease subheadings or qualifiers and the most common chemical subheadings
annotated with the drug and disease were also collected and appended to the chemical

records.

In the next step the hypothesis set was validated by checking to see mthiehia
the hypothesis set were also in the gold standard set. This group of chemieslsnisphe
true positive predictions and will be termed tbend gold standard (FG®hemicalsThe
following figure depicts the hypothesis set, the gold standard set, and the trderstthe

two.
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Figure 3.2 Depiction of chenical sets and term definitions. The same sets al
definitions were used in the pilot study

3.3.1 Calculation of precision and reca

Precision and recall were calculated using thevalig formulas.

Chemical Precision(HSN GS) / HS and

Chemical RecallHSN GS)/GS (1)

HS is the number of entries in the hypothesi. GS stands fagold standarcthe
number of chemicals whiathevelojed a link to the disease. Gold standardmicals ar:
those that existed in¢hbaseline period, and had no direct linthe disease during th

period, but by the end of thest period had developed a direct linkhe diseas.

3.3.2 Calculation of ranking variables

Each hypothesis set was initially ranked separaielthiee variables calculated wi
data elements retrieved in the baseline periock first variable waprotein coun (ProtCt).
This is the total number of proteins from the piof@ool that are c-annotated with th
chemical in the baseline period. If tchemicals have the same protein count, the \

WtCOS (described below) was used as a secondakingpmalue

The next ranking approach, callWtCOS was devised to rank high the chemic

with a protein profile similar to the disease photerofile, where protein profile is defined
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the specific proteins and the relative number of articles associated vhth Bacalculate
WLCOS, the relationships between the disease and its proteins and the chesnisal a
proteins were represented as weighted vectors. Each position in both the disease and
chemical vector represented a protein. To weight positions in the diseasdhectomber
of articles linking the protein to the disease in question was totaled into a@aadled LCF
or local co-occurrence frequency. The number of articles linking the protany tdisease
was totaled into a variable called GCF or global co-occurrence frequency.CHwas
divided by the GCF in a variable called DisLCFIGCF. This number represented the

proportion of articles linking the protein to the disease.

The chemical vectors are weighted in a similar way. The number oéantlich
link the protein to the chemical (LCF) is divided by the number of articles which link the
protein to all chemicals (GCF) and placed in a variable called ChemLCFIG&Eompute
WtCOS, the cosine of the two vectors is calculated by the following equatiomiiida&

Schuetze, 1999):

B _oxxy i1 XiYi
WCOS = cos(x,y) = = = Jzn_lxz \/Z’-"_ly-z -

where x = DisSLCFIGCF and y = ChemLCFIGCF. The chemicals with thengectost
similar to the disease vector will have the smallest value for WtCOS andewdinked first.

The WtProp metric looks only at the proteins annotated with each chemical. It
calculates the percentage equal to the number of disease proteins annotatesl with t
chemical divided by all the proteins annotated with the chemical. The protein count
(number of proteins from the protein pool) was divided by the total number of proteins
annotated with that chemical in the baseline period. Because a simple propedfon gi

chemicals with few proteins the advantage, the proportion was multiplied again by the
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protein count. For instance chemicals with only one protein annotation that happened to
come from the protein pool would always have the WtProp = 1 and appear at the top of the
list. To avoid this, the proportion was multiplied by the Prot Count again to weigh ckemica
with more proteins. If for instance a chemical is annotated with 50 proteinslitetatire

until 1985, for instance, and 20 of those have been annotated with migraine (migraine protein
pool) then WtProp will be equal to 20/50 = .4 *20 = 8.0.

Prot Count

WtProp zm * Prot Count (3)
W1Prop is designed to identify chemicals that may not have many proteinatadnot

with them, but have proteins significant to the disease in question.

The resulting rankings from each of the three ranking strategiesaweraged. Each
hypothesis set was then ranked based on the average. This rank waAvealkge Rank
(AvgRank) A random rankingRandomRankwas also calculated in order to see whether
the rankings performed better than chance. Each entry in the hypothesis astigiasd a
random number drawn from the set of numbers between 1 and n, where n is the number of
entries in the set. The set was then ranked on this random value. The ranking appreaches a

summarized in Table 3.3.
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Table 3.3 Summary of ranking approaches
Ranking Approach  Description

ProtCt Count of protein pool members associated with chemical

WtCOS Cosine similarity between the disease-protein vector and clhemica
protein vector

WitProp Proportion of proteins that are related to the disease

AvgRank The three above rankings are averaged, then the set is ranked on the
average

RandomRank A random number is assigned to each chemical in HS, then ranked

on that number

The five sets of ranking results were evaluated by three different mettaids
different ways try to measure how well the ranking strategy puts the gotthstiachemicals
at the top of the list. The first of these methods islthipoint average interpolated
precision. For each of eleven standard recall levels (0, .1, .2, .3, etc.), that will be denoted as
i, a variable called the interpolated precision is set to the maximum precisaomecbfor

any recall level greater or equalito

Precision at Kmeasures performance by calculating precision at specified points in
the hypothesis set. If the K threshold values are 10, 20, 30, 40, 50 then precision will be
calculated for the top 10 ranked entries in the hypothesis set, the top 20 rankegtleatries
top 30 ranked entries, etc. Precison@K is probably the most intuitive measure. eltsansw
the straightforward question, how many found gold standard chemicals were fountbm the

10, 20, 30, etc. entries of the list.

MAP or mean average precisidakes the precision value at each found gold standard
chemical. The precision values are averaged when the number of gold standaetjteats

k, where k is 10, 20, 30, etc.
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3.4 Results

Record counts and overall precision and recall for each hypothesis set aredr@torde
Table 3.4. In every one of the three diseases the number of proteins in the protein pool
increased over each of the three cutoff points. The hypothesis set courasadainilarly.
Conversely, and not surprisingly, the number of gold standard chemicals decreased. This
trend was expected because the number of years from the cutoff into the funinrehsid
with each time period. The potential discoveries identified in 1984 have over 20 years to be

realized, while those after 1994 have only 10 years.

Table 3.4 Summary of precision and recall results from cystic fibrosis(QF
psoriasis, and migraine

Disease Year Prot Hypothesis Found  Total Overall Overall

Cutoff Pool Set Count GS Gold  Precision Recall

Count (HS) Chems Standard (%) (%)
(GS)

CF 84-85 346 5,555 215 243 3.9 88.5
CF 89-90 482 9,292 204 219 2.2 93.2
CF 94-95 698 14,143 157 158 1.1 99.4
Psoriasis 84-85 370 5,532 173 220 3.1 78.6
Psoriasis 89-90 537 9,192 134 158 15 84.8
Psoriasis 94-95 739 13,393 115 125 0.9 92.0
Migraine 84-85 110 4,006 147 169 3.7 87.0
Migraine 89-90 149 7,122 140 158 2.0 88.6
Migraine 94-95 189 10,467 120 134 1.1 89.6

The changes in precision over time reflect the strong growth in the numberies ent
in the hypothesis set and the simultaneous reduction of the gold standard chemicals, and
consequently the gold standard chemicals that the routines were able to.idergifision

declined by roughly a percentage point in all diseases from one time period ta.anothe
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Psoriasis recall in the 1984-85 test run was at 78.6%, the lowest of any test run for
any disease. The algorithm missed 47 chemicals. They did not appear in the g/pethes
at all. These chemicals were not found because they had no proteins co-annttateshwi
from the protein pool. Although many of the missed chemicals had only a few articles
linking them to psoriasis, one chemidahlpha,24-dihydroxyvitamin Di3ad 46 articles
linking it to psoriasis, making a significant omission. This chemical is an analaguoiin
D. In the 1989-90 period the recall was improved, with only 24 chemicals missed because
they had no proteins annotated with them in common with the protein pool. The most
significant of them was ethyl fumarate with 14 articles. By the 1994-95uteshe recall
was at 92%. Only 10 chemicals were missed; the most significant was ecyilepaith

four articles.

Recall, however, improved over time, particularly in the cases of psoriasissid cy
fibrosis. Although recall did improve with migraine, it was less dramatic. &itgll should
improve is not entirely clear. One can speculate that research hasimgigeput focus on
proteins, both the study of proteins in the etiology and physiology of disease as well
proteins as drug targets. If this is true, then using proteins as the interniedidogcome

even more effective over time.

Overall recall for migraine was on average lower that for psoriasis atid figrosis.
This may be because some drugs are tried on migraine by virtue of therypmalication,
not because any basic research has led a researcher to investigaet&ethe implicated in
the drug’s activity. Anti-convulsant drugs, for instance, are tried on migrainadeeaa

number of anti-convulsant drugs have already shown some efficacy agairasheigr
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The number of proteins in the migraine pool is considerably smaller than the number
in the pools for the two other diseases in each of the test period cutoffs. One can speculate
that much of the focus in migraine has been on the specific receptors such as Fdi’l, w
in the 1990’s were discovered to be key players in migraine. The focus on 5-Hptbrece

may have worked to limit for a time basic research on other proteins involved inmaigrai

Ranking Evaluation

The hypothesis sets are very large and the number of gold standard chenviegts
small. This needle-in-a-haystack condition is most dramatic in the 1994-85fitysisis
test run. Only 157 chemicals out of 14,143 turned out to be gold standard. Unless the
ranking approaches perform very well at putting the gold standard chemézalthe top,

there is little chance that this methodology will attract the attentiorugf issearchers.

Table 3.5 contains the evaluation results of each of the ranking approaches &ppli
the cystic fibrosis hypothesis sets. In each time period the rankingsmpedf significantly
better than random ranking. The metrics ProtCt and AvgRank had the strongést resul
consistently over all three test runs while WtCOS performed the worstitiAall the
diseases studied, results were strongest in the 1984-85 runs and grew sugcesakes|,

reflecting the shrinking window of time in the test period.

The 11-point average precision approach divides the found gold standard chemicals
into ten groups called recall levels. The highest precision value within eattheneslas
reported. Both AvgRank and the ProtCt rankings put gold standard or gold standard

chemicals at the first position, so the value is the first column of each is 100%. KIAP@
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averages precision over the gold standard chemicals. The precision of tles fGS t

chemicals resulting from the AvgRank was the highest, followed by ProtCt.

Precision@K gives the results that are the most intuitively easy to umdkerdthe
first 7 out of 10 chemicals (70%) presented by the AvgRank approach were gold standard.
Three and four of the first ten ranked by WtProp and ProtCt, respectively, madeetbdp

ten while none of the top ranked chemicals in the WtCOS approach were gold standard.

Table 3.6 contains the ranking evaluation for psoriasis. Each of the ranking methods
showed strong performance in the 1984-85 psoriasis test runs and in all cases showed
significantly better performance than random ranking. The ProtCt and WtProp showed
similar performance to those measures for cystic fibrosis, whileisiagly WtCOS
performed considerably better for psoriasis than it did with CF in 1984-85 time p#Tiod.
later test runs, WtCOS was weaker. As expected, performance adegtiover the three
time periods for psoriasis, but not as strongly for cystic fibrosis. The WtProp @@t Pr
ranking approaches showed a weaker performance in 1989-90 compared to 1984-85, but
improved for the 1994-95 period, while WtCOS showed further decline in performance in the
same period. This likely indicates that proteins have become more centrabtedisd

drug research through the study period.

An evaluation of each ranking approach for migraine test runs are presented in Table
3.7. All ranking approaches performed well for migraine in the 1984-85 test runs. The
1989-90 runs WtCOS was strong while WtProp and ProtCt weakened, while in the 1989-90
test runs WtCOS decreased significantly. The ranking approaches perfaymichsitly

better than random rankings in all periods.
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Table 3.5 Ranking evaluation results for Cystic Fibrosis Highest ranks in each range are bolded.

1984 — 1985 1989 — 1990 1994 - 1995

Evaluation method : 11 Point Average Precision (%) at 10%, 20%, 30%, 40%, 50% recall

Rankin

Approa?:h 10% | 20% | 30% | 40% | 50% | 10% | 20% | 30% | 40% | 50% | 10% | 20% | 30% | 40% | 50%
WtCOS 171 164 149 144 11386 90 94 89 79 |89 7.1 5.4 5.5 5.6
WtProp 500 379 283245 203 |40.0 312 284 218 158 | 30.0 274 17.7 140 124
ProtCt 100.0 48.1 31.4 23.8 20.4 |100.0 33.0 26.7 21.7 16.9 (375 254 194 141 127
AvgRank 100.0 37.5 30.7 24.2 18.6/100.0 35.7 25,5 20.2 155 |66.7 26.1 18.3 129 10.8
RandomRank 5.7 48 44 43 4433 23 24 23 24 |09 1.1 1.2 1.2 1.2
| Evaluation method: MAP@K (%) where K = 10, 20, 30, 40, 50 gold standard terms found frorog of ranking

Ranking K=

Approach 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
WtCOS 13.3 140 142 145 14)57 70 74 7.7 79 |6.6 6.5 6.4 6.1 5.8
WtProp 359 393 383 369 350332 325 315 306 298 | 244 244 235 218 205
ProtCt 479 50.2 488 458 42453.7 484 428 40.0 37.2 |[321 289 271 246 226
AvgRank 67.3 56.4 49.8 46.0 43.1 |46.2 41.7 391 36.6 344 |37.2 322 280 252 228
RandomRank 4.4 42 43 43 4325 24 23 23 23 |06 0.8 0.9 0.9 0.9
Evaluation method: Precision@K (%) where K = 10, 20, 30, 40, 50 top ranked entries on hypattseset

Ranking K=

Approach 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
WtCOS 0.0 100 133 125 14(00 50 33 25 20 |0.0 0.0 3.3 2.5 2.0
WtProp 30.0 25.0 46.7 40.0 40.(20.0 350 36.7 325 30.0 | 20.0 30.0 26.7 20.0 24.0
ProtCt 40.0 50.0 53.3 50.0 48.0|50.0 50.0 40.0 425 38.0 | 30.0 30.0 30.0 25.0 26.0
AvgRank 70.0 55.0 433 425 40.0/40.0 400 433 350 36.0 | 200 350 33.3 30.0 26.0
RandomRank 0.0 00 00 25 2000 00 00 00 20 |O0.0 0.0 0.0 0.0 0.0
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Table 3.6 Ranking evaluation results for PsoriasisHighest ranks in each range are bolded.

| 1984 — 1985 1989 — 1990 1994 - 1995

Evaluation method : 11 Point Average Precision (%) at 10%, 20%, 30%, 40%, 50% recall

Rankin

Approa%h 10% | 20% | 30% | 40% | 50% | 10% | 20% | 30% | 40% | 50% | 10% | 20% | 30% | 40% | 50%
WtCOS 500 118 11.1 93 8.6(429 69 47 43 41 |333 42 3.8 3.1 2.4
WtProp 50.0 245 204 15.0 134220 16.7 130 9.1 6.8 |50.0 133 9.0 75 5.7
ProtCt 50.0 26.6 20.9 16.0 13.7 |50.0 18.1 136 96 70 |500 133 7.9 70 58
AvgRank 100.0 19.5 180 16.8 13.0 |455 138 110 76 6.5 |50.0 9.8 7.0 6.0 5.6
RandomRank6.7 45 37 36 35|91 18 18 16 1.6 1.2 0.9 0.9 0.9 1.0
\ Evaluation method: MAP@K (%) where K = 10, 20, 30, 40, 50 gold standard terms found frorop of ranking

Ranking K=

Approach 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
WtCOS 389 275 220 194 17.]16.0 114 96 83 75 171 106 8.3 7.0 6.1
WtProp 453 354 312 28526.7 [19.1 181 169 154 141 |27.7 199 161 140 124
ProtCt 442 346 309 28426.7 |241 211 189 17.1 155 |26.6 19.6 157 136 121
AvgRank 50.2 39.1 322 2881266 |27.8 216 181 16.3 146 | 179 132 11.0 97 8.9
RandomRank26 31 35 36 36|30 22 20 19 19 |0.8 0.8 0.8 0.8 0.9
Evaluation method: Precision@K (%) where K =10, 20, 30, 40, 50 top ranked entries on hypesis set

Ranking K=

Approach 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
WtCOS 40.0 30.0 30.0 250 22430.0 150 10.0 10.0 8.0 10.0 20.0 16.7 125 12.0
WtProp 40.0 450 33.3 30.0 26.0[20.0 20.0 13.3 20.0 20.0 |{30.0 25.0 26.7 20.0 18.0
ProtCt 40.0 40.0 300 275 26.20.0 20.0 20.0 150 16.0 | 20.0 30.0 20.0 15.0 14.0
AvgRank 50.0 35.0 33.3 325 280|40.0 250 233 250 24.0 [10.0 100 16.7 125 120
RandomRank0.0 50 33 25 20|00 50 33 50 40 |0.0 0.0 0.0 0.0 0.0
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Table 3.7 Ranking evaluation results for Migraine. Highest ranks in each range are bolded.

| 1984 — 1985 1989 — 1990 1994 - 1995

Evaluation method : 11 Point Average Precision (%) at 10%, 20%, 30%, 40%, 50% recall

Rankin

Approa?:h 10% | 20% | 30% | 40% | 50% | 10% | 20% | 30% | 40% | 50% | 10% | 20% | 30% | 40% | 50%
WtCOS 100.019.4 143 142 11.8/500 110 86 83 6.6 115 5.3 5.3 5.3 4.8
WtProp 37.2 327 306 20.3 18(429 257 213 188 135 |40.0 203 153 103 7.9
ProtCt 100.0 22.0 18.7 16.7 13.4/100.0 18.8 16.4 139 94 100.0 18.7 116 9.7 7.6
AvgRank 50.0 275 256 20.1 13.4100.0 243 194 123 938 100.0 12.0 106 95 7.2
RandomRank3.9 43 44 41 38|71 21 19 20 21 |83 1.4 1.2 1.2 1.2
\ Evaluation method: MAP@K (%) where K = 10, 20, 30, 40, 50 gold standard terms found frorop of ranking

Ranking K=

Approach 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
WtCOS 368 279 243 217 20./20.1 152 129 11.7 110 | 6.3 5.5 5.3 5.2 5.2
ProtCt 66.3 458 37.3 325 294423 295 253 227 210 | 369 272 219 189 16.8
AvgRank 355 304 289 278 264439 332 290 263 239 (311 216 17.8 158 144
RandomRank3.0 33 35 37 38|40 31 27 25 24 |22 1.7 1.5 1.4 1.4
Evaluation method: Precision@K (%) where K = 10, 20, 30, 40, 50 top ranked entries on hypadilseset

Ranking K=

Approach 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
WtCOS 300 25.0 16.7 20.0 18(30.0 20.0 13.3 125 14.0 | 0.0 5.0 10.0 7.5 6.0
WtProp 300 350 333 350 32(40.0 40.0 33.3 30.0 280 |40.0 30.0 233 200 220
ProtCt 50.0 40.0 33.3 325 26.40.0 30.0 23.3 225 20.0 | 40.0 250 26.7 225 220
AvgRank 30.L0 25.0 26.7 25.0 26.440.0 250 233 225 200 |20.0 100 10.0 15.0 16.0
RandomRank0.0O 0.0 00 00 00|00 50 6.7 50 40 |0.0 5.0 3.3 2.5 2.0




To get a picture of how the ranking strategies worked overall, the resuéts wer
averaged over all three diseases and each of the three cutoff periods. Thesarerage
presented in Table 3.8 and Figure 3.3, 3.4, and 3.4 show the results graphically. The WtProp
ranking approach had the highest average results for recall levels over 10.ofGte Pr
approach returned the highest average results measured by MAP@K, alth&rgp ®@id
AvgRank were close behind. The Precision@K results were also close Wwitbphand

ProtCt achieving the top results.

Table 3.8 Average evaluation scores for each ranking approa. Scores are
averaged over all three diseases and the three cutoffs.

Evaluation method: 11-Point Average Precision (%) at 10%, 20%, 30%,
40%, 50% recall

Ranking Approach 10% 20% 30% 40% 50%

WtCOS 35.8 10.1 8.6 8.1 7.0

WtProp 40.2 25.5 20.4 15.7 12.6
ProtCt 76.4 24.9 18.5 14.7 11.9
AvgRank 79.1 22.9 18.5 14.4 11.2
RandomRank 51 2.6 2.4 2.4 2.4

Evaluation method: MAP@K where K=10, 20, 30, 40, 50 golstandard
terms found from top of ranking

Ranking Approach K= 10 20 30 40 50
WtCOS 17.9 14.0 12.3 11.3 10.6
WitProp 31.6 28.8 26.7 24.9 23.4
ProtCt 41.6 33.9 29.9 27.1 24.9
AvgRank 39.7 32.2 28.2 25.8 23.9
RandomRank 2.6 2.4 2.4 2.4 2.4

Evaluation method: Precision@K (%) where K = 10, 20, 30, 40, 50 top
ranked entries in hypothesis set

Ranking Approach K= 10 20 30 40 50
WtCOS 15.6 14.4 13.0 11.7 10.9
WitProp 30.0 31.7 30.4 27.5 26.7
ProtCt 36.7 35.0 30.7 28.1 26.2
AvgRank 35.6 28.9 28.1 26.7 25.3
RandomRank 0.0 2.2 1.8 1.9 1.8
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Figure 3.3 Graph of average values for 11-Point Average Precision
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3.5 Discussion
Before we move on to a discussion of each disease individually, we will look at the

hypothesis sets in some detail and note characteristics shared by eacbets thSee
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Appendix 2, 3, and 4 for the first twenty records returned by each ranking in each test run. |
these tables, the found gold standard chemicals can be identified by the columnsgin the ri
with the white background. The elements ArtCt (Article Count), Firsti¥st (fear of a

direct connection between chemical and disease), and the subheadings are putleel from
test period. The chemical and disease subheadings or qualifiers are the most gommonl
occurring ones when the disease and chemical are annotated togethenlumims @ gray
(chemical name and protein count) represent data from the baseline perinthjte

columns contain pulled from or calculated from data pulled from the test period.

The hypothesis sets have some striking similarities. First, most of tiesentthe
hypothesis set were not found in the gold standard set, meaning the routines did not find a
direct link between the chemical and the disease in the test period, as it dvcie@re.

This is not surprising given the large hypothesis sets and the low number of gdlrdta

chemicals in each.

The entries in each set are a mixture of all kinds of chemicals. They incléahiglot
drugs (exogenous) but also endogenous chemicals or those naturally found in the body.
Endogenous chemicals include elements such as magnesium, zinc, and calcitan. Thes
elements are important signaling chemicals. Nucleic acids (e.dic GMP) and steroids

(e.g., estrone) are also apparent.

The hypothesis sets are also diverse irtyheof connections that evolve between
the chemicals and the disease. There are drugs which appear to haveteedisease
treatment. This is evident through the disease and chemical qualifiers sla gserapy

andadministration & dosage Other chemicals appear to play a role in the physiology or
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etiology of the disease. This is evidenced byhllbed, physiopathologyandetiology
gualifiers. Endogenous molecules can often be recognized metladolismor biosynthesis
subheadings. Thehemically inducedjualifier indicates that a chemical appears to cause the

disease.

Our goal in this study is to find drugs that can be reprofiled for new therapegsic us
We cannot evaluate reprofiling potential from just the ranking results, betteussnking

results reflect the diverse ways a chemical can be connected to a.disease

To evaluate reprofiling specifically, we will use two methods. First, veaidicles
will be identified and studied to find any examples of drug reprofiling. Theebes of
reprofiling we will include in this discussion will be limited to those #wild have picked
up by this study: drugs that existed before the cutoff, had no connection to the disgase, a
then developed a connection to the disease in one of the test periods. We will thémesee if

reprofiled drugs are in the relevant hypothesis set and how highly thean&eslr

Next we will use the article count metric to rank the found gold standard chemical
each hypothesis set. The article count is a rough indicator of how much publicaniomtt
a drug received and we will use it to find the most promising reprofiled drughemtbbk

to see how high the ranking approaches placed these drugs.

Before we look at the details of each disease and its respective repitodilapies,
background on the disease itself will be presented along with a descriptiortiodrdnqgeutic

strategies used to treat the disease.
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3.5.1 Cystic Fibrosis

Overview

Cystic fibrosis (CF) is the most lethal genetic disease among CansasiF is
caused by a mutation in the gene that encodes the cystic fibrosis transmerohchretance
regulator (CFTR) protein. This protein play a number of important roles in theanody
therefore a defective protein can adversely affect several organslingclungs, pancreas,
liver, and the reproductive organs. The CF mutation in the CFTR causes a thickness in
mucus, making normal clearing of the mucus difficult. The buildup of mucus in turn impairs
the function of the affected organ. The lung manifestations are the mostdidgething.
80% of deaths from CF result from pulmonary insufficiency (O'Sullivan & Freedat99).
Because the mucus is a host for bacteria, many CF patients develop chroratomgspir
infections, exacerbating the already reduced pulmonary capacity. &abellitus is a

growing complication of cystic fibrosis.

Drug therapies for CF target the manifestations of the CFTR defycierspecific
organs. Therapies directed at the respiratory system try to improve the yisttisé
mucus to enable better clearing. Antibiotics treat the chronic infections lumihe
Because CF complications in the liver and pancreas impede the normal metabédisd) of
diet therapy is critical in CF patients, including supplementing the dietnwitrients that are
poorly absorbed (e.g., Vitamins K and D). Complications such as diabetes must also be
treated. Newer therapies target the CFTR protein itself by attemptregtify incorrect
transcription or by activating the protein’s activity. Gene therapy has/egstsome
attention, but clinical application of the therapies has so far been unsucd@sstliian &

Freedman, 2009).
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Cystic fibrosis: reprofiled drugs

We will approach our evaluation of reprofiling in two ways. First we wilhexa
two recent reviews of cystic fibrosis for current or potential therapss¢present re-
profiling of drugs and see whether the drugs reprofiled in practice have shpeseace in
any of our three time period analyses. Next we will look at the found gold sdandar
chemicals to find reprofiled drugs that met with some success, or atdeasted some
attention, as measured by the number of articles linking them in the test perioskscto cy
fibrosis. This second step will allow us to give attention to drugs that may not bemednt
in the reviews but did at some time in the recent past receive attention fearchess in the

form of publications.

We must limit our examination to the chemicals whichceeld have predicted:
chemicals that have a literature record in the baseline period, but no connectiomth CF
then did develop a connection in the test period. This means new chemicals er@igs (N
are generally outside our scope. An NCE is a compound that has not yet been approved for
any therapeutic indication therefore likely has little if any li@m history. Besides new
chemical entities, as discussed previously, there are other drug thénapieg design do not
make it into these results. Protein therapies and solutions are two exam@a@spdtrtant
to note these omissions in the case of cystic fibrosis. Two important the@pBds moted
in both reviews are dornase alfa, a recombinant deoxyribonuclease (protein)paridriy
saline solution. Even if they were examples of re-profiling, they would not appear in the
results reported here. Endogenous chemicals and elements appear frequéetly on t

hypothesis lists. Although these substances may be of interest to some resdauthe
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because the goal of this study is re-profiling of small molecule pharnadsutve will not

focus on endogenous molecules.

In their review of cystic fibrosis, O’Sullivan and Freedman (O'Sullivan &eBman,
2009) describe the current treatment recommendations from the US Clystisis-i
Foundation for chronic pulmonary disease. Two of these may be considered examgles of r
profiling. Azithromycin belongs to the macrolide antibiotic family. It appéa not only
kill bacteria, but also stimulate anti-inflammatory activity. In ChenxbvTteappeared first
(as a subject drug) in 1987 and was first linked directly to CF in 1995. In the 1989-90
hypothesis sets Azithromycin was not ranked high. The WtProp ranking put it highest a
position 2895 out of 9,292 entries in the hypothesis set. In the 1994-95 sets, it had moved up
to position 710 out of 14,143. While this is a large jump, this position may not have brought

the drug to the attention of a researcher.

Ibuprofen is a nonsteroidal anti-inflammatory drug that in long term studies sl
down the deterioration of lung function (O'Sullivan & Freedman, 2009). The first
appearance of ibuprofen in ChemoText was 1968 and its first link to CF was in an article
published in 1990. In the 1984-85 study ibuprofen was ranked 357 out of 5,555 members of
the hypothesis set and by 1989-90 it was ranked at 229 out of 9,292. Again, it may not have

been ranked high enough ever to garner a researcher’s attention.

O’Sullivan and Freedman also reviewed the emerging therapies for clysbsidi
Genistein, a chemical found in soybeans, was being studied for its ability to/r@6diR
activity. Genistein’s first appearance as a subject drug in ChemoTeg®&4s In the

1984-85 period it did not have any proteins in common with CF and did not make the
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hypothesis set. In the 1989-90 period it made the hypothesis set, but its highegtwaaskin
1,783 out of 9,292. By the 1994-95 period, genistein had moved all the way up to position
66 on the AvgRank list out of 14,143 chemicals in the list. Although genistein was not
directly connected to the disease CF through disease and subject chemiediar®ot
genistein was explicitly studied for its affects on the CFTR usiniro and animal models.
Likely the researchers had the disease in mind and the potential of genistest @R

cannot really be regarded as a novel connection.

In the second review, Frerichs and Smyth list mannitol as a promising treatment
Phase lll trials (Frerichs & Smyth, 2009). Mannitol is a diuretic that ppsaxed in the
literature for many years, described primarily as a diagnostitmdest renal function. Its
first appearance in ChemoText as a subject drug is 1949 and its first direct imonteect
cystic fibrosis appeared in 1993. In this article however, an oral form of rokwag used
to help assess pancreatic dysfunction of children (Green, Austin, & Weaver, T&@3jrst
pilot study appeared in 1999 (Robinson et al., 1999) testing the inhaled mannitol on cystic
fibrosis patients. In the lungs, mannitol helps move water across the lung auéac
reduces mucus viscosity (Storey & Wald, 2008) . An inhaled dosage form is now & Phas
[l trials for CF. In the 1984-85 hypothesis set, mannitol was placed in position 16& by
W1tProp ranking and in position 103 by the ProtCt ranking, and by the 1989-90 period
mannitol had moved up to positions 95 and 98, respectively, where the drug might have been

noticed by a drug researcher.

Two other drugs being investigated for use in CF deserve mention: curcumin and
miglustat. Curcurmin, an extract of turmeric, has been proposed as a coriréotgprotein
misfolding that often accompanies the CFTR mutation (Frerichs & Smyth, 2Q0@3s first
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associated with CF in 2004. Although tests on proteins showed some success, clinecal Phas
| trials have so far been negative. In the 1994-95 test run, curcumin only had 24 proteins
connecting it to CF. It did not rank high by any measure, with the highest ranktetrposi

1000. Miglustat first appears in PubMed in 1994 and only garners four proteins from the
protein pool. Itis ranked very low. These potential reprofiled drugs comesddittlate to

be picked up by our studies. It would be interesting to see how high they would appear in

later cutoff dates.

Next, we will look for significant drugs by examining the gold standard outpirset
each test run presented in Appendices 5A, 5B, and 5C. These tables are sortelg by arti
count and should provide us with reprofiled drugs that, because of timing and other reasons,
were not mentioned in the reviews. The chemicals are listed in descending onger of t
number of articles that link each to cystic fibrosis in an attempt to put the npustamt
gold standard chemicals at the top. Because the lists are lengthy, only thosalsheith
four or more articles are included. The number of proteins, most common dise#ss qual
(DisQual) and chemical qualifier (ChemQual) are shown next. At thehrggid side are the
four rankings produced by the study: WtCOS, ProtCt, WtProp, and AvgRank. Selected

chemicals from this list will be discussed.

Several of the drugs already mentioned are evident (e.g., ibuprofen and mannitol
Although we will concentrate on drugs with the potential to be reprofiled, ibeifioted
briefly that many of the top ranked chemicals are endogenous substances suchcsdatr
hydrogen peroxide, and uridine triphosphate. The ranking routines were very good at
ranking nitric oxide high in the 1994-95 period (at position 25 by the ProtCt approach) and

putting hydrogen peroxide near the top in 1989-90 and 1994-95 (position 1 by the AvgRank
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approach and position 4 by ProtCt, respectively). The ranking routines also fuigcess
the nutrients taurine and carnitine near the top of several hypothesis sets. Ramldfay
taurine in 1984-85 was position 47 while carnitine appeared at position 68. It should also be
noted that although taurine first appears in 1985 directly connected to CF, adeo¥ati

taurine called taurocholic acid was directly connected to CF in 1982.

Nitric oxide is high on the tables in Appendix 5 with 64 articles linking it to cystic
fibrosis. Nitric oxide was named Molecule of the Year in 1992, and the yearslipgece
1992 and the years since have seen a dramatic increase in the researchaxdatric
(Gibaldi, 1993; Koshland, 1992). This small but highly reactive endogenous molecule plays
a signaling role in many physiological processes. Drugs are beiepded that can
therapeutically modulate the activity of nitric oxide. The first artiateatly linking nitric
oxide to cystic fibrosis was published in 1995 and a total of 64 articles link the two by the
end of the test period. In the ABC analysis in 1984-85 (see Appendix 2A) nitricvoagle
ranked best by ProtCt at position 905. By 1989-90 it had risen to position 288 and by 1994-
95 it was ranked at position 25 by ProtCt. The amount of basic research on the molecule
caused the number of proteins from the CF protein pool associated with it to climb
dramatically from 16 to 182, resulting in its jump in the rankings. A similar iseriga

protein counts and in higher rankings will be seen with psoriasis and migraine.

The top reprofiled drug on the 1984-85 list is Ciprofloxacin. This antibiotic came
onto the scene in 1983 and had only one protein linking it to CF in the 1984-85 period and
therefore it ranked very low. Its first connection to CF came in 1985. It iy tikal
research physicians readily try new antibiotics on cystic fibrosisrgatas the bacteria grow

resistant to older forms. Rifampin, another antibiotic, was ranked more highllyabyiee
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ranking approaches. Rifampin is used in CF patients, but not as widely as Cipiofloxac
Lithium, which ranked high on all approaches except for WtCOS, was tested on Qispatie
and found to have a detrimental effect, reducing the key measures of lung fundtion a
signaling researchers that CF patients with manic-depressive dsbease not be treated
with lithium or if they do take the drug, they should be monitored closely (Anbar et al.,

1990).

Like mannitol, furosemide is a diuretic, promoting excretion of urine by the kidneys.
Its connection with CF started when a furosemide-treated mouse was propasedhiasah
model for the disease (Szeifert, Varga, Damjanovich, & Gomba, 1987). In latessstudi
was examined for its ability to help CF patients improve kidney function. Its idiaret
anti-inflammatory effects have also been thought to improve lung function in patients

(Prandota, 2001).

Forskolin is a plant extract with a number of properties. It has been used to study the
molecular level activity of the CFTR for a number of years and does sesfedt the
chloride conductance by CFTR channels, although it does not yet seem to have been
proposed as a CF treatment (Kerem, 2006). It eventually has nine articleg lirtki cystic
fibrosis. It was predicted at position 152 in the 1984-85 table, but had moved up to position

69 in 1989-90.

Ranitidine is a blocker of gastric H2 receptors. It evidently improves the fat
absorption in patients with cystic fibrosis (DiMagno, 2001). Caffeine was rankielg img

three of the four approaches in the 1984-85 period. Hepatic enzymes are ofted bffecte
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CF and administration of caffeine was shown to be useful diagnostic tool in mediserng

function in CF patients, specifically breakdown removal of caffeine by the liver

So far we have looked at the drugs the routines should have identified and put high on
the ranked lists. Next we will look at what the routines did rank high. The first otiserva
is one that has been mentioned before: a high percentage of endogenous chemicalg includi
elements appear at the top portion of each list. We will ignore these and focusntialpote

reprofiled drugs.

In the 1984-85 test run, edetic acid appears in position 1 and 2 of the ProtCt and
W1tProp rankings, respectively. Edetic acid is a chelating agent usedufact@ring of
pharmaceuticals and in the preservation of food. In 1985 edetic acid in combination with
antimicrobials was tested in CF patients as a therapy for chronic luntianfbat showed
no signs of efficacy (Brown, Mellis, & Wood, 1985).In later studies edetic aasdused as a
probe molecule to test intestinal permeability in CF pati@assobar et al., 199PDimethyl
sulfoxide (high on all lists) and warfarin are other compounds used in testingrcellul
permeability and protein function. Chloroquine was suggested as a treatment for lung
inflammation seen in CF 2003 (Derleth, 2008).2006 a cell based assay found that
chloroquine, because it is a permeable weak base, was able to show some effect on TGF

beta, anther protein involved in CF.

An overview of the reprofiled chemicals discussed in this section is presented i

Table 3.9 below.
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Table 3.9 Cystic Fibrosi= selected reprofiled chemical. Best rank is the highest
rank from any test run. HS is hypothesis set. ArtCt is the number of articleswogne
the drug to the disease.
Chemical Best rank / | Previous use/ | Status Art | Reprofiling
HS count activity Ct | type
Azithromycin | 710/ 14,143 | Antibiotic Recommended for chronjct0 Functional
pulmonary disease
Ibuprofen 229 /9,292 Anti-inflammatory| Slows deterioratiohlung | 27 Functional
function
Genistein 66 /14,143 Anticancer; CFTR| Phase Il showed efficacy 10 Molecular
activity Functional
Mannitol 95/ 9,292 Diuretic Ongoing clinical trials 8 Functional
(2010)
Curcumin 1000/ 14,143| Spice; CFTR Phase | clinical trials 13 Molecular
activity negative Functional
Ciprofloxacin | 3,484 /5,555 | Antibiotic In use 109 Functional
Rifampin 49 /5,555 Antibiotic Combination therapy 6 Functional
effective in small trial
Lithium 9/9,292 lon transport; In trials exacerbated CF 4 Molecular
psychosis Functional
Furosemide | 20/ 5,555 Diuretic and anti- | Seems to improve kidney | 6 Functional
inflammatory function
Forskolin 69 /9,292 CFTR activity Still basic research 9 btollar
Functional
Ranitidine 29/9,292 Anti-ulcer; reduces$ Improves fat absorption | 7 Functional
acid and gastric emptying
Caffeine 31/5,555 Stimulant Diagnostic 4 Functional
Edetic acid 1/5,555 Chelating agent No effect in trials; 3 Functional?
diagnostic for intestinal
permeability

Cystic fibrosis summary

Before leaving this examination of cystic fibrosis, it may be beneficisiep back
and summarize what has been observed. The most striking characteristic deti®oaf
drugs that develop a connection to CF is the wide varietyagéin which they are
connected to the disease. Although we did not encounter drugs that cause cysscéibrosi
we likely will with migraine) we did find lithium exacerbated respiratsyynptoms. We did
of course find many drugs that have been reprofiled to treat CF, but here, too,isaiety

striking characteristic. Drugs treat the myriad of manifestatiortsedbtoken CFTR protein
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in a variety of organ systems, while some target the protein itself, and stiff tahget the

DNA mutation that causes the CFTR problem.

Functional reprofilingis seen most commonly in cystic fibrosis. Researchers know
what function a drug has on a tissue or organ and reason that the function would be beneficia
in cystic fibrosis. Mannitol, for instance, is a diuretic; it promotes fluid remfoval tissues
and was used extensively to increase kidney output. Applied to lung tissue, mannitol has a
parallel effect, moving fluid from the lungs to the mucus layer where it teglthe mucus

for easier clearance.

We also saw cases of reprofiling based on knowledge of what the drug does at the
molecular level and what parallel molecular mechanisms are at work irsdasdistate.
This kind of reprofiling we will calmolecular functional reprofiling In the case of cystic
fibrosis, genistein, curcumin, and forskolin have been studieiro for their effects on the

CFTR protein in hopes they can correct the protein malfunction.

Other chemicals were reprofiled not to treat CF, but to probe, test, or measure
physiological functions important to CF. Warfarin has been used to test plasaranck in
CF patients compared to control to see if CF has affected the patient’s nsetab®imilarly
caffeine has been used to test hepatic function in CF patients. Tests lgdantbis used as a
diagnostic. Caffeine levels too high or low can indicate that the organ (e.g.hkger
become affected by the disease. Edetic acid is used as a probe to tesalipestieability
in CF patients. Other chemicals createrawitro or in vivo environment where therapies can
be tested. An example of this is furosemide: a study suggested givingriidete mice

makes them a valid animal model for CF. A number of other chemicals createdbd nee
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environments (e.g., acidic, basic) to test other chemicals that may beingb@utreatment

of CF.

How might the landscape of chemicals associated with cystic fibrosisfeeedif
from that of other diseases? Cystic fibrosis is a serious disease. CFspmtettironically
sick and experience deterioration of organ function over many years. There ailg no tr
successful therapies for CF and certainly no cures. Drug re-profiling magtbe different
from other diseases. We did not see, for instance, a case of observational or chance
reprofiling, where a drug is noticed by chance to have an effect on a diseases and thi
observation is picked up and acted on by researchers. This sort of serendipitous event i
perhaps less likely in a chronic disease like CF than it would be in a disease liksipsori
where any change in the disease state is readily visible. As we hayéusetonal
reprofiling, taking a drug with known function and safety profile, and applying itgibccy

fibrosis, is the most common approach.

3.5.2 Psoriasis

Overview

Psoriasis is a common skin disease that is characterized by red, scalg palieue
plaques. The plaques are discrete areas of inflammation and excessive skingoroduct
Although the etiology of psoriasis is unclear, it is thought to have origins imthene

system. (Levine & Gottlieb, 2009)

The severity of psoriasis can range anywhere from mild to severe, depending on the

location and coverage of the plaques. Psoriasis has several forms as welihgnplaque
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psoriasis, (the most common), pustular, and guttate psoriasis. Guttate psoassisiated

with a streptococcal throat infection.

The choice of treatment depends on the location and severity of the patches. The first
line of treatment generally is limited to topical applications such agi€@steroids, vitamin D
derivatives, vitamin A derivatives, tar preparations, and anthralin, or combinatidresef t
These topicals work on several ways in the psoriatic skin. Corticosteroids, foce)sta
reduce the inflammation, and vitamin D analogs work by suppressing the skiarptuadii.
Non-pharmaceutical products are also used; creams and emollients help toiredisée

skin and reduce the itching (Levine & Gottlieb, 2009; Naldi & Gambini, 2007).

When topical remedies are ineffective or the disease is too widespreanhisyste
therapies are used. Recent research in psoriasis has revealed that the yateomplays a
major role in the disease pathway, so many of the systemic medicationeeatreddat the
immune system. (Sabat, Sterry, Philipp, & Wolk, 2007) These treatments inclutle sma
molecule drugs as well as the new protein-based biologicals. Lighpyheften in
combination with other therapies, is common. Because there is no cure for psori@sits pat

often rotate through many therapies.

Because psoriasis is so common and its manifestations are visible — and atpleasa
the disease has a long history of motivated and imaginative patients th&ngeg of their
own treatment. The National Psoriasis Foundatdatibnal Psoriasis FoundatioB009)
even hosts a web page calletlVorks for Mewhere patients can tell others of their personal

treatment successes. In addition to testimonials for prescription tienagients recount
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their success with a variety of over-the-counter and home remedies dustease, salt

baths, olive oil, lime juice, and banana peels.

Just as patients have re-directed household substances to gain relief fronspsorias
researchers have actively sought to reprofile drugs for use in the diseas®reAs learned
about the physiology and etiology of the disease, the opportunities for reprofitiagdex
For instance, since researchers learned that psoriasis involves the immeme aysimber

of immunomodulatory drugs have been studied in clinical trials.

Psoriasis and reprofiled drugs

In this section we will look beyond the quantitative measures and evaluate the result
gualitatively to answer the question: hagefulwere the results. The purpose is to see
whether these results — had they been available early in the test permdg have helped
to accelerate the development of important treatment options for psoriasikarlgim the
evaluation of the CF results, we will first look at a recent reviewlaicd see if any of the
reprofiled drugs discussed are in the hypothesis sets and where they ale fidrkewe
will look at the gold standard drugs that have significant numbers of atiidtesy them to

psoriasis and see where the rankings put these drugs.

A 2008 review by Halverstam and Lebwohl described nonstandard and off-label
therapies for psoriasis (Halverstam & Lebwohl, 2008), including a number ofitegpr
therapies. We will limit our discussion to those drugs that could have been idenyitiee
algorithms in this research: small molecule drugs that existed in thenbgssliod with no
direct link to psoriasis, but which did develop a link in the test period. Three drugs reviewed

met these criteria and made it into our hypothesis sets: mycophenolatd, sufasalazine,
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and paclitaxel. The first two were examples of functional reprofilingthting was an

instance of observational reprofiling.

Mycophenolate mofetil is an immunosuppressive drug that has been used to prevent
organ rejection in transplant patients. The drug is a form of mycophenolic aaqidy toalr
was tried on psoriasis patients but discontinued because of adverse events. Nylatphe
mofetil demonstrated anti-inflammatory effects in addition to its immusies effects and
had been used in other skin diseases. In 1997 it was used successfully to treat & man wit
psoriasis. This case study was followed by more trials with largenpabteulations, and
by the 1994-95 test period there were 20 articles linking this drug to psoriasike thehi
ranking algorithms did not rank it in the top 100, the WtCOS approach did put

mycophenolate mofetil at position 543 out of 13,393 entries in the hypothesis set.

The review also discusses sulfasalazine, a drug used to treat Crohn’s aligkbase
ulcerative colitis. While this drug’s mechanism of action is not entitebr cit is thought to
have anti-inflammatory activity through its interference of folateatmgtsm. In double-
blinded randomized trial conducted in the early 1990’s, sulfasalzine was reportgudeam
psoriasis in a majority of patients (Halverstam & Lebwohl, 2008). The WtProp gankin
approach in the 1984-85 test runs put sulfasalazine at position 171 out of 5,532 entries in the

hypothesis set.

The review also included a discussion of paclitaxel in the treatment of psoriasis
Paclitaxel is a chemotherapeutic drug used in treating breast and ovarian ttinad been
observed in an early study of paclitaxel that patients on the drug experisnpegement of

their psoriasis symptoms (Halverstam & Lebwohl, 2008). On that basis, acimedll trial
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was conducted (Ehrlich et al., 2004). All of the patients showed improvement and the drug
was well tolerated by most of the patients. The WtCOS ranking algorithm in 1989-90 ranke
paclitaxel at position 66 out of 9,192 where it would likely have been noticed. The authors

note that for patients who suffer from both breast cancer and psoriasis, paditax

treatment to be considered.

Next we will look at the gold standard chemicals, ranking them by article aodnt
see what reprofiled chemicals the ABC algorithms were able to find. Apesriic 6B,
and 6C list the most important gold standard chemicals by virtue of thele adunts for
each of the three cutoff year test runs. Once again it is interestioget that the lists
contain endogenous molecules and elements as well as drugs, although there appear to be
fewer endogenous substances and more drugs in these lists than in the sareatést$acr

cystic fibrosis.

The two top entries in Appendix 6A are analogs of vitamin D. Calcitriol is the
physiologically active form of vitamin D and cholecalciferol is a vitamiaralog. Vitamin
D fits somewhere in between endogenous and drug. For many years Vitamin D and its
various forms or analogs have been important treatments for psoriasis and dnetthoug
suppress cell proliferation. These two forms of vitamin D have received a tb¢mtian
from researchers (353 articles for calcitriol) and even though they vgereaaked high on
the hypothesis set lists, they cannot be considered novel connections becalseihigoas

between psoriasis and vitamin D is a longstanding one.

In the 1984 time period the drug propylthiouracil appears high on each of the

rankings, particularly AvgRank, where it appeared at position six. Bepansg@thiouracil
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was used for many years as a treatment for hyperthyroidism befogetésied in psoriasis,
it represents a good example of drug reprofiling. In 1993 researchers redmsdritause
the drug had immunomodulatory and free radical scavenging effects, they wyatista
psoriasis treatment in a small clinical trial. It is an oral systentitlower toxicity than
other treatments of psoriasis and did show some benefit (Elias, Goodman, LiBarm, &
1993). Methimazole is a drug from the same family as propylthiouracisahdught to
have a similar mechanism of action. Methimazole has also received attenitsrpfiential
to treat psoriasis. Although the ABC ranking mechanism did not put it as high as

propylthiouracil, it did achieve an average rank of 58 in 1984-85.

Capsaicin appears high on the tables in Appendix 6 with 11 articles. The highest rank
it acquired from the ABC analysis was 149 out of 5,532 in the 1984-85 test run. Capsaicin is
the active chemical in chili peppers and although known for its burning and irffeectse
has also been used as an anti-itch treatment (antipruritic). It is thought tludittlo@e
mechanisms of capsaisin action is that it inhibits vasodilation. With this kageyle
researchers reasoned that it might have useful activity in the cutaneouanelsanbes
caused by psoriasis (Bernstein, Parish, Rapaport, Rosenbaum, & Roenigk, 1986). At least
one double-blind controlled study demonstrated the efficacy of capsaicinulzalyin

reducing the itch associated with the disease (Ellis et al., 1993).

Ranitidine and psoriasis have an interesting history that can be traced lyngvie
the seven articles linking it to psoriasis. A 1991 article (Andersen, 1991) reports the
worsening of a case of psoriasis for a patient taking ranitidine, a histelaibecker used
to treat gastrointestinal ulcers, while another article published the sanspeculates there

is reason to think ranitidine might treat psoriasis. The reasoning is based on thelgrowle
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that histamine released from mast cells plays a role in psoriasis, agfdthdriocking the
histamine could improve the disease symptoms (Nielsen, Nielsen, & Georgsen, 1991). An
open, prospective study of twenty patients had promising results (Kristerederl@85).

Most of the patients showed long term improvement. In 1997 a larger study, blinded and
placebo-controlled, produced contrary results, showing no significant differemeescbehe
control and treatment groups (Zonneveld et al., 1997). Whether or not ranitidine is ever
determined to have an effect on psoriasis, it was predicted in this study, and in 1989-90

ranked at position 47 by the AvgRank method.

The drug pentoxifylline has five articles connecting it to psoriasis in the 1994-95
period and it was identified by the ABC algorithms and ranked very high, at position 20 on
the 1994-95 test run WtProp ranking. Pentoxifylline affects blood flow, platelstgagon,
and cell proliferation and has been investigated as a treatment for ganiely of
conditions. In 1996 it was suggested as a potential treatment for psdnagiso andin
vivo studies demonstrated that it did inhibit skin cell proliferation (Omulecki, Brzayiky
Dyla, Zak-Prelich, & Choczaj-Kukula, 1996). In 2006 the drug was tested in doplace
controlled clinical trial and, although it produced few side effects, it also shavied |

efficacy (Magela Magalhaes et al., 2006).

Two antibiotics, rifampin and erythromycin, are listed in Appendix 6A and both were
ranked in the top 100 by at least one ranking approach. Rifampin was ranked high by every
ranking approach, appearing at position one in the average rank. Rifampin has been used to
treat tuberculosis since the 1960’s and has also been used to treat other betetaals
such as meningitis and leprosy. In 1986 a preliminary report was published desxribing

study in which rifampin was used in combination therapy with either penicillin or
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erythromycin in psoriasis associated with streptococcal carriagenogeet al., 1986).

The rate of streptococcal carriage was reduced and the psoriasislijnarkgoved. The
subsequent studies of rifampin in monotherapy for psoriasis produced somewhat iegnflicti
results, partly because researchers designed the studies around straptelzied

psoriasis. Further studies indicated that the antibiotic activity of rifamaennet the reason

for its effects. Instead, rifampin was shown to have immunomodulatory effed¢te oméate
immune system (Tsankov & Grozdev, 2009). The articles about rifampin and psoriasis
continue up to 2009. Although rifampin does not seem to have become a standard therapy

for psoriasis, the research on its use in psoriasis continues.

Erythromycin also appears on the 1984-85 list in Appendix 6A and it also received
fairly high rankings from the algorithms, appearing at position 38 on the WtPtrof tie
first article directly connecting erythromycin was the articledabove that described a
study combining rifampin with either erythromycin or penicillin in guttate ipsa, the kind
of psoriasis that appears commonly when the patient has a streptococcanrgiech as
strep throat (Rosenberg et al., 1986). Research in the ensuing years indicatedrblaten
antibiotics such as erythromycin have anti-inflammatory effects. In a 208y olat et
al., 2007) showed a statistically significant improvement for patients takjtigromycin in
addition to topical corticosteroids as compared to the group of patients using topical
corticosteroids alone. Curiously the patients in this study had psoriasis uigagsittate
psoriasis. A 2008 study indicated that erythromycin showed no significant efiicasing
erythromycin against guttate psoriasis (Dogan, Karabudak, & HarmaR@68). The
connection between erythromycin and psoriasis, similar to the rifampin and issasiasl|

not clear but is receiving continued attention from the research community.
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Like paclitaxel discussed earlier, tamoxifen is a treatment fortocaaser.

Tamoxifen works by blocking estrogen. Evidence for tamoxifen’s use in psaiaged in

a manner similar to paclitaxel: a woman treated for breast cancer wdhutpexperienced a

clearance of psoriasis (Ferrari & Jirillo, 1996). While several casesthave supported

this claim, large scale clinical trials have not been carried out. Tamariféed high at

position 7 on 1994-95 WtProp ranking (Appendix 3C).

A summary of the drugs reprofiled for psoriasis and discussed here is pilgaente

Table 3.10.

Table 3.10 Psoriasi— selected reprofiled chemical. Best rank is the highest rank fro
any test run. HS is hypothesis set. ArtCt is the number of articles connectdrgdhe
the disease in the test period.

m

Chemical Best rank/ | Previous Use / Status Art Reprofiling
HS count | Activity Ct type
Mycophenolate | 543 / Immunosuppressive; | In use; recent clinical 20 Functional
mofetil 13,393 transplant trials
Sulfasalazine 171 /5,532| Crohn’s, Ulcerative | Good results in trials 13 Functional
Colitis\ anti-
inflammatory
Paclitaxel 66 /9,192 | Breast cancer Effective in small trial Observation
al
Calcitriol 2 /5,532 Vitamin In use 353| Class-based
Cholecalciferol | 9 /5,532 Vitamin In use 41 Class-based
Propylthiouracil | 6 / 5,532 Antithyroid, Good results in small 16 Functional
antiproliferative, trials
Immunomodulatory
Methimazole 58 /5532 Antithyroid, Good results in small 7 Functional
antiproliferative trials
Capsaicin 149 /5,532| Antipruritic, flavoring Reduced itchtimals 11 Functional
Ranitidine 47 /9,192 | H2 Antagonist/anti- | No improvement 7 Molecular
ulcer Functional
Pentoxifylline 20/13,393| Antiproliferative, Showed no efficacy in 5 Functional
blood flow trial
Rifampin 1/5,532 Antibiotic Unclear, still under study 6 urietional
Erythromycin 38/5,532 | Antibiotic No effect in 2008 trial 4 Fational
Tamoxifen 7 /13,393 | Breast cancer Effective in case study 3 Observation
al
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3.5.3 Migraine

Overview

Migraine is a chronic neurological disorder affecting nearly 12% of thie adu
population. It is characterized by often debilitating headache, photophobia, nausea, and
phonophobia. Some migraines are accompanied or preceded by an aura. The physiology of
migraines is not completely understood, although in recent years enormous pesgbssn
made in understanding the underlying mechanics of the disorder. During aneagtack,
events in the neurological system trigger dilation of the meningeal blood vedselsjmw
turn causes pain and further disturbances of the nervous system. Because thgsteoral s
affects the vascular system, migraine is often considered a neurovassoilded{Bigal &

Krymchantowski, 2006).

Migraine therapies can be divided into two groups: those that prevent an attack and
those that treat a migraine once it has begun, a strategy called acag.th&cute therapies
can further be categorized by whether they are migraine-specifat.olPain relief
medications (aspirin, acetaminophen, opiates, etc.) are non-specific. Ththaapees
specific to migraine include ergotamine, dihydroergotamine, and the triptgs. dfhe
triptan drugs, beginning with the launch of sumatriptan in 1991, represent the most
significant introduction to the arsenal of drugs to treat migraine. Theseatri§sHT1B
and 5-HT1D agonists, meaning that they bind and enhance the activity of these 5-HT1
postsynaptic receptors, ultimately causing vasoconstriction. Although fjbttive in
some patients, binding to the 5-HT1 receptors can also have negative cardio\edifmta
Triptans, for that reason, cannot be prescribed for anyone at risk forccaroldems. In

addition, triptans do not work for everyone (Bigal & Krymchantowski, 2006).
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Preventing migraines has proven more challenging than treating migttaiclkesa
The causes behind an onset of a migraine attack are multifactorial and vary fsomtpe
person. Several classes of drugs have commonly been reprofiled in migrag@ipre
anti-convulsants, beta-blockers, serotonin antagonists, anti-depressants, iandcadnnel
blockers. Given the side effect profiles of the drugs used in prevention, they are not
recommended unless the patient has severely debilitating attacks&Bgainchantowski,

2006). New preventive strategies are sought.

Migraine and reprofiled drugs

In a 2006 review article discussing the emerging drugs for migraind,dida
colleagues included a number of potential new treatments. Most of the treatpeesent
new chemical entities, but there are a few examples of potential drug Iregrafi which
only two could have been found by this ABC study. One of those is the anticonvulsant
zonisamide. Like many anticonvulsants, zonisamide was identified as a @bssabinent
for the prevention of migraines. It has been studied in two clinical trials witinafiale
results (Bigal & Krymchantowski, 2006). Zonisamide appeared in the hypothesisis
1989-90 and 1994-95 and had its first direct link to migraine in 2004. It appeared very low
in the 1989-90 set (position 2397 out of 7,122 entries) but by 1994 had risen to position 627

out of 10,467 entries (Appendix 7).

Because zonisamide is in a class of drugs commonly reprofiled for migtaircesld
have likely received attention on that basis alone. This type of reprofillhigeatermed

class-based reprofiling
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Another more unexpected example of reprofiling is capsaicin, the peppeat ¢xata
also saw reprofiling activity for psoriasis. Capsaicin is known to actiliateanilloid
receptors that reside on neurons. Activation of vanilloid receptors is thought to dassensit
the nerve fibers. For this reason an intranasal form of capsaicin cabedidé/has been
tested for efficacy against acute migraine in a small clinical triakpiDenasal burning and
lacrimation, many of the patients experienced relief (Bigal & Kityamtowski, 2006).
Capsaicin was predicted quite high on each test run. The highest were position 34 in 1984-

85, 24 in 1989-90, and 21 in 1994-95.

The 2006 review by Bigal et al. also mentioned a class of drugs under development
that target nitric oxide synthase, the protein that produces endogenous nitric oxiae. Nitr
oxide, in addition to its many other roles, is thought to be behind migraine etiologyé s
patients. Physicians were alerted to this possibility when patientg taikioglycerine for
heart attacks experienced the onset of migraines. Drugs that inhilibritte synthase are
being investigated. Most of these drugs are new chemical entities and theforcluded
on any hypothesis set. The molecule nitric oxide, however, is on the 1984-85 set and ranked
by WtCOS at position 19 (Appendix 7A). As mentioned previously, the explosion of
investigations into nitric oxide leading up to and following its designation as melettiie

year likely plays a role in its ranking.

In a 1999 review of nutritional and botanical approaches to migraine prevention, two
endogenous substances are discussed which may be deficient in migraine patients:
magnesium and melatonin (Sinclair, 1999). Studies have shown that supplementing these
substances can help reduce the severity and number of migraines. Magnesiumatmmcent

in the body has an effect on several important proteins implicated in migraog@aesis,
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including the serotonin receptor (also known as 5-HT receptor) and nitric oxitlasgnt
Magnesium has also been linked to reduction in vasospasm and platelet aggregation.
Magnesium supplements as preventative treatment of migraine werel studisumber of

clinical trials. In a randomized, double-blind, placebo-controlled study of 81 @atient
magnesium was shown to reduce the attack frequency by 41.6% as compared to the 15.8% in
the control group (Peikert, Wilimzig, & Kohne-Volland, 1996). Magnesium sulfate has been
shown to be effective as an intravenous treatment for acute attacks&Bigal

Krymchantowski, 2006).Magnesium and magnesium sulfate combined have had over 40
articles connecting it to migraine. All the 1984-85 ABC rankings placephesum high,

with ProtCt at position 2 and AvgRank at position 11.

Some migraine sufferers have imbalances in their endogenous melatonin levels.
Although no large scale blinded and randomized trials have been conducted to study
melatonin, a small open-label study was conducted on 22 children with a historyaiheig
The subjects took 3 mg of melatonin before bed for three months. Fourteen of the subjects
reported significant reduction in migraine attacks and four reported no headaehes
during the study period (Miano et al., 2008). The first year melatonin was ylitenthected
to migraine in ChemoText was 1986. In the Appendix 7A table, we can see that melatonin

was ranked at position 34 out of 4,006. The AvgRank and ProtCt rankings were also high.

Next we will examine briefly the tables found in Appendices 7A, 7B, and 7C. These
tables list the drugs and endogenous molecules that over time accrued theiohest art

written about them and give visibility to reprofiled drugs not mentioned in the reviews
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Valproic acid has the highest article count in the 1984-85 table presented in Appendix
7A. Valproic acid is an example of class-based reprofiling. It is an amtilsamt, and like
many in that class before it, was reprofiled for migraine. Valproic acidhéan a very
successful reprofiling example. Since 1988 when it was first tried in imégpaevention, it
has accrued 88 articles connecting it to migraine. The WtProp ranking approach put it a
position 72 in the 1984-85 set, where it may have come to the notice of researchers, but it
likely that because it is an anticonvulsant it would have been suggested as aemigrai
treatment as a matter of course and would not have been studied any earlier hadutsse
been available in 1984. (Valproic acid appeared at position 105 in the pilot study hyothesi

set ranked by protein count.)

Similarly, many of the compounds found in Appendices 7A, 7B, and 7C are examples
of class-based reprofiling. Acetazolamide and lamotrigine are anticontsjliaoxetine,
moclobemide, and sertraline are antidepressants; butorphanol, ketorolac, and dipirone a
analgesics. Vomiting is common during migraines; droperidol and ondansetron are

antiemetics.

A summary of the drugs reprofiled for migraine and discussed here is ptesente

Table 3.11.
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Table 3.11 Migraine- selected reprofiled chemical. Best rank is the highest rank fro
any test run. HS is hypothesis set. ArtCt is the number of articles connectdrgghe

m

the disease.
Chemical Best rank/ Previous Use / Activity Status Art | Reprofiling
HS count Ct type
Zonisamide | 627 /10,467 | Anticonvulsant Trial successful 4 €lhased
Capsaicin 21/10,467 Antipruritic, flavoring, activates Trial successful 12| Molecular
vanilloid receptor Functional
Nitric Oxide | 19/ 4,006 Endogenous; NO synthase is | Inhibitors under | 41 | Molecular
target development Functional
Magnesium | 2 /4,006 Endogenous Used in 40 | Molecular
prevention and Functional
acute treatment
Melatonin 34/ 4,006 Endogenous Trial showed | 15 | Molecular
efficacy Functional
Valproic acid | 72 / 4,006 Anticonvulsant In use 88 Class-bas

3.6 Conclusion

In this chapter an implementation of Swanson’s ABC paradigm has been described

and evaluated. The evaluation was based on dividing the corpus into two parts by a cutoff

year, running the experiment on the earlier data, and validating the resulesdata drawn

from the latter time period. The goal was to use protein connections between drugs and

diseases to predict new uses for existing drugs.

The most important difference between this study and the pilot study was theraddit

of new ranking approaches and the evaluation of the rankings through the use sf metric

devised to evaluate information retrieval applications. Finding a ranking appasach (

several approaches) that puts the most significant, relevant, true pogitiestandard

entries near the top is critical, particularly in a list of returned entnit is numbered in the

thousands.

Each of the ranking approaches was able to put found gold-standard chemieals near

the top of the list than a randomly ranked list. In many cases the improvemeraraa@n
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was 20-fold. WtProp and ProtCt often had very similar results, but they each had gstance
when they performed better than the other. WtCOS performed worst overall except f
several striking instances — the 1984-85 psoriasis, where it put the drugs withhtbet hi
number of articles in the top 20 and 1984-85 migraine where nitric oxide was placed at
position 19. There is no obvious need to add another ranking approach. Because they
returned different sets of chemicals, one future strategy could be to metgp thiags from

each ranking approach.

This study, like the pilot study, was able to put magnesium in a high position on the
1984-1985 set using the ProtCt ranking approach. This closely reproduces Swanson’s

findings.

The basis for establishing the implicit connections between drugs and disease
proteins. The proteins in common between the drug and disease were the basis fa putting
drug in the hypothesis set, and some aspect of the protein-disease relatiogstapittes
in common) was used as input into the ranking mechanisms. The strategy of puttimg prote
in this central position worked well. There were drugs that did not make it into the
hypothesis sets because they had no proteins in common with the protein pools, but they
were few, and with a few exceptions, not very significant. Many of the drugsdgshe
analyses did in time develop links to the disease through protein annotations. Had the
analyses been done at more time intervals, these drugs would have likely haededintithe

hypothesis sets.

The role of time in this study warrants further discussion. The data upon which this

study depended was pulled from the Medline 2009 baseline file. Many articles, hwfdreds
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thousands in fact, have been published since the baseline file was loaded into ChemoText
is highly likely that more of the chemicals on the hypothesis set have now beeiatass
with cystic fibrosis, psoriasis, or migraine. It would certainly be interg$o rerun the

experiment with new data on a regular basis.

ChemoText has proved to be an effective data repository for storing and allbe/ing t
programmatic extraction of literature data for these experimentse @hesome caveats that
must be declared when using ChemoText. Every researcher who uses cenuecasra
way to find explicit relationships between entities defines what they myeem-dccurrence.

It can mean co-mention in an abstract, title, sentence, MeSH annotations, or rsgelsthi
entirely. In this application, co-occurrence is based on the relationship betheraicals

and disease and proteins when the chemical is identified in ChemoTexsabjtw

chemical. In most cases this design method worked well to reduce noise afitiicaahel
insubstantial connections, although because it is a heuristic algorithm, it was/ags

correct. But this feature was designed with drugs in mind and does not work as well to
depict the relationships between endogenous molecules (including elements)iseate.
Endogenous substances can be annotated many times with a disease beforavbdhaece
focus and are deemed the subject chemical by the ChemoText algorithm. Tbest@bf

the element sodium to migraine is a good example. Annotations of sodium appeared in many
articles before the article published in 2006 that focuses on the sodium levels in the
cerebrospinal fluid. For that reason caution should be exercised before cathimgegtion
between a chemical and a disease a novel one. Connections such as these cae also caus
rankings to receive high evaluations by MAP, Precision@K, etc. For thartdasse

evaluations will be used only to compare runs within this implementation and not to the ABC
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implementations of other researchers. Whatever the definition of a co-occuaesige

researcher must conduct extensive research in many sources befoeguaditgynnection is

claimed to be a discovery.

An unexpected result from this study has been the insight it has offered into drug

reprofiling. We have seen that there are several ways that a drug caecbedsielr its

reprofiling potential. Table 3.12 summarizes the reprofiling approachesweeséean in this

study.

Table 3.12 Summary of reprofiling approaches observed in this study

Reprofiling Description Example
approach
Functional Known physiological function of a | Mannitol known to have

drug targeted to a different disease

diuretic function on kidneys.
Made into inhaled form to be
used in CF patients to move
water to lung surface.

Molecular functional

Molecular function of chemical knov
— matched to known or hypothesized
disease mechanism

vidistamine thought to be
involved in psoriasis.
Histamine antagonist
(ranitidine) tried.

Class-based Certain classes of drugs regularly | Anticonvulsants used in
reprofiled in different indication migraine prevention.
because previously drugs in that clags
worked

Observational Researcher or patient notices Breast cancer patients show

improvement in one disease or
condition when being treated by the

improvement in psoriasis
when being treated with

drug for another condition

paclitaxel.

Functional reprofilingseems the most common approach. Functional profiling starts

with knowing what activity a drug has in one disease setting (anti-inflaonmé&br instance)

and translating that function to another disease. Judging from the number ofedse®

encountered in this study, functional reprofiling is applied often.
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We have seen casesmblecular functional reprofiling This takes place when
researchers establish the molecular activity of a drug and they also knowldazilar
mechanisms behind the disease. They put these two lines of evidence together and

hypothesize that the drug may treat the disease.

We also saw examples dfss-based reprofilingvhere researchers reprofiled a drug
because other drugs in the same class had previously been succegsfifilgde This was

a commonly seen reprofiling approach in migraine prevention.

Chance opbbservational reprofilings less commonly seen than the other reprofiling
approaches. In these instances a drug is studied or used for one indication andnsédy cha
observed to treat another condition. Chance reprofiling receives the most peasshuc
the famous example of sildenafil (Viagra) (Bradley, 2005). While this daggimvclinical
trials for angina, male participants and the researchers noticed and apgr@aoccurrence
of penile erections shortly after taking the drug. Sildenafil was réguidbr male erectile
dysfunction and has become a blockbuster. In the studies described here weesalWissy

famous) examples of observational reprofiling.

The three diseases selected for this study proved highly informative aboutying va
approaches to drug reprofiling. In many ways the diseases are vergmliff Cystic fibrosis
is a genetic disease that slowly causes loss of lung function and eventuakyallgedefore
the age of forty - the disease is fatal. Although it is generally longded has a genetic
component, psoriasis is irritating and uncomfortable, but rarely fatal. Mejisiepisodic,

but when it strikes, it can be debilitating. Both treatment of the migraine attdck a
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prevention are important aspects of the therapy. The manifestations of CF dexelpms

internal organs; psoriasis shows itself on the skin.

Despite these differences, researchers in each of these diseasaseuanaprofiling
as a method to find new therapies, alongside the development of new chemies. emtig
examples of reprofiling we have seen were mostly functional reprqofidiaged on
knowledge of the disease and drug mechanism, and transferring that function from one
disease to another. We did see a few examples of observational reprofifingsanasis:
both tamoxifen and paclitaxel were observed to improve psoriasis symptoms whereteey
administered to cancer patients. Cystic fibrosis is likely less afeettaobservational

reprofiling because it works on the less visible parts of the body.

Functional reprofiling in CF was seen in the transfer of diuretic action Krdneys
to lungs in the cases of mannitol and furosemide. Ranitidine was reprofiled to helgempr
fat absorption in patients whose cystic fibrosis had affected the function miivteeand
pancreas. Warfarin, caffeine, and edetic acid were reprofiled to test asdrendee effect of
the disease on organ function. Although clinical research is always cautious|ingpirof
CF seemed more circumspect than in psoriasis, involving more prelinminatgo studies to

establish efficacy before clinical trials were undertaken.

Psoriasis has a long and colorful history of reprofiling, both by patients and by
medical professionals. The knowledge that psoriasis is an immune systemrdiparded
many experiments in reprofiling drugs with known immunomodulatory activitys& he
included mycophenolate mofetil, propylthiouracil, and methimazole. Capsaisin was

reprofiled to target itching. On the molecular level, researchers susgeatédstamine
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might play a part in the etiology of psoriasis and tried ranitidine, a histamine bldgme
attempts to reprofile do not follow a direct path. Rifampin was tried on gptateasis
patients with the reasoning that it would reduce the bacterial load, but afterepoesstilts
were obtained, more studies were done that determined the antibactesrab&dfiampin
played no role in its efficacy, leading researchers to suspect the drug hadamodulatory

effects. Even when functional reprofiling fails, researchers can leamtffreir experiments.

Migraine, too, has a solid history of reprofiling, particularly for prevergativ
therapeutics, where class-based reprofiling is particularly commonsahhe classes of
drugs (e.g., anticonvulsants, beta-blockers, antidepressants) are routdely tnigraine

prevention.

While we did see reprofiling for acute migraine in the case of capsapimfiling in
general is not as important in the acute treatment of migraine as it wasiasissor CF.
The success of the triptan drugs has been followed by intense researhb priat¢in
receptors involved in migraine and new chemical entities are being geddluat target
these receptors in different ways. A number of new chemical entitiesmaegelopment
for their activity against nitric oxide synthase; although these compounds are ttw lew

picked up by this ABC study, nitric oxide was identified.

Although the term reprofiling is not generally used in the context of vitamin and
mineral supplements, we did see novel application of supplements. Given the high ranking
of both magnesium and melatonin in these results, it is possible that tlaatiiger
connections can indicate what endogenous molecules should be examined in a disease

context to see if their levels play a role in the disease onset.

116



Future Directions

The question of how high on a ranked hypothesis set a drug should be in order to be
noticed by researchers is a question with no absolute answer. The answer Hepeilsn
the context these studies are performed in. If the output of these analyses isaimibed
manually by a researcher, then it is likely that only the top couple of hundred nndeeve

considered.

The purpose of this research, however, is to determine whether this literatede-bas
tool could fruitfully be used in a computational drug discovery laboratory as an additional
tool to help understand the working of drugs and to find new therapies for disease. Such
laboratories employ many computer-based techniques to analyze drugs andihgve m
resources to draw on. In such a context, the limitations of manually analyzing@he A

output are less relevant.

In the computational drug research lab, the commonly applied methods center on
chemical structure and the relationship of that structure to molecular amaldidiivity.
Like the ABC study described here, some of the methods produce large lists ofathiemic
hypothesized to have therapeutic use in a particular disease. The hypothesized drug
candidates are tested in wet lab experiments such as protein binding assagseplis
expensive and generally an effort is made to send to the lab only those drugs with a high

likelihood of testing positive.

It is desirable therefore to investigate other bodies of information that might
strengthen or weaken the case of the compounds so that only the strongest candi@ates m

to the wet lab. The ABC analysis can play this role. Results from the ABC iarapsbe
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used to eliminate some candidates or to increase the confidence in others. Ggrikersel
ABC analysis could be used to generate hypothesis sets that are subsegssadyhyaugh
screening routines using QSAR models for the second stage of hypothesihsivieggor

elimination.

This combination of ABC results and the results of another validated hypothesis-
generating tool may work synergistically to highlight the candidates kebkt to succeed in
the clinic. Indeed, as drug research becomes more expensive and high riskneary |
evidence that can be brought to bear to identify and prioritize potential theshpidd be

explored.

118



4. PREDICTING DRUG MOLECULAR ACTIVITY FROM SIDE EFFECTS

4.1 Introduction and Background

In the last chapter the connections between biomedical entities present in the
literature were used to predict new therapies for disease. The goal tdidlyissso explore
the possibility that patterns in the side effect profiles of drugs can pteelictnolecular

activity.

Determining the molecular activity of a drug can be another way to iriliate
reprofiling. In the last chapter this type of reprofiling was termetkcular functional
reprofiling. It starts with observing the molecular level activity of a molecule fzaml t
combines that knowledge with the diseases that might benefit therapggditaral such
molecular activity. To take an example from the previous chapter, the triptan drugs s
important in the acute treatment of migraine are all 5-HT1B/D agonists.nidans that
they bind and enhance the work of the 5-HT1B and 5-HT1D receptors. If a drug with
previously untested activity at this receptor was found to bind to 5-HT1B and 5-HTd.D
laboratory experiment, then that drug might be a candidate for migraineyth€@#épn the
complete picture of the molecular mechanisms of the action of a drug is unkwew when
it has been used successfully to treat a disease. The discovery that it binds ia a prote
related to a different disease may be a signal that it could be reprofiledinddto an

unexpected target is calleff-target binding



One of the main endeavors in a computational drug research laboratory is to predict
the molecular activity of drugs. Quantitative structure activityirlahip (QSAR)
techniques are commonly used to find elements in the chemical structacedsstriptors
that can be used in statistical algorithms in order to predict activity. Thedstadsibed in
this chapter has the same goal as a QSAR experiment — to predict the maletoutsrof
drugs, and the experiments have a similar design. Instead of chemicgltdesdnowever,

these studies use side effect terms drawn from the literature as thimbpsgsliction.

4.1.1 Previous Work

Physicians and drug researchers have known for a long time that a relatioisip e
between the molecular activity of a drug and its clinical effects. @enosyndrome, for
instance, is the name given to a set of physical symptoms associated witdtrhongé of

drugs that have an effect on the serotonin receptors.

One of the firstcomputationabktudies to examine the relationship between side
effects and molecular activity was conducted by Fliri, et al. (2005). Theyd@ikbe
relationship from a global perspective by examining data from protein binskags
alongside side effect information. They found a strong correlation between boadiegs

and side effect patterns.

Campillos et al. (2008) used the relationships illustrated by Fliri in orqeetbct
off-target binding. They created side effect vectors by extractingssedeffect terms from
drug package inserts and mapping the terms to a controlled vocabulary. They thiatechlc
a normalized pairwise vector similarity between each pair of drug ingbeirBecause they

were looking for off-target or unexpected binding, they eliminated pairs of lnayen to
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bind to the same targets. They also eliminated drugs that because of theuttae

similarity would have been likely to bind to the same targets. Of the res@Ril drugs with

the highest similarity score, twenty were testeshinitro binding assays. Thirteen of these
drugs bound to the predicted targets and subsequent cell assays were used to confirm nine

drug-protein interactions. From these strong results they filed two new ppteications.

4.1.2 Data sources

Molecular Activity

There are two sources for molecular activity information used in this stucby, 5
HT6 binders and nonbinders will be extracted from the PDSRtébase (Roth et al., 2000).
This database is a resource supported by the National Institute of Merithl Pahoactive
Drug Screening Program. PDSPdéntains receptor binding results for psychoactive drugs
and receptors involved in pathways important to the nervous system. Some of the results
stored in the database are established experimentally by the Roth lab andesootieced

from the literature.

The other source of molecular activity is the MeSH pharmaceutical action codes.
These codes are assigned to chemicals by the indexers at the Naticengl dilMedicine
and are available online or from a file that can be downloaded from the MeSHteveb si
Examples of the types of pharmaceutical actions available through thisceesoaitisted in

Table 4.1.
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Table 4.1 Sample MeSH Pharmaceutical Action records

Pharmaceutical Action

Chemical Name

Adrenergic Agonists adrafinil
Adrenergic Agonists Albuterol
Adrenergic Agonists amidephrine
Adrenergic Agonists amitraz
Adrenergic Agonists anisodamine

Adrenergic Agonists

Apraclonidine

Adrenergic alpha-Antagonists Phenoxybenzamine
Adrenergic alpha-Antagonists Phentolamine
Adrenergic alpha-Antagonists phenylpiperazine
Adrenergic alpha-Antagonists Piperoxan
Adrenergic alpha-Antagonists Prazosin

The pharmaceutical action designations differ from the binding data stor&&m® P
Ki. On one hand they are more informative. They describe what kind of activity the drug
has because of its binding, whether the binding blocks the normal action of the protein
(antagonists) or enhances it (agonists). On the other hand, the pharmaceidicé ess
specific about which receptor is blocked or enhanced. The code may designate Dopamine
Agonist or Histamine Antagonist, but not give any information on which of several dogpam

receptors D1, D2, D3 are enhanced, or which of the histamine receptors H1, H2, or H3

Side effect data

Side effects are clinical manifestations of a drug treatment thaingianned for or
unexpected and often adverse. Studies that infer molecular activity fronffede e
information are uncommon in drug research, likely because of the difficultyaiblisking a
corpus of side effect data. Until very recently there was no publicly awaresdurce with
clinical effects data structured for use in computational experiments. ©@th#rehand,
there are many sources of side effects recorded in textual format, inallidgqngackage

inserts, web sites, and the biomedical literature.
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Fliri et al. (2005) used a commercially available database call®EEBioPrint to
retrieve their side effect profiles. Campillos et(aD08) used text mining techniques to
extract terms from package insert pdf files downloaded from various web Eiéeh
package insert was put through a series of processing steps that exteastdd #ifects
terms and mapped them to a standard vocabulary using the COSTART (Food and Drug
Administration, 1989) data source. In January of 2010 this data was made available to the
public and it is now the only public source of side effect data for marketed druigs, (K

Campillos, Letunic, Jensen, & Bork, 2010).

Many articles published in the biomedical literature discuss the sidéseffedrugs.
Some of these effects are included in the MeSH annotations and will therefotealotedx

and stored in ChemoText. As a result, ChemoText is also a source of siden&ffetdtion.

MeSH annotations of side effects or adverse effects can be differentated f
annotations of therapeutic effects by subheadings or qualifiers. The subheadimngs s
adverse effectidicate that the effect is unwanted and probably adverse, what we are calling
a side effect. When these effects are identified and loaded into the ChemcsBeaeD
Table, the field called TreatFlag is seQause The process by which the ChemoText

processing identifies side effects is described is detailed in Chapter 2.

For this study, a separate side effects table called CTSideE#fastsreated from the
Disease Table. This table was built by pulling all the records in thedgiedle with the
Treat Flag equal t€ (cause). Two additional filters were applied to the records. First, side
effects were limited to those occurring in an article with only one subject dinuayticles

with more than one subject drug, such as comparative studies, it was impossiblghmhel
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of the drugs caused the effects. For this reason these articles werd &onitt¢his analysis.
An additional filter was put on species to ensure that only studies performed on huemans w
included in CTSideEffectsDrug effectsannotations occurring in articles with an adverse

event disease annotation were also extracted.

The data in CTSideEffects was evaluated as a data source for this studynays.
First, the side effects for specific drugs were examined and comparedstddieffects
described in that drug’s package insert, the document that could be considered the gold
standard. Second, counts of chemicals and their side effects were calcutatizt to get

an idea of the scope of CTSideEffects.

The side effects in the package insert were manually compared to the sotie iaff
CTSideEffects for several drugs. The results for one of these drugs dusgrare shown
in Table 4.2. The left side of the table contains the side effects extramteth \Warnings
and Precautions and Adverse Reactions section of the package insert fatarspeifihe
right hand column contains the CTSideEffects annotation for risperidone which wgktthou
to be the closest in meaning. The MeSH Browser was used to look up terms and their
meanings and possible synonyms. The weakest correlations betweenaenaadh source
are indicated by italics. For instan®dguseacould not be found in the CTSideEffects terms.
Abdominal pairwas found in CTSideEffects and it may be related to nausea. The terms are
not synonyms, however, and the weakness of this correlation is indicated by italics
parentheses is a PubMed ID from one of the articles in which the annotation was found.
Note that often the language varies between the two sources even though the méaaing

same. The package insert tddysphagiaand the MeSH tereglutition Disorderdoth
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mean having difficulty in swallowing, and the MeSH te®mlorrheameansSaliva

Increasedthe term seen in the package insert.

Table 4.2 Concordance of side effects reported in the package insert vs.
CTSideEffects for drug risperidone. PMID is PubMed identifier for an
example of an article annotated with that effect. Italics indicate &HV
annotation more weakly linked to the package insert term.

Package Insert

Cerebrovascular Events, incl. stroke
Neuroleptic Malignant Syndrome
Tardive dyskinesias

Hyperglycemia and diabetes mellitus

Hyperprolactinemia
Orthostatic Hypotension

CTSideEffects Entry (PMID)

Stroke (1285)
Neuroleptic Maligh&yndrome (15495506)
Dyskinesia, Drug-Induced (I3BH5)
Hyperglyce@6805845), Diabetes Mellitus
(11526997 ) (Type 1 and 2)
Hyperprolactinemia (17519641)
Hypotension, Orthostai¢96415)

Potential for cognitive and motor impairment Parkinson Disease, secondary (8990067)

Seizures

Dysphagia

Priapism

Suicide

Somnolence, Fatigue

Appetite Increased

Rhinitis

Upper respiratory tract infection, cough
Vomiting, Nausea, Dyspepsia
Urinary incontinence

Saliva increased

Constipation

Fever

Parkinsonism

Dystonia

Abdominal pain

Anxiety

Dry mouth

Tremor

Rash

Akathisia

Deglutition Disorders (14571332)
Priapism (12716256)

Disorders of Excessive
Somnolence(16965213), Fatigue(11757991)

Appetite Regulation(17199131),
Obesity(14961939)\Veight Gain(18759643)
Respiration Disorders (15795553)

Cough(2324),Dyspnea10756565)

Abdominal pain(17984854)

Urinary incontinence(18387)/24

Sialorrhea(11351120)

Fever(17119106)
Parkinson Disease, secondary (1008768

Dystonia(8862861)
Abdominal pain (17984854)

Tremor(10087680)

Akathisia, Drug-Induced (16013909)

In general there was a high concordance between ChemoText side effects f
risperidone and those in the package insert. There were, however, examplesftdcgle e

occurring in one source but not the other. Some package insert side effects (e.qg.
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Constipation Rash,andDry Mouth were not found in ChemoText. There were also
annotations in ChemoText that were not found in the package idserdicefor instance
was found annotated in CTSideEffects, but was not seen in the package insertRashile
(or the MeSH terntExanthemawas not found in CTSideEffects, several skin conditions
were foundErythema MultiformePruritus, andPemphigoid, Bullous Similarly, Rhinitis
was not found in the MeSH annotations for Risperidone, although several annotations
indicating an adverse effect on respiration were found, inclURespiration Disorderand
Respiration InsufficiencyA search in PubMedigperidone[majr] AND rhinitig yielded
several mentions in abstracts of risperidone causing rhinitisfddD 15056514, but

these connections between drug and disease did not make it into the annotations.

The comparison of the package inserts to CTSideEffects brought to light some other
characteristics of each data source. The package insert will oftemdafdamation about
the percentage of patients experiencing the side effect in both theoigstagid the control
group. MeSH annotations do not indicate side effect prevalence. Some side edfects a
annotated many times with a drug, but it is difficult to know whether high occurratese r

indicate that the side effect occurs commonly or is a severe effect, bothher.neit

While there is much similarity in the language used in package insertsistinere
enforced controlled vocabulary. MeSH side effects are pulled from a controlldelierga
The MeSH vocabulary, however, often lacks the specificity of the packagetarses.
While the package insert stat®gpetite Increasedhe more general MeSH term states
Appetite Appetite RegulatiorandHunger. These terms do not indicate whether these
conditions are increased or decreased. It is difficult to assess winettack of specificity

poses a problem when analyzing the data. Fliri and colleagues mapped speififfects
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to body systems, but they were still able to find a strong relationship betweets affid

binding.

Because the CTSideEffects are drawn from literature annotations, theyohae s
other inherent weaknesses. Negative results are not annotated in a wayent@ifeethem
from positive results. The drug lisuride, for instance, was studied to see if itehpdtéential
to cause cardiac myopathies. It was found not to bind to the receptor responsiatditor
myopathies. Despite these negative findings, the annotations, and the resulting
CTSideEffects entries, were the same as it would be if lisditdeause cardiac myopathies.
Negative findings such as this are not common, but they introduce an element of noise into

the data.

The indexers apparently annotate the most important or most discussed side effect
but do not document every side effect mentioned in the study. The side effedtsd¢heme
not as exhaustive as side effects listed in the package insert. Thereferar¢hiewer
records in ChemoText for drugs with relatively few side effects otivelg mild side

effects.

A global comparison of literature side effects to package inserts offieies s
interesting observations. The scope of the literature is broader than the stteppaiikage
inserts. Any chemical that is the subject of an article will be included in dibM
annotations, whereas the package insert is a document prepared under a verysspetifi
circumstances - when a prescription drug is approved in the United States. Approve
prescription drugs comprise a small subset of the chemical space and are afshbs#tug

space as well. Investigational drugs, drugs pulled from the market, and plpunggeal
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outside the U.S. may not have a package insert, but they will very likely havattger

record.

The CTSideEffects table has 4,393 chemicals with at least one side dfifiect
number of side effects per drug varies greatly. Most of the chemicals inl€Hffgicts have
only a handful of annotated side effects, while some have hundreds. Ethanol has the most
with 655, followed by methotrexate with 573. A histogram of the side effect couetns s

below in Figure 4.1. Approximately 1,100 chemicals have 15 side effects or more.

Figure 4.1 Histogram of side effects per chemical in CTSideEffects
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4.2 Overall design

The goal of this study is to investigate whether side effects are jpwedattwo
different molecular activities: 5-HT6 receptor binding and dopamine antago®sHT6 is
one of the many serotonin receptors. (5-HT or 5-hydroxytryptamine is a syfonym
serotonin.) 5-HT6 binders are thought to have potential in enhancing cognition deficits
related to Alzheimers (Geldenhuys & Van der Schyf, 2009; Mitchell & Neemn2005). 5-
HT6 binders were chosen because they were the subject of a recent QSAR study in the

Molecular Modeling Laboratory at UNC (Hajjo, Fourches, Roth, & Tropsha, 2009).
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Dopamine antagonists are typically used as-psychotics, antemetics, ant
antidepressants. Dopamine antagonists were clheszmuse there are a substantial nur

of dopamine antagonists identified in the MeSH Rtaareutical Action file.

The overall design of each experiment is depiatdéigure 4.2 below. Th
terminology $ed in this chapter is defined in Table 4.4. Tired major steps in the proct
are 1) create the modeling datasets, 2) buildssitzdl models that predict the molect
activity, and, 3) perform virtual screening of ega set of chemicals (screeg set) to
identify potential chemicals with the desired ai¢yi¥5-HT6 binders or dopamir

antagonists).

Figure 4.2 Overall design of side effect predictiostudies

Createand validate
Modeling Set Creation ﬂ predictive statistical ‘ Virtual Screening
models

The modeling datasets consist of side effect vectume vector per drug. The s
effect data is extracted from the CTSideEffect¢etalieach vector position correspond:
one side effect. A Ih the position indicates the drug has been anedtath that side
effect; a zero indicates the drug has no recordhfatr side effect in the table. Each ve«
also contains the class variable. For t-HT6 study this variable will indicate whether tt
drug is a 5-T6 binder or nonbinder and for the dmine antagonism study the variable v
indicate whether or not the drug is a dopaminegantist. A simplified illustration of th

modeling set construction is pictured in Table ¢
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Table 4.3 lllustration of side effect vectors in a modeling set.
Each chemical is called an instance and each side effect is an attribute.

= o
£ °
5 @ C 2
tE |8 |8 | S CLASS
o 7] - <) 2 i) @
15 |2 (2|82 |8 |e |5
1€ |N | @ 8|8 |5 & |8
© o N @ = > ) = >
2 > (a) (7] T T (&) (0] (&)
Chem 1 1 0 0 0 0 0 0 0 (1
Chem 2 0 0 1 1 1 1 1 1 10
Chem 3 1 1 1 1 1 1 0 0 (1
Chem 4 0 0 0 0 1 1 0 1 11

In the second step of the study the models will be built. This step is broken into
smaller substeps. First, several classifiers and attribute saletgorithms are run against
the modeling sets to find the combinations of classifiers and attribute selewthods that
perform the best. To perform this testing, 80% of the modeling set (the trait)imglisiee
used to train the classifier and the resulting model will be tested on the renZfingf the
modeling set. This procedure will be tern8u20 validation The best performing
combinations of classifier and attribute selection algorithm will be furthiefated by Y-
randomization and any weak performers will be eliminated. The selectedhagowill be
trained on the modeling set to produce the final models. The Weka machine learning tool

will be used for classification (Hall et al., 2009).

The final models will be used in virtual screening. The purpose of the virtual
screening is tpredictthe molecular activity in chemicals where it is so far unknown. If the
models are robust this step may identify novel drug candidates. In this step the anede

run against a screening dataset. This dataset contains side effe gtatbthe drugs from
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CTSideEffects that were not included in a modeling set. Each model is applied to the
screening set and each chemical is predicted to be a binder (antagonist) onderdnbt

an antagonist). The prediction is accompanied by a probability.

Table 4.4 Selected terms used in this study.

Term Meaning

Class What is being predicted. In this case either 5-HT6 binding or
dopamine antagonism.

Modeling set Set of chemicals (positive and negative instances) with known class
variable.

Instances The members of the modeling set. In this case, chemitals wit
known class.

Attributes The characteristics of the instances that are being addtyzee if
they predict the class, i.e., side effects.

Training set All or some of the instances in the modeling set that are used in to
train the classifier.

Test set Some of the instances from the modeling set which are not used in

training. The model constructed from the training set is used against
the test set to measure how well the model performs.

Screening set Large pool of chemicals with unknown class for which thenslass
be predicted.

Model A classifier algorithm and attribute selection algorithm tchimre a
dataset

CTSideEffects = ChemoText table with MeSH annotations of disease extracted from

table articles where the TreatFlag=Cause.

4.3 Methods

4.3.1 Predicting 5-HT6 binding using side effects

Step 1. 5-HT6 - Preparation of Modeling Sets

The PDSP database (version kidb100108) was downloaded in January, 2010 and
searched for all drugs that have been tested against the serotonin 5-éftérretm the
cases where the PDSP chemical names did not match the MeSH names, acoknpaitép

was necessary to map the names. For instance, the PDSRcetylsalicylic Acidvas
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mapped to the MeSH terAspirin. Many PDSP chemicals did not have entries in MeSH.
Some are in early stages of drug development and do not have a literature regerdl S
filters were applied to the PDSP data. Only assays performed against hanexhprioteins
were included. The Kalues for all entries meeting the filtering criteria were ayeda

Drugs with average Walues less than 10,000 nm were considered binders. Drugs;with K
greater than or equal to 10,000 were considered nonbinders. Sumatriptan was omitted

because of conflicting results.

In preliminary work, we found that setting a threshold for side effects improved the
classification results. This is likely because few side effeettera very sparse dataset and
therefore are weak predictors. All chemicals that had fewer than 15 fedes d¢fierefore
were eliminated from the study. Campillos et al. (2008), likely for simglasons, applied a
similar threshold to the side effect count when creating their vectors. TFwieetp-HT6

binders and twenty nonbinders met the inclusion criteria. The drugs are listed in Afpendi

This set of drugs has two weaknesses as a classification dataseth&msimber of
binders is greater than the number of nonbinders. This imbalance in classedwedl the
accuracy of the predictive models. Because there are no more eligialeasbf
nonbinders in PDSP, random drugs were randomly drawn from CTSideEffects to augment
the nonbinders. To reduce the chances that these drugs were 5-HT6 binders, drugs known to
bind to any of the serotonin receptors were omitted. The second limitation ofdbetdsit
that the PDSP drugs are biased toward psychoactive compounds and therefore not
representative of the screening set. Randomly pulling drugs from CTSidsE#fictot
eliminate this bias, but it may weaken its effects. In three rounds, nine deugselected

randomly and classed as nonbinders and added to the known binders and nonbinders. The
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resulting three datasets will be termed the 5SHT6Set1, 5HT6Set2, and SHT6Set3. The
composition of binders and nonbinders for each set is presented in Table 4.5. Second, the
PDSP drugs are likely biased toward psychoactive drugs and therefore notepiresef

the pool of drugs used in the screening step.

Table 45 5-HT6 Binding : Composition of modeling set. Mapping refers to the step
of mapping side effects to more general MeSH Tree node.

Side effect
count Side effect
True non- Presumed before count after
Modeling Binder  binder nonbinder cleanup/  cleanup/
Set Count Count Count Total mapping mapping
5HT6Setl = 29 20 9 58 1408 368
5HT6Set2 = 29 20 9 58 1316 333
5HT6Set3 = 29 20 9 58 1385 351

The number of unique side effects in each modeling set was very large and would
have yielded large, sparse vectors. To reduce the dimensionality of the Veatovere
produced, a subset of the side effects was mapped to a more general effeittausieSH
Tree file. In addition, side effects only annotated with one or two of the drugsemeoeed
because they would have little predictive power. The 15 side effect threshcdgpliasi to

the set before these mapping and cleanup steps.

The mapping to more general descriptors was carried out by prograligati
looking up each side effect in the MeSH Tree file and mapping it to a higher (bevate
more general) level in the tree. The MeSH Tree file contains the MeSH tombiararchy
and allows one to find annotations higher and lower on the tree. If an annotation term was
more specific than level 3 it was replaced by the descriptor at level el @ & the way we

will refer to the number of nodes, where a node is three digits separated by) prate
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4.6 illustrates how this summarization step changes the data using the examplew&i tBe
nodeBone Diseases, InfectiauJ his table shows all the MeSH disease and condition

annotations that were mappedone Diseases, Infectiaus

In preliminary work we tried grouping the side effects at various levels. oWl f
that results were somewhat better if two categories of side effectsimantvdisorders and
cardiovascular effects, were not mapped to a more general descriptor. I thetheo
studies, therefore, annotations in these two categories were left at thealdegel of
specificity. These categories of side effects play a large rate ireteptors studied and the
specificity of the annotation was likely important. Column 6 of Table 4.5 shows the number
of side effects that were included in the set before the steps were taken &theduc
dimensionality. The reduced number of side effects (and therefore the numbeoof vec

positions) for each modeling set is displayed in the last column.

The drug side effect vectors were created. In each position of the vector &1 or a
was entered indicating that the drug was or was not annotated to this sstiéoeféategory

of side effect). Each vector also contained a class variable.

Table 4.6 lllustration of side effect summary using MeSH Tree file
hierarchy. The annotations in column 2 were mapped to the higher level
annotations in column 3 before creation of the side effect vector.

MeSH Tree Category  Annotated side effect  Higher level

C01.539.160.412 Osteitis Bone Diseases, Infectious
C01.539.160.495 Osteomyelitis Bone Diseases, Infectious
C01.539.160.595 Periostitis Bone Diseases, Infectious
C01.539.160.762 Spondylitis Bone Diseases, Infectious
C01.539.160.762.301 Discitis Bone Diseases, Infectious
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Step 2. 5-HT6 - Model Creation

The three modeling sets are very similar. They differ only in the nine rapdoml
selected nonbinders. Because of these nonbinders, however, the predictive maidels cre
from them will perform differently on the virtual screening set. It is nesjde to know
which of the randomly selected nonbinders are the most representative andelpmfoles
the best training data. For that reason models were built on each of the thréegrsede
for use in screening, and the prediction results were averaged. It is hopadstbizpt

compensatedfor any bias inherent in any one of the sets.

The two major components of a model are the attribute selection algorithm and the
classifier. The Weka machine learning tool implements many differteibiué selection
algorithms and classifiers. Two attribute selection algorithms andlassifeers showed
strong performance in preliminary work and were evaluated on each modeling s&. The

algorithms are described in Table 4.7.

Table 4.7 Classifiers and attribute selection algorithms used in model

building

Classifiers

Short Name Description

NB Naive Bayes

Bagging Combines results from NB, Random Forest, and K-nearest

neighbor(IBk)

Attribute selection algorithms

Short Name Description

Subset CfsSubsetEval: Selects features or attributes that aiaiealr
highly with the class, but are not highly correlated with each
other

Chi-squared | Uses the chi-squared statistic to evaluate the importance of
each attribute to the class.
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The 12 models (combinations of attribute selection, classifier, and modelingeset)
tested in 80/20 validation. In this step the modeling sets were segmented. pgigletyt or
4/5 of the modeling set was randomly selected to train the classifier and build a Mioeel
model was used to predict the binding on the remaining 20 percent of the modeling set. The
exercise was repeated 50 times. Sensitivity, specificity, and thetodeaesification rate
(CCR), the average of sensitivity and specificity, and the standard deviaiercalculated

for each run. The results are presented in Table 4.8.

Sensitivity is calculated as follows:

True Positives / (True Positives + False Negatives)

Specificity is calculated as follows:

True Negatives / (True Negatives + False Positives)

CCR or correct classification rate is the average of specificity arsitiséy:

(Sensitivity + Specificity)/2

Six models (shown in bold) were selected from these 12 models from the first step.
Many of the original models showed an imbalance of sensitivity and spigcifidie two
best models for each modeling set were selected based on a high CCR and a balaeoe bet
specificity and sensitivity. Each of these was then validated further usiagdémization.
In this validation technique, a training set was built by extracting a randono Bt
modeling set and setting the class variable of these instances randomly to @nee or z
(representing bind and nobind). This scrambled set was used to train the clasdifleen

the model was tested against the corresponding test set. Sensitivity, specilcCCR
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were calculated. Because a high CCR in Y-randomization indicates the madekisany
model with a CCR greater than .60 was eliminated. There were none whichdittitesa.

Results from Y-randomization are in Table 4.9.

Table 4.8 :-HT6 Binders : Results from 80/20 validatior Descriptions of classifiers
and attribute selection methods are in Table 4.7. Models selected for use in virtual
screening are in bold.

Modeling Attribute Sensitivity ~ Specificity CCR CCR
Set Classifier Selection Avg Avg Avg StdDev

5HT6Setl @ Bagging Chi-squared 0.78 0.76 0.77 0.13
5HT6Setl = Bagging  Subset 0.82 0.73 0.78 0.10
5HT6Setl NB Chi-squared 0.88 0.66 0.77 0.11
5HT6Setl NB Subset 0.78 0.74 0.76 0.10
5HT6Set2 Bagging Chi-squared 0.83 0.74 0.79 0.11
5HT6Set2 Bagging Subset 0.77 0.78 0.77 0.14
5HT6Set2 NB Chi-squared 0.86 0.68 0.77 0.11
5HT6Set2 NB Subset 0.69 0.79 0.74 0.12
5HT6Set3 = Bagging Chi-squared 0.87 0.77 0.82 0.11
5HT6Set3 = Bagging Subset 0.87 0.76 0.81 0.11
5HT6Set3 = NB Chi-squared 0.93 0.68 0.80 0.09
5HT6Set3 NB Subset 0.83 0.78 0.80 0.13

Table 4.95-HT6 Binders : Results from Y-randomization. Descriptions of classifiers
and attribute selection methods are in Table 4.7. Good models will have low sensitivity,
specificity, and CCR.

Modeling Attribute Sensivity Specificity CCR
Model Set Classifier Selection Avg Avg Avg
5HT6Modell  s5HTGSetl  Bagging Chi-squared 0.81 0.27 0.54
SHT6Model2  5HTESetl  Bagging  Subset 0.44 0.60 0.52
SHT6Model3  5HTESet2  Bagging Chi-squared 0.25 0.32 0.28
SHT6Model4  5HTESet2  Bagging  Subset 0.45 0.39 0.42
SHT6Model5  5HTESet3  Bagging Chi-squared 0.70 0.16 0.43
SHT6Model6  5HTESet3  Bagging  Subset 0.71 0.44 0.58
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Step 3. 5-HT6 - Virtual Screening

Each of the six selected models was retrained on the entire modeling setexhd sa
A screening set was constructed by extracting any chemical frond€Hf&cts that was not
in a modeling set and had greater than 14 side effects. Vectors were cretite¢éoeening

set in a procedure similar to the modeling sets. The screening set had 1,08@lshemic

The saved models were used to predict the binding of the chemicals in the screening
set. For each chemical a prediction (bind or no bind) was produced in addition to a
probability measure. Six sets of predictions were produced, one for each model. ultke res

were merged and the probabilities were averaged.

4.3.2 Predicting dopamine antagonists using side effects

Step 1. Dopamine antagonists — Creation of modeling sets

The methods used to predict dopamine antagonism were similar to those above,
except in the construction of the modeling sets. The known dopamine antagonists were
identified by finding the MeSH chemicals with the pharmaceuticabaBtopamine
Antagonists Twenty-six drugs were identified that were dopamine antagonists and also met

the side effect cutoff. These drugs are listed in Appendix 9.

Six modeling sets were constructed. In each of the sets the 26 dopamine antagonists
were used as the positive instances. The assembly of the negative instaaded~aarthree
of the modeling sets the negative examples were pulled randomly from the pool ahdrugs
the CTSideEffects table. It is being assumed because the drug is noatkbas a
dopamine antagonist that the drug indeed is not a dopamine antagonist. Each of the first

three sets had a different set of randomly selected instances assumaddathe.
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For the other three modeling sets, the negative instances were drawn from PDSP
Twenty-four to 26 drugs tested and determined to be nonbinders to any dopamine receptor
were randomly chosen from the 34 drugs that were nonbinders and met the side effect count
threshold of 15. These modeling sets have the advantage of containing tested ndfatives
the drugs do not bind to dopamine they cannot be dopamine antagonists. However, these sets
also have the disadvantage of being skewed toward psychoactive drugs becaaise they
drawn from PDSP. It was hoped that having modeling sets with negatives inshaveesn
various ways will give robust results when the predictions are combined in ted virt

screening step.

Table 4.10 Dopamine antagonists : Construction of modeling sets (DA=dopamine
antagonists). Mapping refers to the step of mapping side effects to more general MeSH
Tree node.

Side
Side effect  effect
count count
True Negative before after
Set How were negative instances DA Count cleanup/ cleanup/
Name selected? Count | (not DA) | mapping  mapping
DASetl | Randomly from CTSideEffects 24 25 1,093 258
DASet2 = Randomly from CTSideEffects 24 24 944 223
DASet3 | Randomly from CTSideEffects 24 26 1,039 250
DASet4 = Randomly from PDSP dopaming
non-binders 24 25 1,292 324
DASet5 = Randomly from PDSP dopaming
non-binders 24 24 1,293 324
DASet6 = Randomly from PDSP dopaming
non-binders 24 25 1,215 297

Step 2. Dopamine Antagonists — Creating models
Each of the six modeling sets was trained with the bagging and Naive Bayes
classifiers in combination with each of the attribute selection ahgosit Each model was

tested in 50 iterations of 80/20 validation. The sensitivity, specificity, CCR, anthtitasl
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deviation of the CCR were calculated and averaged. The averages aredrecoaide
4.11. The models with the high CCR results and a good balance between sensitivity and
specificity were selected. At least one model per modeling set wateskeld he selected

models are in bold.

Table 4.11 Dopamine Antagonists: Model performance in 80/20 validation.
Selected models are in bold.

Model Components Results

Dataset Classifier = Attribute Average  Average  Average StdDev

Selection Sensitivity  Specificity CCR CCR
DASetl @ Bagging Chi-

squared 0.88 0.88 0.88 0.11
DASetl @ Bagging Subset 0.83 0.86 0.85 0.13
DASetl @ NB Chi-squared 0.88 0.82 0.85 0.14
DASetl ' NB Subset 0.82 0.87 0.84 0.12
DASet2 Bagging Chi-squared 0.96 0.93 0.94 0.08
DASet2 Bagging Subset 0.99 1.00 0.99 0.04
DASet2 NB Chi-squared 0.81 0.93 0.87 0.14
DASet2 NB Subset 0.99 1.00 0.99 0.04
DASet3 = Bagging Chi-squared 0.91 0.88 0.89 0.10
DASet3 = Bagging Subset 0.85 0.88 0.86 0.09
DASet3 | NB Chi-squared 0.91 0.73 0.82 0.13
DASet3 | NB Subset 0.84 0.89 0.87 0.10
DASet4 Bagging Chi-squared 0.92 0.74 0.83 0.10
DASet4 Bagging Subset 0.90 0.80 0.85 0.10
DASet4 NB Chi-squared 0.92 0.47 0.70 0.12
DASet4 NB Subset 0.90 0.78 0.84 0.09
DASet5 @ Bagging Chi-squared 0.93 0.70 0.82 0.11
DASet5 = Bagging Subset 0.92 0.75 0.83 0.12
DASet5 ' NB Chi-squared 0.92 0.48 0.70 0.12
DASet5 ' NB Subset 0.93 0.73 0.83 0.11
DASet6  Bagging Chi-squared 0.93 0.79 0.86 0.11
DASet6 Bagging Subset 0.94 0.84 0.89 0.09
DASet6 NB Chi-squared 0.91 0.56 0.74 0.11
DASet6 NB Subset 0.95 0.83 0.89 0.09
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The six selected models were validated further using Y-randomization. Tiis res
are displayed in Table 4.12 below. All models passed this validation step and were used in

the virtual screening.

Table 4.12 Dopamine Antagonists: Y-randomization results on selected moslel

Model Dataset Classifier Attribute Sensitivity = Specificity = CCR

Selection Avg Avg Avg
DAModell DASetl Bagging Chi-squared 0.75 0.20 0.47
DAModel2 DASet2 NB Subset 0.82 0.17 0.49
DAModel3 DASet3 Bagging Chi-squared 0.37 0.40 0.39
DAModel4 DASet4 Bagging @ Subset 0.77 0.30 0.54
DAModel5 DASet5 Bagging Subset 0.18 0.58 0.38
DAModel6 DASet6 Bagging Subset 0.77 0.14 0.45

Step 3. Dopamine Antagonists — Virtual Screening

A virtual screening set was created from chemicals drawn from CTSeegthat
were not in any of the modeling sets and passed the side effect count threshold. l&ach of t
six selected models was run against the screening set. The prediction ancbste@ch

run were stored and the average score from the six runs was calculated.

4.4 Results

4.4.1 5-HT6 Binding

The 1089 chemicals in the 5-HT6 binder screening set were analyzed by each of the
final models in order to predict whether the chemical was a 5-HT6 binder. fiver(y¢b)
chemicals were predicted by all models to be 5-HT6 binders. Five hundred anetmieety
(593) were predicted by all models to be nonbinders. Two hundred eighty-three (283)
chemicals had an average score greater than 0.5 and therefore are predictedveralers

The drugs with the highest probability score are listed in Table 4.13 below.
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Table 4.13 -HT6 Screening Results.Chemicals predicted to be 5-HT6 binders with
highest average probability. Probability scores returned by each modstedenixt to

average.
Chem Name Average 5-HTG6 5-HT6 5-HT6 5-HT6 5-HT6 5-HT6
Modell  Model2 Model3 Model4 Model5 Model6

Mirtazapine 0.94 0.89 1.00 0.84 1.00 0.92 1.00
Phenelzine 0.89 0.71 1.00 0.78 1.00 0.86 1.00
Metoclopramide 0.86 0.81 0.94 0.75 1.00 0.75 0.93
Reboxetine 0.86 0.82 0.98 0.65 0.89 0.90 0.94
Bupropion 0.85 0.76 0.89 0.77 0.98 0.80 0.90
Tiapride 0.83 0.68 0.98 0.69 0.96 0.70 0.97
Sultopride 0.83 0.73 0.93 0.78 0.98 0.69 0.87
Triazolam 0.83 0.71 0.93 0.77 0.94 0.75 0.88
Clomipramine 0.83 0.81 0.71 0.77 0.96 0.82 0.91
Sodium_Oxybate  0.83 0.71 0.98 0.67 0.89 0.79 0.94
Sertraline 0.83 0.74 0.94 0.73 0.98 0.68 0.89
Fluvoxamine 0.82 0.71 0.90 0.83 1.00 0.80 0.69
Levodopa 0.82 0.77 0.97 0.79 0.98 0.65 0.76
Domperidone 0.82 0.59 0.95 0.73 1.00 0.65 0.97
Modafinil 0.81 0.68 0.98 0.62 0.89 0.76 0.94
Apomorphine 0.81 0.74 0.88 0.73 0.93 0.77 0.80
Citalopram 0.81 0.73 0.81 0.70 0.88 0.74 0.98
Disulfiram 0.80 0.66 0.91 0.65 0.97 0.72 0.92
Oxazepam 0.80 0.64 0.98 0.66 0.89 0.70 0.94

These drugs all have some known molecular activity. This established aaniditis
relationship to the predicted 5-HT6 binding activity is summarized in Table 4.14 ke wi
discussed briefly. The web resources DrugBank (Wishart et al., 2008) and the MeSH

browser were used to gather this information.
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Table 4.14 Known activities of high predicted potetial 5-HT6 binders

Chemical Name Description

Mirtazapine Analog of mianserin, a knowr-HT6 binder

Phenelzine Monoamine oxidase inhibitor (MAC

Metoclopramide Serotonin (-HT) antagonist and dopamine antagc

Reboxetine norepinephrine reuptake inhibi (NRI)

Bupropion Inhibits reuptake of norepinephrine, dopamine, serdtoni;
Anti-cholinergic activity

Tiapride Dopamine antagoni

Sultopride Dopamine antagoni

Triazolam GABA neurotransmitter enhancem

Clomipramine Selective serotonin reuptake inhibitor(SSRI), narephrine
reuptake inhibitor (NR

Mirtazapine appears at the top of the resultsiligt an average probability of 0.94
being a binder to the BT6 receptor. Mirtazapine has not been testechagé-HT6. Itis,
however, a close analog of the drug mianserin wisiéhknown -HT6 binder (Figure 4.2).
Chemicals thalhave a high structural similarity often have simi@olecular activity. It i

very likely therefore that the top predicted cheahis indeed a-HT6 binder.

Figure 4.3 Chemical structures of mirtazapine (left) and manserin (right). Mianserin is
a known 5HT6 binder and mirtazapine is predicted to be ¢

/:

HL

-~

HL

Mirtazapine Mianserin

The next highest ranked drug on the screeningtesulhe antidepresse
phenelzine. Itis known to be a monoamine oxidals#itor. Monoamine oxidase eaks
down monoamines that are responsible for signalerotonin is one of the monamine

By inhibiting the oxidase, the the breakdown obsemnin is blocked, resulting in increas
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levels of serotonin. While we do not know if the prediction that phenelzine is a 5-HT6

binder is correct, we do know that it has an effect on a serotonin pathway.

Similarly, metoclopramide and bupropion are also known to have effects on the

serotonin pathway. Metoclopramide binds to and blocks at least one 5-HT (serotonin)

receptor. Bupropion inhibits the reuptake of serotonin into the neuron.

Clomipramine has actually been tested in 5-HT6 binding assays that weretsampl

after the build of the PDSP database used in this study. The drug was indeed found to bind to

5-HT6 with a nanomolar concentration of 112. Clomipramine was predicted by this side

effect study correctly. Two other drugs that were tested positive agsindater binding

assays were also found by their average score in this study to be bindeityhoe and

doxepin. In the same batch of tests, however, two drugs were found to be actual binders to 5-

HT6 that were not predicted so by this study — raloxifene and tamoxifen. Theeaverag

probability for these two drugs was under 0.50. A number of other drugs tested in this batc

were not included in this study because they did not meet the side effect counalthres

Table 4.15 contains a summary of the results.

Table 4.15 5-HT6 Binding results not included in PDSP and predicted 5-
HT6 binding from side effect profiles.
Screening
Chemical Name Binding Assay Data Prediction
Avg
% Inhibition | Ki(nM) Binder? | Probability
Clomipramine 98.6 112 Yes 0.83
Nortriptyline 99.1 214 Yes 0.71
Doxepin 98.1 105 Yes 0.72
Raloxifene 88.2 750 Yes 0.35
Tamoxifen 91.1 1,041 Yes 0.42
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4.4.2 Dopamine antagonists

The 976 chemicals in the screening set were analyzed by each of the fink imode
order to predict whether the chemical was a dopamine antagonist. Thirty-sik¢Btrals
were predicted by all models to be dopamine antagonists. Seven hundred and eight (708)
were predicted by all models not to be dopamine antagonists. Seventy-fivedifbyals
had an average score greater than 0.5 and therefore are predicted overall to heedopami
antagonists. The top 14 (0.85 or greater) of the 36 chemicals predicted by all models to be
dopamine antagonists are listed in table 4.16 below. These 14 chemicals receivgldetste hi

average probability.

Table 4.16 Dopamine antagonist - predictions

DA DA DA DA DA DA
Chemical Name Avg Modell Model2 Model3 Model4 Model5 Model6
Molindone 0.96 0.83 1.00 0.94 1.00 1.00 1.00
Tetrabenazine 0.95 0.81 1.00 0.90 1.00 1.00 1.00
Fluphenazine depot 0.95 0.76 1.00 0.93 1.00 1.00 1.00
Cetirizine 0.92 0.81 1.00 0.80 1.00 0.90 1.00
Trihexyphenidyl 0.90 0.68 1.00 0.79 0.96 1.00 1.00
Benztropine 0.89 0.63 0.99 0.74 1.00 0.96 0.99
Ziprasidone 0.88 0.84 1.00 0.80 0.80 1.00 0.86
Potassium Cyanide  0.88 0.60 0.92 0.82 1.00 0.96 0.97
Veralipride 0.87 0.79 1.00 0.85 0.80 0.95 0.84
Pemoline 0.86 0.66 0.99 0.75 0.99 0.81 0.95
Pirenzepine 0.85 0.74 1.00 0.75 1.00 0.63 0.97
Diphenhydramine 0.85 0.58 0.96 0.83 0.81 0.94 0.97
Bromazepam 0.85 0.52 0.92 0.72 1.00 0.96 0.97
Sertraline 0.85 0.67 1.00 0.66 0.95 0.84 0.96

According to DrugBank, molindone occupies dopamine receptor sites in the brain and
decreases dopamine activity. Although the site does not use the term antagenistsd it

does use describe antagonist activity. Molindone is a likely dopamine antagonist
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Tetrabenazine is used to treat movement disorders. DrugBank reports thrsibs
an inhibitor of monamine transport (dopamine is also a monamine) and as such promotes the
early degradation of dopamine. This activity may have many of the same affects
dopamine antagonist and it may be the reason this drug was predicted to be a dopamine

antagonist with a fairly high probability.

Ziprasidone is a known dopamine antagonist that was inadvertently omitted from the
modeling set. It was however in the screening set and identified correcttioparaine
antagonist with a high probability. Fluphenazine depot is an analog of fluphenazine and
veralipride is an analog of sulpiride. Both of these drugs are known dopamine amsagibnis

is therefore likely that fluphenzine depot and veralipride are dopamine antagsnigt.

On the other hand, there seems to be no connection between cetirizine and dopamine
antagonism. Cetirizine is a histamine H1 antagonist used in the treatmenitc, rhi
urticaria, and asthma. Curiously, the poison potassium cyanide causes movememisproble
as the poisoning progresses, and these effects are likely the reason thaldeared

highly.

Both triheyxphenidyl and benztropine, while structurally dissimilar, are both M1
muscarinic acetylcholine receptor antagonists used to treat thpygatradal symptoms of
parkinsons disorders. They are also both thought to increase the availalibfyaofine.
Their possible effect on the dopamine pathway in addition to their association with
movement disorders may account for their relatively high average predicticass The

information for these drugs is summarized in Table 4.17.
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Table 417 Predicted dopamine antagonist: Information primarily taken from
DrugBank and MeSH browser.

Chemical Name Description of uses and known molecular activities

Molindone Used to treat psychotic symptoms. Known to occupy dopamine
receptor sites and decrease dopamine activity.

Tetrabenazine Used to treat movement disorders. VMAT inhibitor which

promotes early degradation of dopamine.

Fluphenazine depot Analog of fluphenazine, a known dopamine antagonist

Cetirizine Used in treatment of rhinitis and asthma. Histamine
Hlantagonist.
Trihexyphenidyl Used to treat extrapyramidal symptoms of parkinsons. M1

muscarinic acetylcholine receptor antagonist. Also thought t
increase availability of dopamine.

(@]

Benztropine Similar to trihexyphenidyl. Used to treat extrapyramidal
symptoms of parkinsons. M1 muscarinic acetylcholine receptor
antagonist. Also thought to increase availability of dopamine.

Ziprasidone Known dopamine antagonist.
Potassium cyanide Poison. Can cause movement disorders.
Veralipride Analog of sulpiride, a known dopamine antagonist

PDSP was examined to see if any of the top predicted dopamine antagonists (Table
4.17) had been tested in dopamine binding assays. Binding is a prerequisite to antagonism.
Only molindone and ziprasidone had been tested. Molindone was found to bind to the
dopamine D2, D3, and D4 receptor subtypes. Ziprasidone was found to bind to the dopamine

D1, D2, D3, D4, and D5 receptor subtypes.

4.5 Discussion

The models for the dopamine antagonist study were strong. The average gensitivi
and specificity were 0.92 and 0.86 for the models selected for virtual screening and the
average CCR was 0.89. The dopamine antagonist datasets constructed with negative
instances pulled from PDSP resulted in models with weaker sensitivity anficiyani the

validation steps than the models created from datasets with negative instadoesya
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selected from the CTSideEffects pool of chemicals. This differencg ligiécts the strong

bias in the composition of PDSP toward drugs in specific psychoactive drugclasse

Dopamine antagonists are known for the movement impairments associated with their
use. These side effects are termed extrapyramidal symptoms (BERS)ange of symptoms
includes the inability to start movement, calédnesia as well as the inability to refrain
from moving @kathesiaor dyskinesia The EPS were reflected in the side effects chosen by
the attribute selection algorithm in Weka to have the highest discriminatory.pbwerof
the top ten side effects identified by the chi-squared attribute seleaticesprwere some
type of movement and muscular disorders. The right hand column of Table 4.18 contains an

example taken from one of the selected dopamine antagonism models.

Table 4.18 Sample of most discriminative
side effects for the dopamine antagonism
study.

Dyskinesia Drug Induced

Dystonia
Movement Disorders

Brain Diseases
Muscle Rigidity

Akathisia, Drug-induced

Puerperal Disorders
Stomatitis

Gastroenteritis
Salivary Gland Diseases

In the 5-HT6 models, the accuracy varied as the negative instances wetedsel
differently. Overall, however, the accuracy of the 5-HT6 binding models waglecatsly
lower than the accuracy of the dopamine antagonist models. The average CChhaf the f
models was 0.79, as compared to 0.89, the average CCR for dopamine antagonist study. The
models with the best CCR were unbalanced, showing high sensitivity and low gyecific
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The specificity results were less than 0.80 for all the selected modeissgecificity

indicates that the models were not strong in identifying negative instances.

In the validation process there were 5-HT6 binders that were consistently
misclassified. Ketanserin was one of these drugs. Ketanserin is highispuous, binding
to many receptors including several in the serotonin (5-HT) family, hiseahil, and the
alpha-1 adrenergic receptor. This promiscuity may be the cause of side @éf&t@are
unrelated to 5-HT6 and consequently may have weakened the modeling set. In general
serotonin binding is known to be promiscuous (Roth et al., 2000). The training set may have
contained a number of other 5-HT6 binders that likely fall into this categorycauticbeited

to the weak performance of the classifier.

Another likely contributor to the low prediction rate of the 5-HT6 models is that
bindingwas predicted and not what happafter binding. Binding can result in promoting
the activity of the receptor or blocking the activity of the receptor. Thesadtions can
result in very different sets of downstream effects. The modeling set fo65xdy contain
some agonists and some antagonists and the divergent side effect profitest c@ytain

enough common ground to produce good models for binding.

The topmost ranking chemicals in Tables 4.13 do have a high likelihood of being
predicted correctly as 5-HT6 binders. We have seen that mirtazapin®se alckmical
analog of a drug known to be a 5-HT6 binder and this relationship increases the tmances
mirtazpine will be a binder. Beyond the first few drugs, however, there may be other
biological reasons for their high scores. Each of these drugs has some knownamnolecul

functions that would influence the classification process. The drug phenetzimestance,
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is a known monoamine oxidase inhibitor. This activity has a net effect of inggeasi
serotonin levels. While it may also be a 5-HT6 binder, its already known role in the

serotonin pathway may be responsible for some of its side effects.

Drugs that modulate serotonin receptors or serotonin levels can also affenirdopa
levels (Di Giovanni, Di Matteo, Pierucci, & Esposito, 2008). This pathway titenaor
crosstalk between pathways may account for the overlap in side effectsedeatif
significant by the attribute selection routines. Movement disorders vgaiécant side
effects for both dopamine antagonists and 5-HT6 binders, although they wergndgsasi
for 5-HT6 binders. Movement disorders represented two of the top ten side eftadtsewi
highest discriminatory power in one of the 5-HT6 models with attributes dettrny chi-
squared (Table 4.19). Movement disorders represent half of the top ten side effects in one
representative dopamine antagonism run (Table 4.18). Having movement disorders in
common may be the reason that two known dopamine antagonists, tiapride and sultopride,
were predicted with high probability to be 5-HT6 binders. These drugs maylihdée
HT6 binders, or the side effects arising from their dopamine antagonism rkaytimean

look like 5-HT6 binders.

Table 4.19 Sample of most discriminative
side effects for the 5-HT5 binding study.
Behavioral Symptoms

Gastrointestinal Hemorrhage

Dystonia

Dyskinesia, Drug-Induced

Peptic Ulcer

Skin Diseases, Vascular
Hypersensitivity, Intermediate

Sexual Dysfunction, Physiological
Puerperal Disorders

Arrhythmias, Cardiac
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The drugs that were tested in a 5-HT6 binding assay after the download of PDSP
(Table 4.15) provide an opportunity to check the screening results for these drugsth@ll of
five drugs were true binders, but only three were identified as binders in teaisgre
process. Only one (clomipramine) was predicted with a high probability to bdex bi
Tamoxifen and raloxifene were incorrectly predicted by this study to be nordinitlées
interesting that these two drugs showed the lowest affinity for the reegutdhe lowest
percent inhibition. While this is an interesting observation, more cases need to & tstudi

see if binding affinity has any consistent relationship to side effects.

ChemoText has been a robust source of side effect information for this study. Thi
repository has several advantages over a data source constructed fromng dlocedsext of
package insert. First, the coverage of the chemical space is significattiebthan
package inserts. Second, the MeSH side effects are publicly availabletioreteformat,
making them easy to gather and access. The collection of drugs and side dffbets w

updated automatically during the yearly update of ChemoText.

Future Work

The feasibility and benefit of combining the side effect annotations stored in
ChemoText with side effects drawn from package inserts should be investitjased.
possible that the side effects from package inserts will augment the Taxetnecords.
With better side effect coverage, more drugs may meet the sidecefted threshold,
making the modeling sets larger and the models potentially more robust. Faytumat
structured source of package insert side effects called SIDER (Kuhn2€tl),became
available in early 2010. This resource could facilitate combining siddsffem the two

sources.
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The annotations that fall under the category of drug effects include manyftypes
effects that are not related to adverse events. Many studies, for instgoceon the
cellular level effects of drugs (e.g., apoptosis, mitosis). Thesdstfeald be used in
addition to adverse effects to give the classifiers more attributes to dhoosa the

attribute selection process.

Animal side effects can be explored as well. Drugs undergo extensive arsitingl te
before human trials and the side effects are reported in the literature. alos datimal
trials in ChemoText is extensive, but it is fragmented among various speaciesild have
to be determined whether the data for each species should be considered sepamikly or

be combined.

Other sources of molecular activity data should be investigated. Thereraye ma
other public and commercial sources of binding and activity information that could
potentially be used. PubChem, for instance, as the central repository for theli&tolec

Libraries Roadmap Initiative, is a growing resource for many kinds of claéasgsays.

Other prediction methods may yield better results. Campillos et al. (2008) used a
similarity search approach in their study. This approach may be betterteuibte complex
polypharmacology of psychoactive drugs in particular (Keiser et al., 2009). li¥adiom
tools and other machine learning software may provide additional insight into thedfeite

data.

In several cases (e.g., mirtazapine) the methods predicted binding activity in
chemicals that are structural analogs of known 5-HT6 binders. We can besdagly these

cases that the predicted chemical is indeed a binder. While this is a welduagovraof
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these side effect based methods, these predictions are not useful in pexatisalStructure-
based QSAR methods would have been able to identify these chemicals as Mrelers.

would like these new methods to predict binders in drugs whose struatiissimsilarto

known binders and therefore the structure-based methods would be inadequate. If the side
effect methods can identify such drugs, then we have found a way to complement and

enhance the QSAR methods in use in the lab.

Campillos et al. (2008) had a similar goal and eliminated structuralliasim
chemicals from their prediction set using a structural similaritysomeacalled the Tanimoto
coefficient. What remained were chemicals unexpectedly linked to binding thiweigh t
side effects alone. We could employ a similar technique in our future work. The T@nimot
coefficient could be calculated between each predicted binder and each known binder in the
modeling set. Drugs with high similarity could be flagged and omitted fromethdts. The

remaining drugs would be those tloaly side effect data predict as binders.

4.6 Conclusion

The goal of this study was to develop a literature-based methodology to hyp®thesiz
new uses for drugs by predicting their molecular activity. The moleattiaita of a drug
indicates how it might be reprofiled. Dopamine antagonists are used as antigsycmbii
emetics, and antidepressants. 5-HT6 binders are thought to have potential in treating

Alzheimers.

This study is the first of its kind. No other researcher has constructed predictive
models for receptor binding and antagonism from side effect annotations ekfrantehe

biomedical literature. It has necessarily been exploratory in nature.
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The models constructed to predict dopamine antagonism performed better than the 5-
HT6 binding models in validation runs performed in Weka. Although more experiments are
needed to generalize from these results, it does make sense that sida@fifes would be
more indicative of antagonism than simple binding. Binding can result in two vezyeditf

sets of effects, depending on whether the receptor activity is blocked or enhanced.

Dopamine antagonists are well-known for their extrapyramidal side ®ffétiese
prevalent and serious side effects likely helped the performance of thestas§Ve did not
directly test whether dopamine agonists could be reliably discriminateddfspamine

antagonists. This is a study planned for future work.

The 5-HT6 prediction models produced results well above random in validation
procedures and the drugs returned by the virtual screening step with thé pigbabilities
look like they may indeed be 5-HT6 binders. Clomipramine, a drug tested after the
publication of the version of the PDSP database used, was indeed found to be a binder with
moderate affinity. On the other hand, tamoxifen and raloxifene, also confirmed binders,

were predicted to be nonbinders.

The methods described here show promise in identifying drugs with specific
molecular activity which could be the basis for reprofiling the drug fomatherapeutic
indication. In addition, the literature-based discovery methods introduced hertadave
potential of bringing new insight into the complexity of chemical and biologiwtatactions

in the human body.
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5. CONCLUSION
This dissertation research investigated two different literaturedlzhseovery
methodologies to determine their potential in identifying new uses for drugs,gor dru
reprofiling. Both studies used data in the ChemoText knowledgebase and both included

validation steps.

The first method, referred to as ABC, took advantage of the rich literature
connections between disease, proteins, and drugs to predict new uses for exigéing deu
strategy of using protein annotations as the intermediary B terms wasffeamtive in
finding chemicals that developed links to the diseases under study. The recaltywagive
The reason for this likely lies in the central role proteins play in both diseaseuand dr
research. The study of disease increasingly focuses on the physiologydisfdhse state at
the protein level. Drug research focuses on proteins as well, searching Btrarugill
modulate the behavior of proteins involved in the disease pathway. Although proteins may
be in common between the two fields, the literatures may not always intedattesauthors
may not be totally aware of each others’ work, giving rise to potential undrecbweplicit

relationships between chemicals and disease.

The validation method used in the ABC study was based on dividing the corpus into
two segments based on a year cutoff. The earlier or baseline period was ueatktthe
hypotheses and the later period was used to validate the hypotheses. The lahgssisypot

sets and the small number of gold standard chemicals meant that althougivasdadih,



overall precision was very low. Ranking the hypothesis sets is a way feneate for low
precision. Rankings that effectively put the gold standard chemicals tdveatabtallow the
practitioner to choose cutoffs that are likely to give the desired levelsa$ipreand recall.

The rankings in this study, particularly ProtCt and WtProp, turned out to be very robust. The
average precision for the top 50 chemicals ranked by the WtProp or ProtCt appreach wa
over 26% (Table 3.8). This represents more than a ten-fold improvement over the 2%

precision of the random ranking.

In practice, the acceptable levels of precision and recall (and sensmiglity a
specificity) are decided by the user based on what is to be done with the résfdts. |
example, an expensive laboratory test were to be run on the top ten chemicals in aieypothes
set, then precision may be more important than recall; with high precision, thsttabree
more likely to return positive results. The goal of this dissertation work, hows¥er, i
develop methods that can be used in coordination with the other computational methods in
place in the drug discovery lab, methods like QSAR. These other methods produce
prediction sets as well. The predictions from various lines of evidence camb@ed or
compared to arrive at a consensus prediction and the weakest candidates can be removed.
Low precision ceases to be a significant problem when computational technighess

these can be applied to reduce and strengthen the hypothesis set.

While the ranking results were good, they did not provide specific information about
reprofiling. In order to evaluate the performance in identifying reprofiteds] actual
examples of reprofiling were gleaned from review articles and cadparthe results. We
were able to confirm that many drugs reprofiled in practice were rangbly hy at least

one of the ranking approaches. This step demonstrated a link between these results and
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actual discovery. Had the results been available in the baseline period, thegveaydeed

have accelerated the drug discovery process.

The design of the study allowed the focus to move back and forth in time. In the later
test period the significance of an emergent link between a drug and a dissaseasared
by the article count, the number of articles in which the drug, as a subject ahevag co-
annotated with the disease. Article count proved a useful tool to measure theasigribf

a connection between the drug and the disease.

This study was able to reproduce Swanson’s link between magnesium and the
prevention of migraines. In the 1984-85 time period magnesium was placed at position tw
in the ranking based on protein count. Forty (40) articles were found in the test pein&d to |
magnesium to migraine. Two other chemicals identified in the same timd dereloped
an even stronger connection to migraine: nitric oxide and the anticonvulsant valpfoic ac
They were both ranked highly by at least one of the ranking approaches.e@dgpi
literature-based discovery projects endeavoring to reproduce Swansorasszgr
magnesium connection, no one has identified the strong link between these cherdicals a
migraine. (Swanson himself, however, noted the connection between epilepsy andemigrai

(Swanson, 1988))

An unexpected result of this ABC study was the light it shed on the practice of drug
reprofiling. Discussion of reprofiling in the pharmaceutical literatsigenerally limited to a
few well-known cases, such as sildenafil (Viagra) for erectile dysfumeind bupropion for
smoking cessation. In practice, at least for the diseases studied herdingpvat a

common approach to finding new drug therapies.
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There are many ways this methodology could be extended and enhanced. The
methods should be applied to a variety of other diseases in order to establish whether the
methods can be extended successfully or if there are diseases wherstdiffategies
should be explored. The role played by time in these studies is worthy of morewttenti
We saw definite trends in the growth of the protein pool, hypothesis sets, and gdatdta
terms over time. Treating time as a variable and performing the sarngsesnaith varying
temporal cutoffs would help further address the robustness of the models andavaluati
techniques, as well as provide fruitful insight into the role that time plays in thetienobf

discoveries.

The second study in this dissertation research used patterns in the side effect
annotations of drugs to predict molecular activity. This study was novel irabesgys.
Whereas other studies have used side effects from package inserts, this stadieuses
effects annotations pulled from Medline records and stored in ChemoText. Thislstudy a
focused on a particular molecular activity and trained and validated classiiiels to
predict that activity. The validated models were used in virtual screeningliot@eHT6
binding and dopamine antagonism in a large library of chemicals where thiogeeaavere

previously unknown.

The side effect study was challenged by biological complexity of nantiitter
pathways. Dopamine and serotonin pathways intersect and interact with ea@ndther
therefore a drug working on one pathway may affect the other pathway. Th#este e
may be the downstream effect of either one of the pathways. Drug prdsnasoiadded a
challenging complexity to the data. Psychoactive drugs notoriously act on ecapyars.
Untangling the clinical effects from each receptor would likely regonore sophisticated

158



techniques and significantly more data, including nontextual data such as clstractalte.
Despite the challenges, the validation results were strong, particaathefdopamine
antagonist models, and the studies were able to identify examples of 5-HT6 himdlers

dopamine antagonists, respectively.

Validation is an indispensible component of the research methods in the drug
discovery laboratory. For that reason, validation has been placed in a centrahpogfie
design of these studies. The ABC study started with the validation and evalusgdielimg
set down by previous researchers (Yetisgen-Yildiz & Pratt, 2009) but also id@dude
comparison to random ranking, as well as the evaluation of reprofiling through manual
examination of review articles. The design of the side effect study falltveedesign of
QSAR experiments, and therefore adopted and adapted the stringent validation steps

implemented in those studies.

Historically, validation has not been a strong component of literature-basedetisc
methodologies. This is unfortunate, because validation is essential. Litdraseck
discovery is a tool, and with any tool, it is vital to know where to apply it: where it vemidks
where it does not work. Without the measuring stick provided by validation, ressarcher
cannot be sure they have learned something from their experiments. Any Baldyheeds
these measures to move forward, and the lack of them may be the reason thdtahe fie
literature-based discovery has progressed more slowly than it should havetudibs
presented here demonstrate that literature-based methods can be vaigldilezl methods

based on laboratory data.
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Through its distillation of a large body of chemical and disease research, ChemoTe
has proved itself to be a rich source of information for drug discovery. There is no other
repository that contains MeSH terms structured in a way to be useful in drug dyscove
algorithms. ChemoText adds value to MeSH annotations with its routines théiyitenti
subject chemical, in addition to the way it organizes and links the annotations. The
complexity and dynamic nature of the literature means that improving thasges will
likely continue to be an ongoing activity. In addition to maintenance and enhancements

there are also plans to make ChemoText publicly available.

Future work should go beyond data improvements and methods development. The
end goal of this work is to discover new therapeutic uses for drugs. To see thattipadl,
these literature-based methods must be adopted in the computational drug discovery
laboratory and put to use on real, substantive problems. The question of how to integrate
these methods with the toolset already in use in the lab remains the next significa

challenge.
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APPENDICES

Appendix 1. Proteins excluded from all protein pools
(MeSH category D12- amino acids, peptides, and proteins)

Protein Name
Amino Acids
Aminopeptidases
Antibodies
Antibodies, Monoclonal
Antibodies, Viral
Antilymphocyte Serum
Autoantibodies
Bacterial Proteins
Caerulein

Captopril

Carrier Proteins
Cytokines

Dietary Proteins
Enzyme Precursors
Enzymes
Fenclonine
gamma-Globulins
Gelatin

Globulins
Glycoproteins
Hydrolases

Immune Sera
Immunoglobulins
Isoantibodies
Isoenzymes
Lipoproteins
Macroglobulins
Mucoproteins
Neoplasm Proteins
Nerve Tissue Proteins
Oligopeptides
Papain

Peptide Fragments
Peptides

Pituitary Hormones
Placental Hormones
Plant Proteins
Pregnancy Proteins
Protein Kinases
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Protein Precursors
Protein Subunits
Proteins

Proteoglycans
Proteolipids

Proteome

Receptors, Cell Surface
Receptors, Drug
Receptors, Peptide
Receptors, Virus
Recombinant Proteins
Recombinases
Ribonucleases

Serum Albumin, Bovine
Transcription Factors
Vasopressins
Vegetable Proteins
Viral Proteins

Xenopus Proteins
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Appendix 2. Cystic Fibrosis: Top 20 chemicals returned by each ranking

The columns with white background represent data from the Baseline Period. The
gray columns are drawn from the Test Period. ProtCt is the count of proteins from the
protein pool the chemical has annotated with it. FirstYr is the first yeahé&émeical appears
as the subject chemical in an article that also has an annotation of the. did3s&agal and
ChemQual are the most common disease qualifiers (or subheadings) and lotpeatifcers

(subheadings) appearing in the annotations when the chemical is annotated wgbake. di

Appendix 2A. Cystic Fibrosis 1984-1985

Ranked by ProtCt

ChemName Protct = FirstYr = ArtCt DisQual ChemQual
Edetic Acid 173 1985 3 complications | pharmacokinetics
Cortisone 164 0 0
Chlorpromazine 163 0 0
Mercury 152 0 0
Cycloheximide 148 0 0
Lead 147 0 0
Propranolol 145 1995 1 pharmacology
Phenobarbital 144 1993 1 complications | therapeutic use
Cyclophosphamide 139 0 0

administration &
Morphine 134 1986 3 complications | dosage
Puromycin 132 0 0
Lithium 131 1990 4 drug therapy therapeutic use
Diethylstilbestrol 131 0 0
Chloroquine 131 2003 2 blood pharmacology
Cadmium 130 1994 1 genetics toxicity
Indomethacin 129 0 0
Dimethyl Sulfoxide 128 0 0
Folic Acid 126 2006 1 drug therapy pharmacology
Choline 124 2007 1 blood therapeutic use
Tetradecanoylphorbol
Acetate 122 1991 2 genetics pharmacology
Ranked by WtProp
Cortisone 164 0 0
Edetic Acid 173 1985 3 complications | pharmacokinetics
Chlorpromazine 163 0 0
Propranolol 145 1995 1 pharmacology
Lead 147 0 0
Mercury 152 0 0
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Cyclophosphamide 139 0 0

Puromycin 132 0 0

Chloroquine 131 2003 2 blood pharmacology
Phenytoin 122 0 0

Indomethacin 129 0 0

Vinblastine 112 0 0

Cycloheximide 148 0 0

Diethylstilbestrol 131 0 0

Lithium 131 1990 4 drug therapy therapeutic use
Gold 110 0 0

Dimethyl Sulfoxide 128 0 0

Formaldehyde 121 0 0

Mercaptoethanol 109 1999 2 physiopathology

Isoflurophate 99 0 0

Ranked by WtCOS

Clomiphene 38 0 0

20-alpha-

Dihydroprogesterone | 14 0 0

ATP gamma-p-

azidoanilide 2 0 0

Procainamide 51 0 0

Idoxuridine 28 0 0

Bromocriptine 67 0 0

Ethyl Biscoumacetate | 14 0 0

Dicumarol 57 0 0

Congo Red 25 0 0

Echothiophate lodide | 13 0 0

testosterone enanthate | 6 0 0

Warfarin 60 1993 2 metabolism pharmacokinetics
Dihydrotachysterol 20 0 0

Apomorphine 43 0 0

Haloperidol 65 0 0

cholesteryl linoleyl ether 5 0 0

Molybdenum 53 2001 1 urine

Metyrapone 50 0 0

Carbimazole 15 0 0

sodium thiocyanate 8 0 0

Ranked by AvgRank

Adenosine 119 1992 5 metabolism pharmacology
Cortisone 164 0 0

Hydrogen Peroxide 115 1998 1 metabolism metabolism
Choline 124 2007 1 blood therapeutic use
Dimethyl Sulfoxide 128 0 0

Bromodeoxyuridine 80 0 0

Silver 73 2007 1 drug therapy adverse effects
Dopamine 113 1988 1 blood blood

Folic Acid 126 2006 1 drug therapy pharmacology
Tetradecanoylphorbol

Acetate 122 1991 2 genetics pharmacology

164




Estrone 88 0 0
Ethinyl Estradiol 109 1987 1 blood blood
Nandrolone 71 0 0
Niacin 73 0 0
Lead 147 0 0
Bromocriptine 67 0 0

analogs &
Lidocaine 72 2001 1 metabolism derivatives
Pyridoxine 102 1996 1 metabolism analysis
Clofibrate 98 0 0
Furosemide 82 1987 6 metabolism toxicity
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Appendix 2B. Cystic Fibrosis 1989-1990

Ranked by ProtCt

First
ChemName Protct | Yr ArtCt | DisQual ChemQual
Tetrad.Acetate 236 1991 | 2 genetics pharmacology
Chlorpromazine 208 0 0
Indomethacin 193 0 0
Propranolol 189 1995 | 1 pharmacology
Cycloheximide 187 0 0
Cortisone 186 0 0
Chloroquine 182 2003 | 2 blood pharmacology
Phenobarbital 180 1993 1 complications | therapeutic use
Lithium 180 1990 | 4 drug therapy therapeutic use
Lead 179 0 0
Cyclophosphamide 179 0 0
Cadmium 179 1994 | 1 genetics toxicity
Mercury 178 0 0
Dimethyl Sulfoxide 176 0 0
Tretinoin 176 0 0
Hydrogen Peroxide 167 1998 | 10 metabolism metabolism
Adenosine 166 1992 | 5 metabolism pharmacology
Diethylstilbestrol 164 0 0
Methotrexate 163 2003 | 1 drug therapy therapeutic use
Choline 160 2007 | 1 blood therapeutic use
Ranked by WtProp
Cortisone 186 0 0
Chlorpromazine 208 0 0
Indomethacin 193 0 0
Chloroquine 182 2003 | 2 blood pharmacology
Propranolol 189 1995 | 1 pharmacology
Gold 155 0 0
Lead 179 0 0
Cyclophosphamide 179 0 0
Tretinoin 176 0 0
Dimethyl Sulfoxide 176 0 0
Mercury 178 0 0
Lithium 180 1990 4 drug therapy therapeutic use
Tetra. Acetate 236 1991 | 2 genetics pharmacology
Cycloheximide 187 0 0
Vinblastine 135 0 0
Diethylstilbestrol 164 0 0
Cadmium 179 1994 1 genetics toxicity
Phenytoin 153 0 0
Choline 160 2007 | 1 blood therapeutic use
Methotrexate 163 2003 | 1 drug therapy therapeutic use
Ranked by WtCOS
4-hydroxytamoxifen 14 0 0
Tamoxifen 93 0 0
N-Methylscopolamine 9 0 0
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Metribolone 13 0 0
triperiden 2 0 0
Congo Red 34 0 0
Bromocriptine 93 0 0
20-alpha-
Dihydroprogesterone 15 0 0
otenzepad 5 0 0
Capsaicin 55 0 0
Clomiphene 50 0 0
Apomorphine 60 0 0
Spiperone 15 0 0
Quinuclidinyl Benzilate | 11 0 0
Dizocilpine Maleate 7 0 0
ATP gamma-p-
azidoanilide 3 0 0
Procainamide 65 0 0
Haloperidol 86 0 0
Idoxuridine 35 0 0
Warfarin 71 1993 | 2 metabolism pharmacokinetics
Ranked by AvgRank
Hydrogen Peroxide 167 1998 | 10 metabolism metabolism
Bromocriptine 93 0 0
Tamoxifen 93 0 0
Estrone 110 0 0
Adenosine 166 1992 | 5 metabolism pharmacology
Niacin 90 0 0
Dimethyl Sulfoxide 176 0 0
analogs &
Lidocaine 95 2001 |1 metabolism derivatives
Clomiphene 50 0 0
Haloperidol 86 0 0
Folic Acid 141 2006 | 1 drug therapy pharmacology
Guanosine Triphosphate 113 0 0
Tetradecanoylphorbol
Acetate 236 1991 | 2 genetics pharmacology
Clonidine 82 0 0
Dehydroepiandrosterone 85 0 0
Pyridoxine 120 1996 | 1 metabolism analysis
Deferoxamine 53 0 0
Calcium, Dietary 53 2004 | 1 metabolism pharmacokinetics
Procainamide 65 0 0
Silver 94 2007 |1 drug therapy adverse effects

167




Appendix 2C. Cystic Fibrosis 1994-1995

Ranked by ProtCt

First
ChemName Protct Yr ArtCt | DisQual ChemQual
Tretinoin 295 0 0
Cycloheximide 258 0 0
Indomethacin 255 0 0
Hydrogen Peroxide 249 1998 | 10 metabolism metabolism
Chlorpromazine 249 0 0
Dimethyl Sulfoxide 245 0 0
Lead 243 0 0
Methotrexate 242 2003 | 1 drug therapy therapeutic use
Cyclophosphamide 241 0 0
Propranolol 240 1995 | 1 pharmacology
Mercury 237 0 0
Doxorubicin 232 2001 | 2 genetics pharmacology
Cisplatin 230 0 0
Chloroquine 226 2003 | 2 blood pharmacology
Diethylstilbestrol 216 0 0
Platelet Activating administration &
Factor 208 1999 |1 blood dosage
Cortisone 207 0 0
Nicotine 198 0 0
Nickel 195 0 0
Formaldehyde 195 0 0
Ranked by WtProp
Chlorpromazine 249 0 0
Indomethacin 255 0 0
Lead 243 0 0
Cyclophosphamide 241 0 0
Propranolol 240 1995 1 pharmacology
Cortisone 207 0 0
Mercury 237 0 0
Dimethyl Sulfoxide 245 0 0
Cycloheximide 258 0 0
Chloroquine 226 2003 2 blood pharmacology
Methotrexate 242 2003 1 drug therapy therapeutic use
Diethylstilbestrol 216 0 0
Vinblastine 176 0 0
Tretinoin 295 0 0
Gold 181 0 0
Hydrogen Peroxide 249 1998 1 metabolism metabolism
Cisplatin 230 0 0
Phenytoin 193 0 0
Doxorubicin 232 2001 2 genetics pharmacology
Choline 195 2007 1 blood therapeutic use
Ranked by WtCOS
Spiperone 25 0 0
otenzepad 6 0 0
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Tamoxifen 167 0 0

Clomiphene 57 0 0

Nafoxidine 22 0 0

Congo Red 41 0 0

Idazoxan 27 0 0

CP 96345 24 0 0

3-(2-carboxypiperazin-4

yl)propyl-1-phosphonic

acid 8 0 0

5-(N-methyl-N-

isobutyl)amiloride 3 0 0

Citalopram 14 0 0

Pentostatin 32 0 0

Dizocilpine Maleate 57 0 0

Capsaicin 115 0 0

tamoxifen aziridine 6 0 0

N(6)-

cyclohexyladenosine 29 0 0

Bromocriptine 120 0 0

Ketanserin 45 0 0

chrysarobin 7 0 0

tricalcium phosphate 6 0 0

Ranked by AvgRank

Tamoxifen 167 0 0

Pyridoxine 158 1996 1 metabolism analysis

Chloroquine 226 2003 2 blood pharmacology

Bromocriptine 120 0 0

Dimethyl Sulfoxide 245 0 0

Haloperidol 126 0 0

Kainic Acid 139 0 0

Capsaicin 115 0 0

Lead 243 0 0

Clonidine 115 0 0

Hydroxyurea 106 0 0

Molybdenum 112 2001 1 urine

Vanadium 148 0 0

Silver 116 2007 1 drug therapy adverse effects

Dipyridamole 106 0 0

Guanosine Triphosphat¢ 163 0 0
analogs &

Uridine 119 2002 2 drug therapy derivatives

Cadmium Chloride 106 0 0

Naloxone 141 1995 1 pharmacology
analogs &

Lidocaine 133 2001 1 metabolism derivatives
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Appendix 3. Psoriasis Top 20 chemicals returned by each ranking

The columns with white background represent data from the Baseline Period. The
gray columns are drawn from the Test Period. ProtCt is the count of proteins from the
protein pool the chemical has annotated with it. FirstYr is the first yeahémical appears
as the subject chemical in an article that also has an annotation of the. dBis&xgal and
ChemQual are the most common disease qualifiers (or subheadings) and lotpeahitars

(subheadings) appearing in the annotations when the chemical is annotated wibabe. di

Appendix 3A. Psoriasis 1984-1985

Ranked by ProtCt

ChemName Protct = FirstYr = ArtCt DisQual ChemQual
Estradiol 232 0 0

Phenobarbital 160 1994 1 complications adverse effects
Lead 147 0 0

Tetra. Acetate 144 1989 1 blood pharmacology
Cadmium 138 0 0

Vitamin E 135 1988 5 blood blood
Puromycin 134 0 0

Glycerol 129 0 0

Hydrogen Peroxide 127 1989 2 blood pharmacology
Morphine 126 0 0

Adenine 124 1999 1 complications

Phenytoin 123 1985 1 complications adverse effects
Formaldehyde 122 0 0

Heme 119 0 0

Mercaptoethanol 118 0 0

Clofibrate 115 1991 1 drug therapy therapeutic use
Ethinyl Estradiol 114 0 0

Rifampin 110 1986 6 drug therapy therapeutic use
Halothane 110 0 0

Methylcholanthrene 109 0 0

Ranked by WtProp

Estradiol 232 0 0

Lead 147 0 0

Phenobarbital 160 1994 1 complications adverse effects
Vitamin E 135 1988 5 blood blood
Puromycin 134 0 0

Tetradecanoylphorbol

Acetate 144 1989 1 blood pharmacology
Mercaptoethanol 118 0 0
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Phenytoin 123 1985 1 complications adverse effects
Cadmium 138 0 0
Bromodeoxyuridine 104 0 0
Rifampin 110 1986 6 drug therapy therapeutic use
Ozone 94 2000 1 therapy adverse effects
Carbon Tetrachloride | 107 0 0
Formaldehyde 122 0 0
Halothane 110 0 0
Hydrogen Peroxide 127 1989 2 blood pharmacology
Adenine 124 1999 1 complications
Glycerol 129 0 0
Periodic Acid 95 0 0
Clofibrate 115 1991 1 drug therapy therapeutic use
Ranked by WtCOS
Congo Red 26 0 0

analogs &
Calcitriol 48 1985 353 drug therapy derivatives
Carbazilquinone 4 0 0
Warfarin 67 1992 2 drug therapy therapeutic use
Selenious Acid 20 0 0
Metiamide 13 0 0
Succinylcholine 41 2007 1 complications therapeutic use
Metoclopramide 18 0 0
Cholecalciferol 66 1986 41 drug therapy therapeutic use
Danazol 46 0 0
oxmetidine 5 0 0
Yohimbine 13 1988 1 blood therapeutic use
Acenocoumarol 19 0 0
Phenindione 25 0 0
Dextromoramide 2 0 0
Carbimazole 16 0 0
Glyburide 40 1987 1 pathology adverse effects
Dimethadione 6 0 0
Pregnenolone 44 0 0
Famotidine 3 0 0
Ranked by AvgRank
Rifampin 110 1986 6 drug therapy therapeutic use
Lead 147 0 0
Hydrochloric Acid 85 0 0
Ethinyl Estradiol 114 0 0
Vitamin E 135 1988 5 blood blood
Propylthiouracil 85 1993 16 drug therapy therapeutic use
Phenobarbital 160 1994 1 complications adverse effects
Bromodeoxyuridine 104 0 0
Cholecalciferol 66 1986 41 drug therapy therapeutic use
Cisplatin 76 0 0
Warfarin 67 1992 2 drug therapy therapeutic use
Formaldehyde 122 0 0
Sodium Dodecyl Sulfate 88 0 0




Methylcholanthrene 109 0 0
Puromycin 134 0 0
Estriol 89 0 0
Glycerol 129 0 0
Adenine 124 1999 1 complications
Ouabain 104 0 0
Thiourea 90 0 0
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Appendix 3B. Psoriasis 1989-1990

Ranked by ProtCt

ChemName Protct | FirstYr | ArtCt DisQual ChemQual
Estradiol 337 0 0
Phenobarbital 202 1994 1 complications adverse effects
Cadmium 197 0 0
Lead 187 0 0
Morphine 175 0 0
administration
Doxorubicin 167 2004 1 complications & dosage
Formaldehyde 160 0 0
Glycerol 155 0 0
Puromycin 155 0 0
Calcimycin 151 0 0
Ethinyl Estradiol 150 0 0
Adenine 150 1999 1 complications
Mercaptoethanol 149 0 0
Heme 143 0 0
Aluminum 142 0 0
Halothane 142 0 0
Carbon Tetrachloride | 141 0 0
Cisplatin 140 0 0
Putrescine 140 0 0
Nicotine 139 2006 1 drug therapy pharmacology
Ranked by WtProp
Estradiol 337 0 0
Lead 187 0 0
Cadmium 197 0 0
Mercaptoethanol 149 0 0
Phenobarbital 202 1994 1 complications adverse effects
Puromycin 155 0 0
Formaldehyde 160 0 0
Carbon Tetrachloride | 141 0 0
Asbestos 109 0 0
administration
Doxorubicin 167 2004 1 complications & dosage
Ethinyl Estradiol 150 0 0
Calcimycin 151 0 0
Aluminum 142 0 0
Halothane 142 0 0
Glycerol 155 0 0
Periodic Acid 114 0 0
Morphine 175 0 0
Ozone 121 2000 1 therapy adverse effects
Deuterium 123 0 0
Adenine 150 1999 1 complications
Ranked by WtCOS
Congo Red 32 0 0
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Clomiphene 48 0 0

Pregnenolone 53 0 0

Succinylcholine 46 2007 1 complications therapeutic use
Clorgyline 20 0 0

Warfarin 78 1992 2 drug therapy therapeutic use
Omeprazole 28 1993 1 complications therapeutic use
Tolazamide 6 0 0

Selegiline 15 0 0

Ouabain 130 0 0

Metiamide 14 0 0

1-Methyl-4-phenyl-

1,2,3,6-

tetrahydropyridine 36 0 0

Vitamin K 1 36 0 0

15-Hydroxy-11

alpha,9 alpha-

(epoxymethano)proste

5,13-dienoic Acid 18 0 0

Promegestone 15 0 0

SQ 29548 9 0 0

lipid-associated sialic

acid 3 0 0

Hydrochloric Acid 95 0 0

Carbazilquinone 6 0 0

Mesterolone 8 0 0

Ranked by AvgRank

Lead 187 0 0

Ouabain 130 0 0

Cisplatin 140 0 0

Cadmium 197 0 0

Hydrochloric Acid 95 0 0

Ethinyl Estradiol 150 0 0

Phenobarbital 202 1994 1 complications adverse effects
Adenine 150 1999 1 complications

Propylthiouracil 108 1993 1 drug therapy therapeutic use
Warfarin 78 1992 2 drug therapy therapeutic use
Nicotine 139 2006 1 drug therapy pharmacology
Silver 100 0 0

Glycerol 155 0 0

Danazol 72 0 0

Estriol 107 0 0

Carbon Tetrachloride | 141 0 0

Vincristine 109 0 0

Methylcholanthrene | 132 0 0

Bromodeoxyuridine | 120 0 0

Carbachol 100 0 0
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Appendix 3C. Psoriasis 1994-95

Ranked by ProtCt

Prot  First
ChemName Ct Yr ArtCt | DisQual ChemQual
Estradiol 435 0 0
administration &
Doxorubicin 259 2004 1 complications | dosage
Cadmium 257 0 0
Cisplatin 245 0 0
Morphine 240 0 0
Lead 236 0 0
Calcimycin 232 0 0
Formaldehyde 202 0 0
Nitric Oxide 201 1997 1 metabolism biosynthesis
Aluminum 198 0 0
Nicotine 197 2006 1 drug therapy | pharmacology
Tamoxifen 193 1996 3 drug therapy | therapeutic use
Adenine 191 1999 1 complications
Glycerol 185 0 0
Butyric Acid 185 0 0
Halothane 184 0 0
Puromycin 183 0 0
Carbon Tetrachloride | 179 0 0
Ozone 179 2000 1 therapy adverse effects
Putrescine 179 0 0
Ranked by WtProp
Estradiol 435 0 0
administration &
Doxorubicin 259 2004 1 complications | dosage
Calcimycin 232 0 0
Lead 236 0 0
Cisplatin 245 0 0
Cadmium 257 0 0
Tamoxifen 193 1996 3 drug therapy | therapeutic use
Ozone 179 2000 1 therapy adverse effects
Carbon Tetrachloride | 179 0 0
Morphine 240 0 0
Aluminum 198 0 0
Formaldehyde 202 0 0
Mercaptoethanol 169 0 0
Asbestos 137 0 0
Puromycin 183 0 0
Ethinyl Estradiol 177 0 0
Halothane 184 0 0
Nicotine 197 2006 1 drug therapy | pharmacology
Suramin 160 0 0
Pentoxifylline 135 1996 5 drug therapy | therapeutic use
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Congo Red 37 0 0
Cromakalim 27 0 0
Losartan 25 2008 1 drug therapy | adverse effects
Clorgyline 23 0 0
DPI 201-106 7 0 0
Amiloride 107 0 0
PD 123177 4 0 0
Veratridine 37 0 0
Tetraethylammonium | 18 0 0
Tetrodotoxin 77 0 0
Succinylcholine 50 2007 1 complications | therapeutic use
administration &
Paclitaxel 73 2004 1 drug therapy | dosage
Pregnenolone 75 0 0
L 365260 16 0 0
1-Methyl-4-phenyl-
1,2,3,6-
tetrahydropyridine 56 0 0
SQ 29548 11 0 0
vapiprost 6 0 0
L 158809 3 0 0
Tolazamide 6 0 0
administration &
Sodium, Dietary 66 2004 2 drug therapy | dosage
‘Ranked by AvgRank ]
Cadmium 257 0 0
Nitric Oxide 201 1997 15 metabolism biosynthesis
Ouabain 156 0 0
Lead 236 0 0
Amiloride 107 0 0
Carbon Tetrachloride | 179 0 0
Silver 120 0 0
Morphine 240 0 0
Cisplatin 245 0 0
Hydrochloric Acid 102 0 0
Cadmium Chloride 114 0 0
Naloxone 134 0 0
Ethinyl Estradiol 177 0 0
Penicillin G 134 0 0
Estriol 111 0 0
Glycerol 185 0 0
Dimethylnitrosamine | 99 0 0
analogs &
Phosphorylcholine 83 2006 1 complications | derivatives
Kainic Acid 134 0 0
Danazol 98 0 0
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Appendix 4. Migraine: Top 20 chemicals returned by each ranking

The columns with white background represent data from the Baseline Period. The
gray columns are drawn from the Test Period. ProtCt is the count of proteins from the
protein pool the chemical has annotated with it. FirstYr is the first yeahémical appears
as the subject chemical in an article that also has an annotation of the. dids&agal and
ChemQual are the most common disease qualifiers (or subheadings) and lotpeahitars

(subheadings) appearing in the annotations when the chemical is annotated wibabe. di

Appendix 4A. Migraine 1984-85
Ranked by ProtCt
ChemName Protct | FirstYr ArtCt DisQual ChemQual
Sodium 81 2006 1 blood cerebrospinal fluid
Magnesium 74 1985 40 blood blood
Zinc 74 0 0
Copper 69 1986 1 etiology adverse effects
Corticosterone 67 0 0
Prednisolone 67 2007 1 complications | therapeutic use
administration &
Edetic Acid 66 1989 1 physiopathology dosage
Colchicine 65 0 0
Lead 64 0 0
Atropine 61 0 0
Nicotine 61 1999 3 drug therapy adverse effects
Bucladesine 60 0 0
Cycloheximide 60 0 0
Cyclic GMP 60 1995 4 physiopathology blood
Manganese 59 0 0
administration &
lodine 55 1990 1 diagnosis dosage
Isoflurophate 55 0 0
Nitrogen 55 0 0
Mercury 54 0 0
Halothane 54 0 0
Ranked by WtProp | |
Phenoxybenzamine 51 0 0
Phentolamine 47 0 0
Nicotine 61 1999 3 drug therapy adverse effects
Atropine 61 0 0
Isoflurophate 55 0 0
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Guanethidine 36 0 0
Prednisolone 67 2007 1 complications | therapeutic use
Desipramine 36 0 0
Corticosterone 67 0 0
Sodium 81 2006 1 blood cerebrospinal fluid
Pilocarpine 38 0 0
Thiopental 38 0 0
Halothane 54 0 0
Carbachol 44 0 0
Lead 64 0 0
Methylprednisolone | 49 2000 3 therapy therapeutic use
Apomorphine 37 1990 6 physiopathology pharmacology
administration &
Ketamine 35 1995 2 drug therapy dosage
Baclofen 26 1990 3 drug therapy therapeutic use
Mazindol 17 0 0
Ranked by WtCOS
Vitamin D 36 1994 1 drug therapy therapeutic use
Ouabain 44 0 0
Parathion 23 0 0
chemically
Clomiphene 21 1992 2 induced adverse effects
administration &
lodine 55 1990 1 diagnosis dosage
Succinylcholine 20 0 0
Nitromifene 8 0 0
Carbimazole 7 0 0
Dihydrotestosterone | 35 0 0
Phenformin 26 0 0
Oxotremorine 16 0 0
Propylthiouracil 42 0 0
Mitoguazone 7 0 0
Creatinine 43 0 0
Carbon Monoxide 20 0 0
Medroxyprogesteron administration &
17-Acetate 15 1997 1 drug therapy dosage
Quinuclidinyl
Benzilate 10 0 0
Ethambutol 5 0 0
Nitric Oxide 7 1991 41 physiopathology blood
Silver 25 0 0
Ranked by AvgRank
Corticosterone 67 0 0
Sodium 81 2006 1 blood cerebrospinal fluid
Atropine 61 0 0
administration &
lodine 55 1990 1 diagnosis dosage
Creatinine 43 0 0
Prednisolone 67 2007 1 complications | therapeutic use

178



Isoflurophate 55 0 0

Propylthiouracil 42 0 0

Phentolamine 47 0 0

Ouabain 44 0 0

Magnesium 74 1985 40 blood blood
Apomorphine 37 1990 6 physiopathology pharmacology
Zinc 74 0 0

Pilocarpine 38 0 0

Bilirubin 45 0 0

Carbachol 44 0 0

DDT 42 0 0

Puromycin 49 0 0

Calcimycin 45 0 0

Cysteamine 38 0 0
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Appendix 4B. Migraine 1989-1990

Ranked by ProtCt

ChemName Protct = FirstYr | ArtCt DisQual ChemQual
cerebrospinal
Sodium 109 2006 1 blood fluid
Zinc 102 0 0
Tetradecanoylphorbol
Acetate 87 0 0
Colchicine 87 0 0
Prednisolone 85 2007 1 complications therapeutic use
Nicotine 84 1999 3 drug therapy adverse effects
Cyclic GMP 83 1995 4 physiopathology blood
Corticosterone 83 0 0
Bucladesine 83 0 0
Atropine 82 0 0
Lead 80 0 0
Cycloheximide 79 0 0
Manganese 77 0 0
administration
Cyclophosphamide | 70 2001 1 etiology & dosage
administration
lodine 69 1990 1 diagnosis & dosage
Nitrogen 69 0 0
Halothane 68 0 0
Vitamin A 67 0 0
Calcimycin 67 0 0
Cadmium 67 0 0
Ranked by WtProp
Phenoxybenzamine 60 0 0
Atropine 82 0 0
Phentolamine 59 0 0
Nicotine 84 1999 3 drug therapy adverse effects
Guanethidine 45 0 0
cerebrospinal
Sodium 109 2006 1 blood fluid
Prednisolone 85 2007 1 complications | therapeutic use
Isoflurophate 62 0 0
Pilocarpine 51 0 0
Cyclic GMP 83 1995 4 physiopathology blood
Thiopental 47 0 0
Colchicine 87 0 0
Pentylenetetrazole 47 0 0
Methylprednisolone 65 2000 3 therapy therapeutic use
administration
Ketamine 47 1995 2 drug therapy & dosage
Carbachol 63 0 0
Baclofen 38 1990 3 drug therapy therapeutic use
Desoxycorticosterone | 66 0 0
Apomorphine 49 1990 6 physiopathology pharmacology
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3

Lead ' 80 0 0
Ranked by WtCOS ArtCt  DisQual ChemQual
Parathion 28 0 0
Vitamin D 48 1994 1 drug therapy therapeutic use
Quinuclidinyl Benzilate | 12 0 0
ethylcholine aziridinium | 5 0 0
Succinylcholine 24 0 0
Oxotremorine 18 0 0
chemically

Clomiphene 29 1992 2 induced adverse effects
Dizocilpine Maleate 10 0 0
Calcitriol 50 0 0
Medroxyprogesterone administration
17-Acetate 24 1997 1 drug therapy & dosage
Ouabain 64 0 0
Heme 45 0 0
1,4-dihydropyridine 18 0 0
W7 15 0 0

administration
lodine 69 1990 1 diagnosis & dosage
Phenformin 32 0 0
Gallamine Triethiodide 13 0 0
BE 2254 6 0 0
Dihydrotestosterone 52 0 0
Methylcholanthrene 39 0 0
Ranked by AvgRank

cerebrospinal
Sodium 109 2006 1 blood fluid
Ouabain 64 0 0

administration
lodine 69 1990 1 diagnosis & dosage
Cyclic GMP 83 1995 4 physiopathology blood
Atropine 82 0 0
Creatinine 52 0 0
Isoflurophate 62 0 0
Zinc 102 0 0
Apomorphine 49 1990 6 physiopathology pharmacology
Aluminum 61 0 0
Corticosterone 83 0 0
Calcimycin 67 0 0
Cysteamine 54 0 0
Carbachol 63 0 0
Vitamin D 48 1994 1 drug therapy therapeutic use
Pilocarpine 51 0 0
Dihydrotestosterone 52 0 0
Phentolamine 59 0 0
Hydrochloric Acid 49 0 0
Thiourea 52 0 0
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Appendix 4C. Migraine 1994-1995

Ranked by ProtCt

Prot
ChemName Ct FirstYr  ArtCt DisQual ChemQual
cerebrospinal
Sodium 139 | 2006 1 blood fluid
Zinc 132 |0 0
Tetradecanoylphorbol
Acetate 126 |0 0
Colchicine 114 | O 0
Bucladesine 112 | O 0
Nicotine 110 | 1999 3 drug therapy adverse effects
Corticosterone 109 O 0
Prednisolone 109 | 2007 1 complications | therapeutic use
Cyclic GMP 108 | 1995 4 physiopathology blood
Cycloheximide 105 O 0
Lead 105 O 0
Cadmium 102 | O 0
Atropine 99 0 0
Hydrogen Peroxide 96 0 0
Calcimycin 95 0 0
Manganese 95 0 0
Halothane 94 0 0
administration &
Cyclophosphamide 93 2001 1 etiology dosage
Tretinoin 91 0 0
Forskolin 89 0 0
Ranked by WtProp
Atropine 99 0 0
Phentolamine 73 0 0
Phenoxybenzamine 65 0 0
Thiopental 66 0 0
administration &
Ketamine 72 1995 2 drug therapy dosage
Nicotine 110 1999 3 drug therapy adverse effects
Guanethidine 54 0 0
Colchicine 114 | O 0
Prednisolone 109 | 2007 1 complications | therapeutic use
cerebrospinal
Sodium 139 | 2006 1 blood fluid
Pentylenetetrazole 63 0 0
Halothane 94 0 0
Pilocarpine 66 0 0
Isoflurophate 76 0 0
Cyclic GMP 108 | 1995 4 physiopathology blood
Methylprednisolone 87 2000 3 therapy therapeutic use
Ouabain 84 0 0
Lead 105 O 0
Corticosterone 109 O 0
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Potassium Chloride 85 0 0
Quinuclidinyl Benzilate | 15 0 0
ethylcholine aziridinium | 14 0 0
1,4-dihydropyridine 26 0 0
Parathion 33 0 0
beta-Naphthoflavone 16 0 0
Oxotremorine 28 0 0
Hydrochlorothiazide 45 0 0
(4-(m-
Chlorophenylcarbamoylox
y)-2-
butynyl)trimethylammoniu
m Chloride 10 0 0
N(6)-cyclohexyladenosine 19 0 0
Succinylcholine 28 0 0
Promegestone 13 0 0
Tolbutamide 53 0 0
Ouabain 84 0 0
CGP 12177 5 0 0
W7 26 0 0
Sodium, Dietary 49 0 0

chemically
Losartan 18 1995 1 induced
Prostaglandins H 19 0 0
BE 2254 10 0 0
N(6)-cyclopentyladenosin( 9 0 0

cerebrospinal

Sodium 139 | 2006 1 blood fluid
Cyclic GMP 108 | 1995 4 physiopathology| blood
Ouabain 84 0 0
Atropine 99 0 0
Carbachol 81 0 0
Calcimycin 95 0 0
Isoflurophate 76 0 0
Zinc 132 | 0 0
Creatinine 62 0 0
Forskolin 89 0 0
Pilocarpine 66 0 0
Aluminum 84 0 0
Corticosterone 109 O 0
Tolbutamide 53 0 0
Kainic Acid 79 0 0
Yohimbine 51 0 0
Sodium, Dietary 49 0 0
Hydrochloric Acid 55 0 0
Amiloride 56 0 0
Cadmium 102 (O 0
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Appendix 5. Cystic Fibrosis: Gold standard chemicals by highest articleoant

This table shows what the ABC routines should have found and ranked high.
Number 1 is the highest rank. ArtCt is the number of articles that connect theahtentie
disease in the Test Period. FirstYr is the first year the chemsgcaufgect chemical) is
annotated with the disease. ProtCt is the number of proteins from the disease protein pool
that the chemical has annotated with it in the Baseline Period. The four ranking

methodologies are described in the text of Chapter 3. The data in the columns shaded in gray

are data elements derived from ChemoText in the Baseline period. The columtigewi

white background are pulled from the Test Period.

Appendix 5A. Cystic Fibrosis 1984-1985
Rankings (out of 5,555 chen
in HS)

First Prot Avg Wit Wt | Prot
ArtCt | Yr DisQual Ct ChemName Rank COS Prop Ct
109| 1985 | complications 1  Ciprofloxacin 4184 4160 3649 4290
64 | 1995 | metabolism 16 | Nitric Oxide 905 1218 1175 645
27 1 1990 | drug therapy 27 | Ibuprofen 602 1427 357| 396
2211985 | metabolism 91 | Taurine 48 308 66 52
21| 1985 | complications 7 | Aztreonam 1405 1975 1034 1260
131985 | microbiology 10 | Imipenem 851 1073| 872| 936
11]1991 | metabolism 6 | Uridine Triphosphate, 1646 1117| 4030 1353
111999 | microbiology 14 | 4-Butyrolactone 1154 1956, 991| 731
10| 1991 | drug therapy 10 | Omeprazole 1015 1547 795| 954
10 1998 | metabolism 115  Hydrogen Peroxide 3 70 43 24
9]1996 | blood 2 | beta Carotene 3175 2808 4266 3009
911992 | metabolism 39 | Forskolin 152 296 234 268

8| 1985 | drug therapy 2 | Cisapride 3144 3099| 2600 3166
811995 | complications 3 | Budesonide 1794 1612 1514 2106
811993 | drug therapy 71  Mannitol 390 1320 107 103

7 | 1988 | microbiology 4 | Pyocyanine 1318 821 1699 1713
711990 | metabolism 30 | Ranitidine 162 202 282 355

6 | 1998 | drug therapy 4 | pamidronate 1149, 468 17064 1689

6 | 1985 | metabolism 35 | Lactic Acid 544 1308 412 301

6| 1989 | blood 76 | Carnitine 68 276 108 87

6 | 1987 | metabolism 82 | Furosemide 20 156 57 74
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6 | 1989 | microbiology 93 | Rifampin 126| 597 58 49
511999 | complications 10 | Megestrol Acetate 908 1211 873| 940
511987 | blood 24 | Malondialdehyde 597 1174| 541| 439
511992 | metabolism 119  Adenosine 1 50 48 23
41985 | metabolism 2 | Cilastatin 2470 1915 2618 2679
411997 | therapy 8 | Polyethyleneimine 1279 1136, 1902 1106
411986 | complications 24 | Talc 166| 106 331 422
42001 | physiopathology 46 Glyburide 87 216 122 208
411995 | complications 54 | Amphotericin B 102 234 209 158
41988 | metabolism 106  Caffeine 96 499 47 31
411990 | drug therapy 131 | Lithium 32| 293 15 12

Appendix 5B. Cystic Fibrosis 1989-1990

Rankings (out of 9,292 chen
in HS)

First Prot Avg Wit Wt | Prot
ArtCt | Yr DisQual Ct ChemName Rank COS Prop Ct
64 | 1995 metabolism 40 | Nitric Oxide 278 567 615 366
40| 1995 drug therapy 3 | Azithromycin 4267| 4910 2895 3867
27 | 1990 drug therapy 50 | Ibuprofen 295 1336 229 30
17| 1991 complications 1 | ltraconazole 9288 | 6566 9287| 6566
14| 1995 drug therapy 9 | meropenem 1696, 2648 1251 1525
13 | 2004 drug therapy 5 | Curcumin 2148 | 2363| 1997| 2334
111991 metabolism 13 | Uridine Triphosphate 1102 719| 2521 1099
11| 1999 microbiology 22 | 4-Butyrolactone 917 1125| 907 | 697
10 | 1998 drug therapy 7 | Genistein 1540, 1032 2586 1783
10| 1991 drug therapy 34 | Omeprazole 179| 309, 430, 431
10| 1998 metabolism 167 | Hydrogen Peroxide 1 94 23 50
9 | 1996 blood 3 | beta Carotene 4073 3572 6728 3541
9| 1992 metabolism 105 | Forskolin 139 821 76 103
1,3-dipropyl-8-
81992 drug therapy 5 | cyclopentylxanthine | 2746 3385 2257 2436
8 | 1995 complications 11 | Budesonide 1019, 726 1039 1278
81993 drug therapy 92 | Mannitol 610 1620 95| 132
7 11990 metabolism 64 Ranitidine 33| 126, 134 208
6 | 2000 drug therapy 3 | Clarithromycin 2186 699 3745 3135
6 | 1998 drug therapy 9 | pamidronate 349 803 | 1073 1466
511992 drug therapy 2 | benzamil 5207 | 4628| 7105 4961
511999 complications 15 | Megestrol Acetate 699 301 805| 981
511992 metabolism 166 | Adenosine 5 199 40 51
8-((4-
chlorophenyl)thio)cy
4| 1992 genetics 10 | clic-3',5'-AMP 1675 2409 1575 1413
4 | 1997 therapy 16 | Polyethyleneimine 784 218 1206 930
physiopatholo
412001 | gy 67 | Glyburide 71| 339, 125 199
4| 1995 complications 84 | Amphotericin B 266 1225| 131| 156
4 | 1990 drug therapy 180 | Lithium 54 | 495 12 43

Appendix 5C. Cystic Fibrosis 1994-1995
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Rankings (out of 14,143

entries in HS)

First Protc Avg Wit Wt = Prot
ArtCt Yr DisQual t ChemName Rank COS Prop Ct
64 | 1995 metabolism | 182 | Nitric Oxide 30 382 73 25
40| 1995 drug therapy | 23 Azithromycin 1770 4308 710 1038
14 | 1995 drug therapy | 12 meropenem 1549 2264 1470 1760
13 | 2004 drug therapy | 24 Curcumin 1134 2360, 1016 1000
111999 microbiology | 38 4-Butyrolactone 985 2477| 852 586
10 | 1998 drug therapy | 66 Genistein 66 101, 375 274
10 | 1998 metabolism | 249 | Hydrogen Peroxide 21| 365 16 4
9| 1997 genetics 2 4-phenylbutyric acid | 5347 3884 5448 6573
9 | 1996 blood 8 beta Carotene 2075 780 4432 2394
8 | 2000 microbiology | 2 homoserine lactone | 8518 8414 7668 8454
8 | 1995 complications| 30 Budesonide 714 1446 767| 764
71997 surgery 127 | Tacrolimus 197 1166 86 81
6 | 1997 drug therapy | 11 fluticasone 2443 3922 2103 1949
6 | 2000 drug therapy | 18 Clarithromycin 2516 5587 1190 1288
6 | 1998 drug therapy | 21 pamidronate 661 725 1006 1091
511999 complications | 22 Megestrol Acetate 786 1387 792 1061
1091 1097
4| 2001 blood 1 25-hydroxyvitamin D 9754 8 | 9505 7
41997 drug therapy | 9 salmeterol 2620| 4223| 1805| 2298
4| 1997 therapy 27 Polyethyleneimine 700 1016 1065 862
physiopatholo
412001 | gy 105 | Glyburide 402 1803 94 130
4] 1995 complications| 119 | Amphotericin B 212 1188 90 97
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Appendix 6. Psoriasis: Gold standard chemicals by highest article count

This table shows what the ABC routines should have found and ranked high.

Number 1 is the highest rank. ArtCt is the number of articles that connect theahtentne

disease in the Test Period. FirstYr is the first year the chemgcaufgect chemical) is

annotated with the disease. ProtCt is the number of proteins from the disease protein pool

that the chemical has annotated with it in the Baseline Period. The four ranking

methodologies are described in the text of Chapter 3. The data in the columns shaded in gray

are data elements derived from ChemoText in the Baseline period. The columtigewi

white background are pulled from the Test Period.

Appendix 6A. Psoriasis 1984-1985

Rankings (out of 5,532

entries in HS)

First Prot Avg Wit Wt | Prot
ArtCt | Yr DisQual Ct ChemName Rank| COS Prop Ct
353 | 1985 | drug therapy 48 | Calcitriol 30 2, 173] 141
411986 | drug therapy 66 Cholecalciferol 9 9 64 80
16 | 1993 | drug therapy 85 | Propylthiouracil 6 44 40 47
15|/ 1997 | metabolism 23 | Nitric Oxide 233 255, 551| 379
13| 1987 | drug therapy 36 | Sulfasalazine 224 746, 171 225
12| 1997 | drug therapy 2 | zinc pyrithione 2753| 2391 | 2628 2777
11| 1986 | drug therapy 16 | Capsaicin 386 149 1014| 525
8 | 1987 | drug therapy 1 | Zidovudine 5102| 5149 5092| 5086
Trimethoprim-
Sulfamethoxazole
7| 1986 | drug therapy 7 | Combination 970 | 839| 1444 1084
71991 | drug therapy 24 | Ranitidine 164| 178 408 363
711993 | drug therapy 49 | Methimazole 58| 260 1064 138
1-
hydroxycholecalci
6 | 1985 | drug therapy 9 | ferol 373 78| 666 878
6| 1985 | blood 30 Malondialdehyde | 340 932 278 291
6| 1986 | drug therapy 110 Rifampin 1 24 11 18
511996 | drug therapy 26 Pentoxifylline 226 489, 323| 339
51985 | drug therapy 49 | Thalidomide 40| 133| 104 137
5/1988 | blood 135  Vitamin E 5 97 4 6
chemically
411988 | induced 1  Terfenadine 5302 | 5320 5301 5469
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411994 | drug therapy 3 | fludarabine 2273 | 1893 2765| 2054
411986 | metabolism 8 | Urocanic Acid 796 914 843 0981
41989 | diagnosis 8 ' Amoxicillin 982 1043 1264 988
41997 | drug therapy 10 | Minocycline 979 1634 726| 854
411985 | drug therapy 17 | Flurbiprofen 726 | 1453| 545 521
411994 | drug therapy 22 | Vidarabine 172 29| 554 395
411986 | drug therapy 39 | Sulfamethoxazole| 152| 516, 167 202
411993 | drug therapy 46 | Nifedipine 155| 588| 155| 156
411986 | drug therapy 80 | Erythromycin 82| 515 38 58
Appendix 6B. Psoriasis 1989-1990
Rankings (out of 9,192
entries in HS)
First Prot Avg | Wit Wit Prot
ArtCt | Yr DisQual Ct ChemName Rank COS  Prop | Ct
dimethyl
34| 1990 | drug therapy 1 | fumarate 8448 | 7819 8432| 7893
16 | 1993 | drug therapy 108 | Propylthiouracil 9 109 37 50
15|/ 1997 | metabolism 51 | Nitric Oxide 123| 359| 292 202
12| 1997 | drug therapy 3 | zinc pyrithione | 4040 4089 3954 3618
chemically
911993 | induced 6 | terbinafine 2191| 2561 | 2232 1986
71990 | drug therapy 2 | maxacalcitol 5451 | 5414 5040| 5423
711991 | drug therapy 56  Ranitidine 47 | 119 180| 172
711993 | drug therapy 72 | Methimazole 90 426 91 111
511991 | drug therapy 1 | bimolane 6251 | 6611 5933| 6611
chemically
52004 | induced 2 | imiquimod 5114| 4873| 4482 5050
511996 | drug therapy 54 | Pentoxifylline 271 1113, 157 182
411994 | drug therapy 5 | fludarabine 3045| 3376| 3645 2373
411997 | drug therapy 20 | Minocycline 640 | 1433| 570 688
411994 | drug therapy 36 | Vidarabine 117 57| 427 330
411993 | drug therapy 106 Nifedipine 744 | 2868 47 54
Appendix 6C. Psoriasis 1994-1995
Rankings (out of 13,393
entries in HS)
FirstY Avg | Wit Wt Prot
ArtCt | r DisQual Protct = ChemName Rank COS @ Prop | Ct
mycophenolate
20| 1997 | drug therapy 14 | mofetil 635| 543 | 1156| 1389
15| 1997 | metabolism 201 | Nitric Oxide 2 29 28 9
12| 1997 | drug therapy 3 | zinc pyrithione | 5830 5708 5990 5287
11| 1995 | drug therapy 13 | fluticasone 2487| 4978| 1422 1576
6| 1996 | drug therapy 5 | citraconic acid | 5331| 7612| 3337, 3667
511995 | drug therapy 4 | liarozole 3285| 3035 3156| 3926
512003 | drug therapy 5 | pioglitazone 4372 5240 4011 3543
chemically
52004 | induced 10 | imiquimod 982| 470 1796 1857
512002 | drug therapy 15 | leflunomide 1338 2512| 1209| 1347
511996 | drug therapy 135 | Pentoxifylline 346 | 1940 20 52
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411997 | drug therapy| 42 | Minocycline | 621| 2291 309| 434
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Appendix 7. Migraine: Gold standard chemicals by highest article count

Number 1 is the highest rank. ArtCt is the number of articles that connect theahtentie
disease in the Test Period. FirstYr is the first year the cheragalupject chemical) is

annotated with the disease. ProtCt is the number of proteins from the disease protein pool

This table shows what the ABC routines should have found and ranked high.

that the chemical has annotated with it in the Baseline Period. The four ranking

methodologies are described in the text of Chapter 3. The data in the columns shaded in gray

are data elements derived from ChemoText in the Baseline period. The columtigewi

white background are pulled from the Test Period.

7A. Migraine — Highest gold standard chemicals 1984-1985 order by descendlitgy Art

Count (ArtCt).
Rankings (out of 4,006 chem
in HS)
Art | First Prot Avg Wit Wt | Prot
Ct |Yr DisQual Ct ChemName Rank COS Prop Ct
88 | 1988 | drug therapy 32 | Valproic Acid 129 369 72 111
41| 1991 | physiopathology 7 | Nitric Oxide 610 19 2231 638
40| 1985 | blood 74 | Magnesium 11 41 61 2
19| 1992 | drug therapy 13 | Fluoxetine 671 1701 121| 395
15 1986 | drug therapy 37 | Melatonin 48 193 34 76
13| 1992 | drug therapy 25 | Acetazolamide 148 257 195 169
12 | 1995 | drug therapy 20 | Capsaicin 83 31 158 229
111991 | drug therapy 9 | Butorphanol 676 1443 218| 578
1-(3-
chemically chlorophenyl)piper
10| 1988 | induced 6  azine 861 1588 314 818
10| 1989 | drug therapy 33 | Meperidine 130| 424 26| 105
10 | 2001 | drug therapy 8 | Dipyrone 435| 577 364 605
9 1991 | drug therapy 18 | Magnesium Sulfate 144 85 272 256
8 | 1989 | drug therapy 6 | Nicardipine 900 1253 792 799
8 | 1997 | drug therapy 15 | Droperidol 200 372 105| 330
6 | 1990 | physiopathology 37 | Apomorphine 12 57 17 74
511985 | drug therapy 14 | Mianserin 253 360 252 350
Platelet Activating

511987 | blood 21 | Factor 374 877 268 224
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511991 | drug therapy 5 | Buspirone 613 549 706| 849
511992 | drug therapy 5 | Piroxicam 955 834 | 1402 875
prevention &
511996 | control 2 | iprazochrome 1888 2193, 823 2161
411986 | drug therapy 20 | Tamoxifen 187| 134 402 230
411987 | drug therapy 21 | Phenelzine 669 1865 119 226
4| 1992 | drug therapy 4 | Ketoprofen 1115 1532 692 1140
4| 1992 | drug therapy 1 | oxetorone 2535| 2923 | 1878| 2923
4 | 1993 | drug therapy 24 | Diphenhydramine 108 222 111 180
4| 1995 | physiopathology 60 | Cyclic GMP 53| 275 25 14
411996 | drug therapy 7 | Acenocoumarol 535 184 | 1178 645
chemically
41999 | induced 2 | Sertraline 1662 1872 918 1953
4| 2004 | blood 20 | Octopamine 188| 342 188 238
4| 2004 | blood 3 | Synephrine 1642 1580 2352 1432
4 | 2004 | drug therapy 24 | Fentanyl 180| 471 74| 183
4 | 2005 | drug therapy 2 | Tramadol 1071 837 871 1616
7B. Migraine — Highest gold standard chemicals 1989-1990 order by descentifitey Ar
Count (ArtCt).
Rankings (out of 7,122 chen
in HS)
Art | First Prot Avg Wt Wit Prot
Ct |Yr DisQual Ct ChemName Rank COS Prop Ct
41| 1991 | physiopathology 25 | Nitric Oxide 311 647 462| 264
19| 1992 | drug therapy 24 | Fluoxetine 827 2563 28 284
13| 1992 | drug therapy 31  Acetazolamide 183 469 184 195
12 | 1995 | drug therapy 47 | Capsaicin 37| 203 24 83
111991 | drug therapy 11 | Butorphanol 821 1931 208| 725
10 | 2001 | drug therapy 14 | Dipyrone 344 559 394| 519
9| 1991 | drug therapy 24 | Magnesium Sulfate 190 3638 234 279
8 | 1997 | drug therapy 22 | Droperidol 270 858 62 315
6 | 1990 | physiopathology 49 | Apomorphine 9 49 19 69
511991 | drug therapy 13 | Buspirone 439| 934 267 583
511992 | drug therapy 10 | Piroxicam 1098 1524 1597 776
51993 | drug therapy 1 | Ketorolac 4674| 3823 4373 3826
511993 | drug therapy 6 | Moclobemide 1661 2828 825 1340
prevention &
511996 | control 2 | iprazochrome 2907 3318 1493 3394
51997 | drug therapy 1 KB 2796 4655 3878 4355 3889
4| 1992 | drug therapy 7 | Ketoprofen 665 492 976 1020
411992 | drug therapy 1 | oxetorone 3554 | 4204| 2569, 4160
chemically
411993 | induced 3 | Ondansetron 2940| 3518 | 2313| 2518
4 | 1993 | drug therapy 31  Diphenhydramine 60 129 80 192
4| 1995 | physiopathology 83 | Cyclic GMP 4 47 10 7
411996 | drug therapy 9 | Acenocoumarol 701 320 1713| 813
chemically
4| 1999 | induced 7 | Sertraline 1149 1873 745 1110
4| 2004 | blood 23 | Octopamine 168| 250 265 287
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4| 2004 | blood 6 | Synephrine 1573 2184 1587 1307
4 | 2004 | drug therapy 37 | Fentanyl 137 | 477 64| 139
4 | 2004 | drug therapy 2 | zonisamide 2912 2396 4197 2910
4 | 2005 | drug therapy 7 | Tramadol 1220 2501 272 1135
7C. Migraine — Highest gold standard chemicals 1994-1995 order by descertitifey Ar
Count (ArtCt).
Rankings (out of 10,467
chems in HS)
Art | First Prot Avg @ Wit Wit Prot
Ct |Yr DisQual Ct ChemName Rank COS Prop Ct
12 | 1995 | drug therapy 78 | Capsaicin 29 239 21 42
12 | 1997 | drug therapy 8 | lamotrigine 2201 3628 1751 1533
10 | 2001 | drug therapy 19  Dipyrone 304| 404 400, 593
8 | 1997 | drug therapy 26 | Droperidol 303 895/ 105| 395
511995 | drug therapy 1 | dotarizine 6364 | 9261 5235| 8883
prevention &
51996 | control 2 | iprazochrome 3983 4238 2519 4704
511997 | drug therapy 6 | KB 2796 913 570 1040 1798
prevention &
511998 | control 1  venlafaxine 5272 6398 4183 5902
41995 | physiopathology 108 | Cyclic GMP 2 26 15 9
411996 | drug therapy 13 | Acenocoumarol 737, 759 | 1223 909
chemically
41999 | induced 9 | Sertraline 1568 3207 629 1372
4 | 2004 | blood 30 | Octopamine 179| 351 244 | 314
4| 2004 | blood 7 | Synephrine 2125 3287 1724 1732
4 | 2004 | drug therapy 53 | Fentanyl 81| 334 37| 123
4 | 2004 | drug therapy 11 | zonisamide 627 730 721 1070
4 | 2005 | drug therapy 9 | Tramadol 1203 2307 556 1349
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Appendix 8. 5-HT6 binders and nonbinders used in the modeling sets

Binders NonBinders
olanzapine Ephedrine
Fluphenazine Diclofenac
Haloperidol Cocaine
Ketanserin celecoxib
duloxetine Aspirin
Loxapine etoricoxib
Lysergic Acid Diethylamide Ibuprofen
Amitriptyline Ketorolac
Ziprasidone Methylphenidate
Mianserin Naproxen
Molindone nimesulide
Cyproheptadine N-Methyl-3,4-methylenedioxyamphetamir
Ergotamine Phenylpropanolamine
norclozapine Piroxicam
Methysergide pramipexol
atomoxetine rofecoxib
Chlorpromazine Rutin
Pimozide Trazodone
venlafaxine valdecoxib
Amoxapine meloxicam
Bromocriptine Ephedrine
guetiapine Diclofenac
Risperidone Cocaine
Perphenazine celecoxib
Clozapine Aspirin
Thioridazine etoricoxib
Thiothixene Ibuprofen
aripiprazole Ketorolac
Trifluoperazine Methylphenidate
Naproxen
nimesulide

N-Methyl-3,4-methylenedioxyamphetamine

Phenylpropanolamine

Piroxicam

pramipexol

rofecoxib

Rutin

Trazodone

valdecoxib

meloxicam
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Appendix 9. Dopamine Antagonists used in modeling sets

Chemical Name
Methotrimeprazine
Tiapride
Thiothixene
Thioridazine
Thiethylperazine
Sulpiride
Risperidone
Prochlorperazine
Pimozide
Perphenazine
Metoclopramide
Trifluoperazine
Loxapine
Amoxapine
Haloperidol
Fluphenazine
Flupenthixol
Droperidol
Domperidone
Clopenthixol
Chlorprothixene
Chlorpromazine
Benperidol
Perazine
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