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ABSTRACT

Rachel Rosen: A Non-Radial Oscillation Model for Radio Pulsars
(Under the Direction of Dr. J. Christoper Clemens)

We present a non-radial oscillation model that can successfully reproduce

many properties of drifting subpulses in pulsars. By demonstrating the presence

of oscillation modes in pulsars, we hope to pave the way for astroseismology

of neutron stars. This model is an alternative to the drifting spark model of

Ruderman & Sutherland (1975). Our non-radial oscillation model reproduces

pulsar morphology in terms of the total intensity and linear polarization. We

associate the displacement and velocity of the oscillations to two orthogonal

polarization modes. From this, we recreate the Stokes’ parameters to model

the intensity, linear polarization, and polarization angle. We use our model to

qualitatively reproduce the behavior of several pulsars, including PSR 1919+21,

PSR 1237+25, and PSR 0809+74. This behavior includes the time-averaged

pulse properties, the individual pulse properties, and the subpulse phase jumps.

In addition, we are able to reproduce the orthogonal polarization modes observed

in most pulsars. We then show that our model can be successfully fit to the data

by conducting a quantitative analysis of PSR 0943+10.
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Chapter 1

INTRODUCTION

“If some one loves a flower,

of which just one single blossom grows

in all the millions and millions of stars,

it is enough to make him happy

just to look at the stars.”

Antoine de Saint-Exupéry

The Little Prince

1.1 Introduction

The short, regular radio signal observed by Jocelyn Bell in 1968 with a tele-

scope at the Mullard Radio Astronomy Observatory was thought at first to be

instrumental noise or even “little green men”. Anthony Hewish, her advisor and

the observatory director, and Bell, after determining the noise was indeed com-

ing from space, published the first detection of the radio pulsar PSR 1919+21

(Hewish et al., 1968), later earning Hewish a Nobel Prize. Interestingly, this is

one of several pulsars that has driven our current efforts to develop the non-

radial oscillation model presented in this work. The discovery of pulsars was a

surprise; while astrophysical theory predicted the existence of neutron stars, the

assumption at the time was that neutron stars would be undetectable.



Baade & Zwicky (1934) proposed the idea that the remnants of supernova ex-

plosions would be stars consisting of neutrons with high density and small radius

and coined the term “neutron stars”. This prediction lead to work on theoretical

models of neutron stars. Oppenheimer & Volkoff (1939) created models assuming

the equation of state for a cold Fermi gas for the stellar interiors and treated the

neutrons as if they were behaving under general relativistic gravity rather than

Newtonian gravity. Work continued on the equation of state for neutrons (Har-

rison et al., 1958; Cameron, 1959; Ambartsumyan & Saakyan, 1960; Hamada &

Salpeter, 1961; Harrison et al., 1965). Among the properties predicted for neu-

tron stars were that they would be rapidly rotating (Hoyle et al., 1964; Tsuruta

& Cameron, 1966) with large magnetic fields (Woltjer, 1964; Hoyle et al., 1964).

It also became clear, with advancements in nuclear fusion, that neutron stars,

depleted of elements for fusion reactions, would only emit via thermal radiation

and thus be too dim to observe unless they were in close proximity to Earth.

The short pulsed signal that was detected by Hewish and Bell indicated that

whatever object was producing the signal was fairly small. The emitting region,

which has the same angular size as the pulse width (in this case, a few milliseconds

or about 20◦), cannot be larger than the distance it takes for light to travel across

the emitting region (Gold, 1968). It was later agreed that the radius of a neutron

star was about 10 km. Yet pulsars have very high luminosity. A pulsar measured

at 400 MHz with a pulse width of 10◦ at 1 kpc with a luminosity of 1 mJy will

have a total luminosity on the order of 1025 erg s−1 (Manchester & Taylor,

1977; Michel, 1991). This seems to be the lower limit; a typical pulsar has radio

luminosities in the range of 1025 to 1029 erg s−1 (Melikidze et al., 2000). The

natural explanation for such a small object to have such a high luminosity is

that it must be radiating coherently (Gold, 1968) with radiation that is beamed

along the magnetic field toward the observer (Radhakrishnan & Cooke, 1969).

Prior to the discovery of pulsars, Pacini (1967, 1968) proposed that a neutron

star oblique rotator in a dipole magnetic field could be responsible for converting
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the rotational energy into electromagnetic radiation and would not only power

a supernova remnant, like the Crab nebula, but could increase the expansion of

the nebula. But it was Gold (1968) that guessed that the pulsed astronomical

objects detected by Bell and Hewish were rotating neutron stars with magnetic

fields of about 1012 Gauss. Gold (1968) further predicted that the emission of

electromagnetic radiation would cause a loss in rotational energy which would re-

sult in an increase in pulsation period, and that a bunching mechanism produced

the coherent observed emission. He suggested that the pulsed nature of the radio

emission from the neutron star was associated with the magnetic field. As the

magnetic pole, offset from the rotational axis, swept by an observer’s line-of-sight

on Earth, they would detect a pulse of radiation (thus the term “pulsar”). Gold

(1969) later showed that the energy loss of a pulsar was enough to power the

Crab nebula.

1.2 Direct Observations

Pulsars emit extremely regular bursts of radio emission, the length of each

burst of emission is called the pulse window (Radhakrishnan et al., 1969). The

length of time from one pulse window to the next is a measure of the spin period

of the pulsar (Drake & Craft, 1968), typically ranging from 0.5-4 seconds. Pul-

sars generally fall into three categories: normal, millisecond, and young pulsars.

These normal, or slow, pulsars are the ones examined in this work. The millisec-

ond pulsars are old, recycled pulsars with spin periods usually less than 10 ms

due to the transfer of momentum from a binary companion; these pulsars also

have the weakest magnetic field of the three classes of pulsars (Graham-Smith,

2003). The young pulsars, like the Crab and Vela, also tend to have shorter spin

periods. While most normal pulsars emit radiation only in the radio frequencies,

the young pulsars can emit in the high frequency regime. The Crab pulsar was

originally discovered as sporadic radio pulses (Staelin & Reifenstein, 1968); later
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it was observed in the optical (Cocke et al., 1969) and gamma (Agrinier et al.,

1990) part of the electromagnetic spectrum. Similarly, it took many years for the

optical (Wallace et al., 1977) and gamma (Thompson et al., 1975) counterparts

to the radio pulses (Large et al., 1968) in the Vela pulsar to be discovered.

For most of these normal pulsars, each pulse window only last a fraction of the

spin period, giving it a low duty cycle, usually only 1-5%. However, some radio

pulsars have high duty cycles; PSR 0826-34 is observable in the radio frequency

for most of its spin period (Manchester et al., 1978; Biggs et al., 1985). In general,

the duty cycle increases as the period of the pulsar decreases (Goldreich & Julian,

1969). The substructure within the pulse window can be very complex and varies

pulse-to-pulse. Yet the average of many pulses (approximately 100) generates a

very stable average shape that is specific to each pulsar and persists over time.

The regularity of the pulses is defined by its “Q” value, where Q = ∆P/P which

is typically on the order of 1011 (Michel, 1991) Pulsars slow down over time with

a time scale of T = P/Ṗ= 107 yr, where Ṗ is about 10−15 s s−1 (Shapiro &

Teukolsky, 1983).

It is regular bursts of radio emission and low duty cycles, along with the

elimination of other possibilities, that have lead to the conventional pulsar model

consisting of a rapidly rotating neutron star. Rotation and pulsation are the two

phenomena that would naturally explain the pulsed emission. If the pulsed emis-

sion was due to rotation, either by the rotation of a single star or an eclipsing

binary system, the short pulse window would suggest dense, compact objects.

However, a single rotating white dwarf star cannot remain intact and have a

short enough period to match the observations. The break-up period, calculated

by setting the centrifugal acceleration at the stellar surface to the gravitational

acceleration, has a minimum of 2.43 seconds, even assuming a maximum central

density of 108 g cm−3. For the same reason, in binary white dwarf system, the

radial distance between the white dwarf and its companion would have to be less

than the radius of the white dwarf itself to match a 1 second period. Since white

4



dwarf stars cannot match the observations, neutron stars remain the only alter-

native, short of invoking exotic new physics to describe a new type of compact

object. A pulsating neutron star at its fundamental frequency, with a density

of 1014 g cm−3, has too short a period to match the 1 second pulse window. A

binary neutron star system with a radii and geometry suitable to produce the ob-

served 1 second periods would also produce large amounts of gravitational waves

causing an decrease in pulse period, neither of which are detected. Furthermore,

the timescales do not match; a binary neutron star system would have a lifetime

much shorter than the observed P/Ṗ = 107 (Shapiro & Teukolsky, 1983). Thus,

the only remaining plausible explanation is the rotation of a neutron star. The

conventional model of a pulsar, discussed in detail in §1.5 consists of a rotating

neutron star with a large magnetic field, typically 1012 Gauss, which is offset

from the rotation axis. Observable emission only occurs from the magnetic pole,

and appears as short burst of radiation as the magnetic axis sweeps past Earth’s

line-of-sight. While this model is generally accepted by the scientific community,

other theories exist (Michel, 1991).

Most pulsar models predict a pulsar mass of 1.4M⊙, near the white dwarf

Chandrasekhar limit. The star is assumed to be supported by degenerate nu-

clear matter. The only other obvious candidate to support such a star would

be electron degenerate matter. White dwarf stars, even at maximum density,

are supported by electron degeneracy (Fowler, 1926), and as mentioned above

cannot reproduce the 1 second pulsation observations. Pulsar models supported

by nuclear degeneracy have a central density 1015 g cm−3 (Pandharipande et al.,

1976). With this density, a neutron star with a mass of 1.4M⊙, would have a ra-

dius of 15 km (Pandharipande et al., 1976). Ostriker & Gunn (1969) successfully

created neutron star models with a mass of 1.4M⊙, a radius of 1.2×106 cm, and

a moment of inertia for the star of 1.4×1045 g cm2. These predictions are de-

pendent on the equation of state used in the neutron star model and have some

degree of variation. Direct observations of binary pulsar Hulse-Taylor system
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(Taylor et al., 1976) have limited the pulsar mass to 1.4M⊙ to 1.9M⊙ (Joss &

Rappaport, 1976). Further, more recent measurements of many pulsars narrowed

the pulsar mass to 1.3M⊙ to 1.4M⊙ (Thorsett & Chakrabarty, 1999). No direct

measurements of pulsar radii have been reported (Shapiro & Teukolsky, 1983).

A distribution of pulsars within the sky show that they mostly lie within

the galactic plane (Terzian & Davidson, 1976) indicating the most the observed

pulsars are located in our galaxy, although some have been detected as far away

as the Large Magellanic Cloud (McCulloch et al., 1983). Only one pulsar is close

enough to measure the distance using parallax, PSR 1929+10, and it is 50 parsecs

away (Salter et al., 1979). Distances to other pulsars are calculated using the

dispersion measure, since the electromagnetic radiation emitted from the pulsar

at lower frequencies arrives later than that at higher frequencies. The dispersion

characteristics are consistent with other object known galactic objects, further

confirming that most observed pulsars lie in our galaxy (Shapiro & Teukolsky,

1983).

1.3 Magnetic Field Strength

Pacini (1967) originally estimated the magnetic field strength based on the

collapse of a star with an ordinary magnetic field. Assuming flux conservation,

he calculated the magnetic field strength to be related to the radius as 1/R2,

resulting in a magnetic field of 1010 to 1014 Gauss. The slowdown of pulsars

was discovered in the Crab pulsar (Richards & Comella, 1969), which confirmed

the magnetic strength of around 1012 Gauss (Gunn & Ostriker, 1969). From

the pulsar slowdown, Gunn & Ostriker (1969) also calculated the lifetime of the

Crab pulsar. The radio output from the pulsar accounts only a small fraction

of the energy loss. Even including emission at other observable frequencies, the

radiation loss still does not account for the loss in rotational energy, as measured

by Ṗ (Gunn & Ostriker, 1969). The logical assumption is that the magnetic
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field is very large, exhibiting enough torque on the rotating star to slow it down.

The rotational energy loss can be calculated from the moment of inertia I

and the period and spindown of the pulsar. The rotational kinetic energy is given

by:

E =
1

2
IΩ2 (1.1)

The energy loss rate is then:

Ė = IΩΩ̇ (1.2)

where Ω̇ can be calculated from the spindown, Ṗ, as: Ω̇ = −2π(Ṗ /P 2). For older

pulsars with a period of about 1 second and a Ṗ of 10−15, the energy loss rate

is about 1031 erg s−1. The radio luminosity from pulsars is about 1025 erg s−1,

so the radio luminosity contributes only 10−4 percent of the energy loss.

Classically, the energy loss rate can be a magnetic dipole rotating in vacuum

will radiate according to the Larmor formula (Gunn & Ostriker, 1969; Shapiro

& Teukolsky, 1983):

Ė = − 2

3c3
|m̈|2 (1.3)

where the dipole is at an angle α to the rotation axis:

m̈ = Ω2m = Ω2BR
3 sinα

2
(1.4)

so that:

Ė = −B
2R6Ω4 sin2 α

6c3
(1.5)
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In spite of the 106 mismatch between the radio luminosity and total energy

loss, theorists normally assume the that neutron star is magnetic dipole rotating

in vacuum, dissipating all its energy through radiation, with the usual assumed

properties (R = 10 km, B = 1012 Gauss, P = 1 second) then the energy loss

rate is about 1031 erg s−1 (Gunn & Ostriker, 1969). This order of magnitude

estimate agrees with the energy loss calculated from the spindown rate of the

pulsar, indicating that the estimate of a 1012 Gauss magnetic field is a reasonable

approximation (Gunn & Ostriker, 1969). Yet, the calculated energy loss of a

radiating dipole makes the incorrect assumption that the star is in vacuum (§1.5)

and that all the energy loss of the star is due to dipole radiation, which does not

correlate with the observed energy loss, where radiation is responsible for only

10−4 percent of the energy loss. The energy loss is more accurately calculated

from the spindown which is based on observational properties (P , Ṗ) and well-

constrained measurements (the mass, radius, and moment of inertia; see §1.2).

While this large amount of energy being radiated away is too low in frequency

to be observable, it is enough to power a nebula. In the case of the Crab pulsar,

with P = 0.033 seconds and Ṗ = 10−13, the energy loss is about 1038 erg s−1,

which is the amount of energy predicted by Gold (1969) needed to power the

Crab nebula.

The characteristic age of the pulsar is given as:

τ =
P

2Ṗ
(1.6)

1.4 Emission Properties

As discussed in the previous section, pulsars are rotating neutron stars with a

very large magnetic field. Because the star and its associated magnetic field are

rotating, an electric field is induced at the stellar surface, creating a magneto-

sphere (Goldreich & Julian, 1969). The electric potential around the star draws
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particles off of the stellar surface and accelerates them along the magnetic field.

As the particles are accelerated, they emit radiation, resulting in the observed

emission.

The actual emission mechanism for pulsars, the manner in which the particles

leave the stellar surface and then radiate coherent radio emission has been, and is

still, a matter of theoretical debate. The properties of pulsar emission narrows the

field of possible explanations. Pulsar emission is coherent in the radio frequencies,

but some pulsars, like the Crab, have also been observed at higher frequencies,

from the optical through the gamma ray part of the electromagnetic spectrum.

There is no indication that the emission at frequencies higher than the radio

is coherent. Romani (1996) shows that curvature and synchrotron radiation in

the outer magnetosphere can explain gamma rays and optical through x-rays,

respectively. Daugherty & Harding (1996) created simulations which explain the

gamma ray production near the polar cap. Furthermore, any pulsar emission

mechanism must be able to account for the coherent radio luminosities which

range from 1025 to 1029 erg s−1 (Melikidze et al., 2000).

A feature in all relativistic emission mechanisms is the beaming of radiation.

The basic features of pulsar emission can be explained by the relativistic outflow

of particles from the magnetic polar cap along the magnetic field. The relativistic

beaming of radiation is the confinement of radiation along the direction of the

magnetic field to a cone (Melrose, 1995). Most of the viable emission mechanisms

can explain a host of observational properties, such as radius-to-frequency map-

ping (see §1.6), smaller substructure (called microstructure) within each pulse,

and partial circular polarization (see §1.7). These observational properties do

not favor one mechanism over another (Melrose, 1995).

Synchrotron and curvature radiation cannot account for the high radio lu-

minosities in pulsars. Particles moving in a magnetic field produce synchrotron

or cyclotron radiation, for relativistic and non-relativistic particles, respectively.

Synchrotron radiation is the radiation due to the motion of a charged particle
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with circular motion perpendicular to the magnetic field. If the particle also has

a parallel component to its velocity, the motion of the particle will be helical,

where the radius of the curvature of the motion of the particle is based on its

momentum. Sturrock (1971) concluded that charged particles accelerated from

the surface of the star will have negligible motion transverse to the magnetic

field and thus not produce significant synchrotron radiation. The lifetime of a

relativistic electron in a B = 1012 Gauss magnetic field is

τ =
8.86x108

B2γ
seconds (1.7)

so lifetime of the particle is negligible; it loses its perpendicular energy in-

stantly (Michel, 1991) and thus cannot emit synchrotron radiation. Further-

more, since the particles do not emit below the fundamental frequency at which

the particle moves in their circular motion perpendicular to the magnetic field,

ωc(0) = eB/mγ, for a 1012 Gauss magnetic field, the minimum energy of a

synchrotron photon is 11.5 B keV. Thus the pulsar would not emit radio or opti-

cal synchrotron radiation, but only at the x-ray and higher frequencies (Michel,

1991).

Many of the earliest mechanisms to explain the coherent radio emission were

based on the bunching of particles emitting due to curvature radiation (Sturrock,

1971; Gunn & Ostriker, 1971; Ruderman & Sutherland, 1975). The bunches of

particles are in phase, thus making the radiation due to the curvature of the

magnetic field coherent. Curvature radiation is produced from particles moving

along a curve parallel to the magnetic field, where the radius of curvature is based

on the strength and shape of the magnetic field. Lesch et al. (1998) estimated

the power radiated via incoherent curvature radiation by a particle with energy

E = γmec
2:

P =
2

3
γ4 qe

2c

4πǫoRc
2 (1.8)
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where Rc is the radius of curvature. The power radiated is inversely proportional

to the radius of curvature. Thus the place where the power radiated is the

greatest where the radius of curvature is the smallest, specifically at altitudes far

from the polar cap. Lesch et al. (1998) shows that incoherent curvature radiation

cannot produce both the observed luminosities and the observed pulse width. To

match the lowest observed luminosity of 1025 erg s−1, the emission region must

be 4000 km, which would result in a profile width of about 180 degrees (Lesch

et al., 1998), which does not match the typical profile width (or pulse window)

of 20-25 degrees.

Melrose (1978) criticizes models which rely on the bunching of particles be-

cause none of the models propose a bunching mechanism and because of the

rapid dispersion of bunches due to the back-reaction of the emission they pro-

duce. Lesch et al. (1998) also dismisses coherent curvature radiation as the source

of emission because it does not match the observed emission heights of 10-100

km (Gil, 1983) or the change in the the size of the pulse window as a function of

observational frequency.

Masers and antenna mechanisms are an alternative type of coherent emission

process. Ginzburg & Zhelezniakov (1975) makes the analogy of the two processes:

an antenna is like a tuned LC-circuit for it requires a variable electromotive source

while a maser is like a self-excited oscillator (for example, a klystron) as it needs

a constant electromotive force to maintain its inverted energy population. The

antenna mechanism requires the bunching of particles match the density of par-

ticles being emitted and coherence occurs because the particles radiate in phase

which each other (Melrose, 1995). However, no mechanism for the bunching of

particles has been suggested and the bunches will quickly disperse (Graham-

Smith, 2003). Maser mechanisms require an inverted population, where particles

overpopulate higher energy levels compared to lower ones, but the phase of the

particles is irrelevant (Melrose, 1995). Work has continued on maser (Melrose,
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1991; Lyutikov et al., 1999a) and laser (Fung & Kuijpers, 2004) mechanisms with

no firm conclusion.

1.5 The Standard Pulsar Model

Radial oscillations and rotation were the first two proposed explanations for

the observed pulsed behavior of pulsars. Thorne & Ipser (1968) dismissed the

idea of radial oscillations because neutron stars should pulsate about 1000 times

a second, rather than the observed 1 second pulse. They did not consider non-

radial g-modes (see §1.9), whose higher overtones have a lower frequency. The

observations of Radhakrishnan et al. (1969) showed that the measured polar-

ization in successive individual pulses did not change over time, indicating that

we view the same part of the magnetic field at each pulse. For a radial oscilla-

tion model to explain why we view the same portion of the magnetic field for

each spin of the pulsar, either the rotation and pulsation axes are aligned or the

magnetic field is stationary to our frame of reference, both of which are unlikely

(Radhakrishnan et al., 1969). These observations supported the dismissal of the

radial pulsation model.

Goldreich & Julian (1969) presented the aligned rotator model for pulsars as

shown in Figure 1.1, which is a description of what causes the pulsing behavior

in neutron stars. The model consists of a rapidly rotating neutron star whose

rotation and magnetic axis are aligned. The angle α is the offset between the

two axes, in this case, it is zero. One of the significant calculations presented by

Goldreich & Julian (1969) is that the dipole magnetic field is not in a vacuum,

but that a magnetosphere is produced by the strong parallel electric field at the

surface of the star. The magnetosphere corotates with the star out as far as the

light cylinder, an imaginary cylinder whose boundary is where the velocity of

the corotating magnetosphere is equal to the speed of light. The light cylinder

is defined as Rc = c/Ω and is about 104 km for a 1 second pulsar (Ruderman
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Figure 1.1: The aligned rotator pulsar model as described by Goldreich & Julian
(1969). The neutron star has a corotating magnetosphere that extends out to
the light cylinder. The parts of the magnetic field near the polar cap do not
corotate and extend out into the interstellar medium. The emission we observe
is from this part of the magnetosphere.

& Sutherland, 1975). Within the light cylinder, particles are trapped within in

the magnetic field and rotate with the star. Outside the light cylinder, particles

escape out into the interstellar medium. The electric field potential reaches the

same value of that as the interstellar medium at an imaginary line called the

critical field line. At small angles between the magnetic pole and the critical

line, electrons escape; on the other side of the line, protons escape. The aligned

rotator model is a simple model for pulsars because it allows for magnetospheric

calculations, like the space charge density which is the number of charges per

volume in the magnetosphere (Goldreich & Julian, 1969).

The magnetic polar cap is the part of the stellar surface from which particles

freely leave the star. The size of the magnetic polar cap is related to the spin

period using Equations 1.9 and 1.10. For a 1 second pulsar with a 10 km radius

the angular radius is θs = 2◦ (Graham-Smith, 2003):

θs = (
2πro

c
)1/2P−1/2 (1.9)
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which translates into a radius of rs = 140 m:

rs = ro(
ωro

c
)1/2 (1.10)

However, the aligned rotator model does not actually “pulse” and cannot

reproduce pulsar-like behavior. The alignment of the magnetic and rotation

axis means that particle emission, which occurs at the magnetic pole, is either

always occurring if the rotation/magnetic pole is pointing toward the observer, or

never occurring (and is then not observable) if the rotation/magnetic pole is not

pointing to the observer. It is the offset in the two axes as shown in Figure 1.2

- an oblique rotator (Mestel, 1971) - that reproduces the pulses, assuming that

the magnetic pole points toward Earth at some point in its cycle. Analogously,

pulsars are like lighthouses. They rotate on one axis and as the magnetic pole

passes across an observer’s line-of-sight, the observer receives a flash of radiation.

The angle between the magnetic pole and the observer’s line-of-sight is the impact

parameter, β. Emission at the surface occurs from the magnetic pole out to

some distance along the stellar surface, as long as the emitting particles are not

trapped within the corotating magnetosphere. Thus, β does not have to be zero

for us to observe the pulsar, but it does have to be small enough to keep our

viewing window within the emitting region, otherwise the star is not observable.

Variations exist on the standard pulsar model but have not been explored as

thoroughly as the aligned rotator (Michel, 1991).

The radiation that we observe from pulsars is a function of frequency and

is an indication of which part of the magnetic pole we are observing. As the

particle travels away from the star along the magnetic field, it emits radiation.

What we observe is, in essence, looking down into the radiation cone produced by

particles emitting as they move along the magnetic field as illustrated in Figure

1.3. Particles closer to the stellar surface have higher energy and thus emit at

higher frequency. The reverse is true for lower frequency observations, which are
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Figure 1.2: Radhakrishnan & Cooke (1969) show an oblique rotator pulsar model
where the rotation and magnetic axes are not aligned. Observers receive a flash
of radiation each time the magnetic pole sweeps toward Earth.

interpreted to be emission at higher altitudes from the surface.

The mechanisms of what actually occurs at the polar cap was and is still a

matter of debate. To preserve charge neutrality, some models propose emission

of both positive and negative particles, as in the models suggested by Goldreich

& Julian (1969); Sturrock (1971). Goldreich & Julian (1969) proposed that elec-

trons leave the magnetic cap near the magnetic pole (see Figure1.1). Protons

leave the stellar surface on the other side of the critical line, which is the imagi-

nary line where the star and its magnetosphere have the same electric potential

as the interstellar medium. Sturrock (1971) suggests there are both electron

and proton streams of charge that leave each of the polar caps. Particles are

accelerated off of the surface due to the electric field as shown in Figure 1.4.

The electrons, moving along the magnetic field, produce γ-rays due to the curva-

ture radiation. The γ-rays interact with the magnetic field, producing a cascade

of positron-electron pairs. These secondary particles emit the observed radio

emission. The protons also create electron-positron pairs, but further out from

the stellar surface. The resulting synchrotron emission from the pair-production

accounts for the observed optical and x-rays as seen in the Crab pulsar.
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Figure 1.3: The observed radiation of the pulsar is essentially looking down the
throat of the open region of the magnetic field down onto the stellar surface.
Higher frequency radiation, occurs closer to the stellar surface (Ruderman &
Sutherland, 1975).

Figure 1.4: The pair-production model introduced by Sturrock (1971) proposes
that emission is caused by a secondary cascade of electron-positron production
due to an initial particle radiating due to curvature radiation from the magnetic
field.
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Figure 1.5: The vacuum gap model proposed by Ruderman & Sutherland (1975).
A vacuum is created between the stellar surface ad and the dashed line as a result
of the induced surface electric potential. The region from the equator to abc and
from the equator to def is the corotating magnetosphere. The region bounded
by c’b’e’f ’ is the source of the observed emission and rotates at a speed slower
than the rotation rate of the star.

Ruderman & Sutherland (1975) furthered this theory by suggesting that that

a vacuum (“gap”) is formed above the polar cap of about 104 cm due to a dele-

tion of charge. As electrons leave the star due to the electric potential created by

the magnetic field, a gap forms between the magnetosphere and the stellar sur-

face. Figure 1.5 is a schematic of the vacuum gap of an antipulsar: the magnetic

dipole is antiparallel to the spin axis, resulting in positrons leaving the stellar

surface rather than electrons. In Figure 1.5, a gap is formed between the stellar

surface (ad) at the magnetic polar cap and the magnetosphere (b’e’ ). Along with

this gap, a gap also occurs between the corotating and non-corotating parts of

the magnetosphere. In Figure 1.5, a vacuum gap is formed between the dashed

and the dotted lines. The corotating part of the magnetosphere, bounded by

the equator and abc and the equator and def, rotates with the star at an an-

gular speed Ω∗. The charged separated portion of the magnetosphere is the
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Figure 1.6: Cheng et al. (1976) proposed a current return flow model where parts
of the magnetic field that have an electric field close to that of the interstellar
medium carry away charges of opposite sign of those leaving the magnetic cap
and return charges of the same sign.

cone-shaped region bounded by c’b’e’f ’. Since charge separated magnetosphere

is separated by a gap from the corotating portions of the magnetosphere, it ro-

tates at a slower angular speed Ω′. The gap would grow indefinitely except for

“sparking”, which is the electron-positron creation that occurs on a millisecond

timescale and causes the gap to break down. Ruderman & Sutherland (1975)

used the charge separated magnetosphere and the sparking in the vacuum gap

to explain the smaller subpulses within the pulse window. The observed drifting

subpulses (see §1.8) are smaller pulses which move through the pulse window in

a regular fashion. According to the drifting spark model of Ruderman & Suther-

land (1975), the smaller subpulses which drift through the pulse window are a

result a persistent pattern of circular sparks in the charge separated magneto-

sphere. Since the circular spark pattern is rotating with an angular speed less

than the angular speed of the star, the sparks, which are manifested as subpulses,

would drift through the pulse window.

Other models, instead of assuming both positive and negative charges leave
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the star, propose that only one charge leaves the star but a return current of op-

posite charge maintains charge neutrality. Cheng et al. (1976) proposes a model

where gaps occur in the magnetosphere, similar to those proposed by Ruderman

& Sutherland (1975), above the polar cap near the critical line. If electrons

(positrons) are carried away from the star from the regions of the magnetic field

that open into space and do not corotate with the star, as shown in Figure

1.6, then the part of the magnetic field that crosses this critical line carry away

positrons (electrons) and return electrons (positrons).

1.6 Average Pulse Shapes

Returning to the observational properties that our model must reproduce,

we describe here the properties of the average pulse shape. Since each pulse

from the pulsar changes in shape and radio luminosity, the average or integrated

pulse shape is the average of many successive pulses, usually hundreds to thou-

sands. While the average pulse shape may have several modes, in each mode

it is very stable and unique for each pulsar. The width of the average pulse

shape combined with the measured spin period gives a measure of the angular

size of the star that we are seeing. Typically, for a 1 second pulsar, the pulse

width spans about 20◦ of rotational longitude (Graham-Smith, 2003). The av-

erage pulse shapes can have one to five components and can be fitted with a

Gaussian curve (Kramer et al., 1994). There are enough similarities in the av-

erage pulse shape between different pulsars that they can be classified by the

number and location of the components in the average pulse profile. Figure 1.7

from Backer (1976) shows the time-averaged pulse profiles for the most common

classification groups based on the number of components: single, double, double

unresolved and triple/multiple components. While most of the profiles in Figure

1.7 are symmetrical, some average profiles are asymmetrical. The asymmetry

is usually explained by missing components due to weak emission from the star
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Figure 1.7: The different average pulse shapes classified by Backer (1976).

(Graham-Smith, 2003), an asymmetry in the magnetic field, or an offset between

the viewing window and the magnetic polar cap.

To explain the variety of average pulse shapes with a unified model, Kome-

saroff (1970); Backer (1976) proposed that the magnetic cap was target-shaped:

a core surrounded by a hollow cone, which explained the symmetry of the com-

ponents and their apparent spacing. Single component profiles usually indicate

a sightline cut through the core or cone, which one is usually determined by

the steepness polarization angle swing (see §1.7,§3). A slice through the core

will have a steeper polarization angle swing as the vector that points toward the

magnetic pole goes through more degrees of rotation; in Figure 1.8 the core slice

would have to have a smaller profile width to show just a single component. A

slice through the cone, since it is further from the magnetic pole, will have a shal-

lower polarization angle swing. Other sightline slices through the core or cone,

as shown in Figure 1.8 will produce pulse shapes with two or three components.

The discovery of profiles with four or five components led to the addition of a

second hollow cone (Rankin, 1993a). The lack of pulsars with more than 5 com-

ponents within an average pulse window of 20◦ indicates that there cannot be

more than two hollow cones, or as we will show in the case of our non-radial os-
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Figure 1.8: Backer (1976) proposed a hollow cone model where different sightline
slices through the core and cone reproduced the different average pulse shapes.

cillation model, no more than two nodal regions within the magnetic cap. Lyne

& Manchester (1988) showed that the components of pulsar components were

randomly distributed in the magnetic cap.

A few pulsars have unique geometries that can be measured precisely and can

offer more insight to pulsar behavior, namely pulsars with interpulses and pulsars

that are always “on”. Pulsars with interpulses, have α = 90◦ and small β so

that both magnetic poles sweep towards Earth. Pulsars such as PSR B1702-19

show that pulse phase between both polar caps is correlated (Weltevrede et al.,

2007). Pulsars that are always “on”, have very small α and β, so that our line-of-

sight wanders around the magnetic pole without ever leaving the emission region

(Esamdin et al., 2005).

Furthermore, several geometric effects also take place. The magnetic field

becomes more disperse with an increase in distance from the star because of the

curvature of the magnetic field. If particles moving along the magnetic field emit

radiation at high frequency, they will have radiated near the stellar surface and

the angular width of the observed pulse will be closely correlated to the angular
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Figure 1.9: While emission at lower frequencies occurs at higher altitudes than
emission at high frequencies, lower frequency emission also is associated with
emission closer to the magnetic pole in a radial direction (Smits et al., 2006).

size of the emitting region near the stellar surface. If the same particles emit

radiation at lower frequency, they will have traveled further along the magnetic

field and will emit at a higher altitude. Because the magnetic field is more

diffuse at higher altitudes, the observed pulse of radiation emitted at the lower

frequency will appear broadened and the angular width of the pulse will have an

effective magnification factor compared to the angular size of the stellar surface

from where the particles originated.

Multi-frequency measurements, like that of Lyne & Manchester (1988) in

Figure 1.10, show this behavior. The profile of PSR 2045+16 at 1420 MHz shows

narrower component spacing and sharper components than the same star at 170

MHz. This is true for most of the pulsars in Figure 1.10 and other stars (Rankin

et al., 2006) supporting the theory that the lower frequency emission occurs at
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higher altitudes than the high frequency emission, and the lower frequency profile

is broadened due to a widening and dispersing of the magnetic field.

Even though lower frequency emission occurs at higher altitudes, the part

of the magnetic field that emits the low frequency radio waves is closer to the

magnetic pole in longitude (Smits et al., 2006). As can be seen in Figure 1.9, the

lower frequency radio waves are emitted further from the stellar surface in alti-

tude but closer to the magnetic pole in latitudinal angle than the higher frequency

emission. Since our sightline with respect to the magnetic field does not change

with observational frequency, the plane of emission remains parallel regardless

of the altitude or frequency of emission. More curvature in the magnetic field

results in a higher frequency of emission. While the curvature is greatest closest

to the stellar surface, it is also furthest in latitude from the magnetic pole. So

while high frequency emission more closely correlates with the condition on the

stellar surface, low frequency emission is more representative of the conditions at

the magnetic pole. Measurements verify this effect: in average pulse shapes, the

width of the components and the separation between the components increases

with a decrease in observation frequency. The growth of the pulse shapes can be

fit with a power law (Thorsett, 1991; Xilouris et al., 1996).

1.7 Polarization Properties

Just as the average pulse shape, calculated from the intensity, is unique for

each pulsar, so are its polarization properties. The polarization is measured in

three Stokes’ parameters: two linear polarizations measured 45◦ apart (Q and

U) and a circular polarization (V ). We refer the reader to section §3.3 for a

more detailed discussion of the how the polarization is measured. Individual

pulses in a pulsar tend to be highly linearly polarized but the linear polarization

in average pulse shapes may not have the same degree of polarization. This

is because the polarization of individual pulses may average away after many
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Figure 1.10: The evolution of average pulse shapes at different frequencies (Lyne
& Manchester, 1988).

pulses (Michel, 1991). The circular polarization tends not to be as strong as

the linear polarization. The circular polarization can change handedness in the

center of components and/or at the point that it closest approaches the magnetic

pole. PSR 0525+21, a highly polarized double component pulsar shown in Figure

1.11, appears to be only partially linearly polarized and the linear polarization

has the same shape as the total intensity. The circular polarization, clearly is

not as strong as the linear polarization and changes handedness at about 8◦ in

the component on the right side, but does not have a handedness change in the

left component.

The average polarization angle for most pulsars has an S-shaped curve to

it, as is obvious in the lower panel of Figure 1.11. The polarization angle is

calculated from the two measured linear polarizations, Q and U (see 3.3), and is

therefore an indication of the direction of linear polarization. The curve in the
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Figure 1.11: Top panel: Average intensity (I), linear (L), and circular (V) polar-
ization of PSR 0525+21. Bottom panel: Average polarization angle (Stinebring
et al., 1984a).

polarization angle can be understood according to the single vector model where

(Radhakrishnan & Cooke, 1969) define a vector that lies in the plane of curvature

of the dipole magnetic field. As the magnetic pole sweeps past our line-of-sight,

the vector, which is always pointing toward the magnetic pole, rotates through

the pulse window. At the closest approach to the magnetic axis, the vector also

points toward the rotation axis. In the special case where our sightline traverses

across the magnetic pole, the polarization angle, instead of making a rotation

swing, will have a constant polarization angle with a sharp 180◦ jump when our

sightline is directly over the magnetic pole. In this situation, the vector that

lies in the plane of curvature always remains parallel to our line-of-sight and

points toward the magnetic pole, resulting in a lack of curvature. When our

sightline crosses directly over the magnetic pole, the orientation of the vector

does not change except for a reversal in sign, which results in a 180◦ jump in
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the polarization angle. Therefore, the amount that the polarization swing is

less that 180◦ is an indication of the geometry of the star: the offset between

the rotation and magnetic axes (α) and the magnetic axis and our line of sight

(impact parameter β). The single vector model describing the polarization angle

swing is also referred to as the rotating vector model or the Radhakrishnan &

Cooke polarization angle swing.

This single vector model is based on three assumptions: the radiation is

beamed tangent to the magnetic field, the polarization angle is aligned to the

plane of curvature of the magnetic field, and the magnetic field is a dipole (Hib-

schman & Arons, 2001). As Radhakrishnan et al. (1969) point out, PSR 0833-45

has a change in polarization angle greater than 45◦ through a pulse window of

only 20◦, indicating that the emission must occur near the surface of the star. If

emission occurred at high altitudes, the vector swing would not be able to rotate

the full 45◦ degrees through the given pulse window.

Cordes (1978) used the profile widths of different pulsars at various frequen-

cies to place limits on the emission radius from a minimum of few percent of the

velocity of light radius to a maximum of 5-10 times the neutron star radius. The

shape of the curve is also partially dependent on the viewing geometry, namely

the offset between the rotation and magnetic poles, α, and the angle between

the magnetic pole and our line of sight β. The steeper the curve, the closer our

sightline is radially to the magnetic pole, as discussed in detail in §3.2. The

polarization angle in PSR 0525+21 swings through about 150◦, indicating that

our sightline transverses only 0.7◦ away from directly crossing the magnetic pole

(Lyne & Manchester, 1988).

More detailed information about a pulsar can be gained from examining indi-

vidual pulses. In addition to the polarization angle swing described by the single

vector model, in individual pulses the polarization angle can undergo 90◦ jumps.

Backer et al. (1976) first noticed this phenomena and called it “orthogonal polar-

ization modes”. The orthogonal polarization modes represent the superposition
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Figure 1.12: Histograms of circular, linear, and polarization angle of PSR
0525+21 (Stinebring et al., 1984a).

of two polarization modes: one polarization mode lies in the plane of curvature

of the magnetic field, and the other polarization mode lies perpendicular to the

plane of curvature. Since both polarization planes rotate with the magnetic field,

they trace the same polarization angle swing through the pulse window, only sep-

arated by 90◦. In many cases, one polarization mode tends to be more dominant

than the other.

The switching between the two orthogonal polarization modes in the individ-

ual pulses can be masked in the average pulse shapes, as the average polarization

angle follows the angle of the dominant plane. Stinebring et al. (1984a,b) created

histograms of the circular, linear, and polarization angles of individual pulses to

explore the orthogonal polarization mode switching. Figure 1.12 is of the same

data as Figure 1.11 but in histogram form. Several things become quite obvious
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when examining the histogram compared to the average profile. The highest

linear polarizations in the average profile occur around −3◦ and 7◦, more or less

matching the shape of the total intensity but with the peaks offset. In the polar-

ization angle histogram, the S-shaped curve is quite distinct, but at longitudes

corresponding with a maximum in the total average intensity, there appears to

be a switching in the polarization angle both 90◦ and 180◦ away from the main

polarization angle track. By definition of the polarization angle (see §3.3), a

change of 180◦ is meaningless; a polarization angle of 0◦ and 180◦ have the same

polarization mode. However, a polarization angle change of 90◦, barely seen in

PSR 0525+21, indicates some polarization in a plane orthogonal to the main po-

larization angle track. Backer et al. (1976) first observed the existence of these

two simultaneous orthogonal polarization modes and noted that the sum of the

two modes would be depolarization with the polarization angle following the

stronger mode (Graham-Smith, 2003). Indeed, the average polarization angle

of PSR 0525+21 in Figure 1.11 does not show the second, fainter polarization

mode. It is generally accepted that the two modes are orthogonal and that a mix-

ture of the two modes would have the polarization state of the dominant mode

(Graham-Smith, 2003). Gil et al. (1992) finds the polarization angle through

another method; in the presence of two polarization angle modes, the total in-

tensity, linear, and circular polarization profile are calculated. He finds that the

orthogonality of the two modes can deviate as much as 30◦ or more, but this may

only apply to cases involving complex profiles and more than one simultaneous

(emission) source (Graham-Smith, 2003). In a proper motion study, Johnston

et al. (2005) measured the polarization angle at the closest approach to the mag-

netic pole for 20 pulsars. Of these, half of the pulsars where the polarization

angle was within 10◦ of one of the two orthogonal polarization modes, indicating

that the rotation vector was aligned to the proper motion vector.
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Figure 1.13: Individual pulses and average pulse shape for PSR 0943+10, repro-
duced from archival data taken by Deshpande & Rankin (2001).

1.8 Drifting Subpulses

Drake & Craft (1968) first observed an system of organized subpulses that

move through the pulse window, called drifting subpulses. This phenomena is

easily seen in PSR 0943+10 because it has a simple, single component in the

average pulse shape. The individual pulses, shown in Figure 1.13 vary wildly

in amplitude and shape, but consistently build up a stable average pulse shape.

Each panel, left and right, in Figure 1.13 show a hundred successive pulses of PSR

0943+10. Despite the variations in the individual pulses, the average pulse shapes

for those two sections of hundred pulses each (top panels of Figure 1.13) are

remarkably similar. The individual pulses tend to be highly polarized, although

not as obvious in the average linear polarization (dashed line in the top panel of

Figure 1.14). The polarization angle histogram clearly shows the two orthogonal

polarization modes. The gradual slope of the polarization angle swing, especially

as compared to that of PSR 0525+21 in Figure 1.11, indicates the sightline is a

least several degrees from the magnetic pole.

29



−1

0

1

2

3

4

5

6

7

8
x 10

4

A
ve

ra
ge

 I,
 L

, a
nd

 V
P

ol
ar

iz
at

io
n 

A
ng

le
 in

 D
eg

re
es

Longitude in Degrees
−10 −5 0 5 10

−90

−45

0

45

90

Figure 1.14: Top panel: Average intensity (solid line), linear polarization (dashed
line), and circular polarization (dotted line) for PSR 0943+10 at 430 MHz. Bot-
tom panel: Polarization angle histogram.

The drifting subpulses are characterized by three main timescales. The first

is the spin period of the pulsar, P1. Typical of these types of pulsars, the spin

period for PSR 0943+10 is 1.097608 seconds. The second is P2, the spacing

in time (represented as longitude in Figure 1.15) between adjacent subpulses

within the same pulse, as illustrated in Figure 1.15. Most subpulses have a

period around 30 msec, although our own observations have found subpulses in

the range of 15-50 msec. The value of P2 must be incommensurate with P1 for

the subpulses to “drift”. The low duty cycle of the pulsars makes it difficult to

find an exact period for the subpulses. Pulsars that have at least two subpulses

in a pulse window make the problem of determining P2 more tractable, but

the apparent value of P2 can be highly influenced by the viewing geometry and

multiple components in the average pulse profile (see §2). The last parameter is

P3, the time it takes for a subpulse at a given longitude to return to the same
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Figure 1.15: Definitions of P1, P2, and P3(Ruderman & Sutherland, 1975).

longitude in subsequent spins of the star.

If P2 is stable with regular spacing between adjacent subpulses, then the

following relationship should hold:

1

P3

=
1

P2

− n

P1

(1.11)

where n is a integer indicating the number of spins needed for the subpulse

to return to its original longitude. In the non-radial oscillation model we will

present, P2 is the oscillation frequency, and is thus required to be a stable

underlying clock. The original idea that non-radial oscillation in pulsars could

explain the drifting subpulses was discarded because the apparent measured value

of P2 was not stable enough to indicate an underlying clock mechanism. In §2,

we show that this argument is not valid. The value of P2 can be extremely

stable and regular, but be pulled around by the nodal structure of the star,

causing P2 to seem to be irregular even though it is not.
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In each consecutive spin P2 changes slightly with longitude and a line drawn

through the maximum of each subpulse produces, as in Figure 1.15, a driftband.

In Figure 1.15, the subpulses are completely regular and P2 is stable, so the

driftband is a straight line. As mentioned, the structure of the pulse can make

P2 appear to wander, creating curvature in the driftband. Two types of curvature

are usually observed and the explanation of this curvature in light of our non-

radial oscillation model is detailed in Appendix §A.

Most pulsars also display two other, sometimes related, phenomena: mode

changes, a change in the subpulse period P2, and nulls, a cessation of the pul-

sar emission all together at all frequencies. Mode changes may or may not be

accompanied by nulls. The mode changes can be cyclic, rotating though several

different values of P2, as in PSR 0031-07 (Vivekanand & Joshi, 1997). Nulls are

a lack of emission, usually defined as 1% below the mean pulse power (Graham-

Smith, 2003). Like all other behaviors, nulling varies between pulsars but can be

characterized and unique for each pulsar. Some pulsars have nulls that last only

two or three pulses for every hundred or so regular pulses (Backer, 1970c). Some

nulls can last hours or days (Esamdin et al., 2005) and be in the “null” state

longer than the time when the pulsar is emitting. Pulsars that are weak emitters

can have undetermined nulling behavior as the signal is so low that individual

pulses can not be resolved and only the average pulse shape can be determined

for the pulsar (Graham-Smith, 2003). PSR 0809+74 has both mode-changes and

nulls. In Figure 1.16, pulses 1 through 140 show a stable P2, followed by a null.

When the subpulses resume, they have a different P2, as seen by the change in

slope of the driftband. Around pulse 280, the subpulse seem to change back to

their original value of P2, but unaccompanied by a null.
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Figure 1.16: Mode changes and nulls in PSR 0809+74 (van Leeuwen et al., 2002)

1.9 Non-radial Oscillation Modes

One of the objectives of this thesis is to account for all the properties of

pulsars, particularly drifting subpulses, mentioned in the previous sections using

pulsations. To this end, we give a brief description of non-radial oscillation the-

ory, the types of non-radial oscillation modes, and the required stellar conditions

for the modes to exist.

Simple stellar models assume stars are in hydrostatic equilibrium: the gravi-

tation pressure exerted inwards toward the stellar core is balanced by the outward

pressure from the stellar interior. In variable stars, hydrostatic equilibrium is not

maintained due to local motions of the stellar fluid, and in which case the stars

can oscillate. The two main oscillation modes are due to the two forces balanced

in hydrostatic equilibrium: p-modes in which the restoring force is pressure and

g-modes in which the restoring force is gravity. The p-modes are acoustic modes

and are related to the speed of sound in the stellar interior. The g-modes are

related to the buoyancy force and can be thought of as standing gravity waves.

The fundamental radial oscillation frequency is the dynamic timescale, given by
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1.12 (Hansen & Kawaler, 1994).

tdyn = (
R3

GM
)1/2 (1.12)

The fundamental frequency and higher frequencies for a given star are p-

modes; frequencies lower than the fundamental frequency are g-modes. The

fundamental radial oscillation p-mode for the sun is 26.53 minutes and higher

frequency 5-minute p-mode oscillations have also been detected. The funda-

mental mode has no nodes, but the 5-minute oscillation modes have 20-30 nodes

in the radial direction (Christensen-Dalsgaard, 2003). White dwarf stars have a

fundamental p-modefrequency, according to Equation 1.12 of about 2 seconds.

However, they have observed oscillation periods of 3-10 minutes, indicating that

the oscillation modes are g-modes.

Non-radial oscillation modes can be characterized by three numbers: l, m,

and n. The oscillations on the stellar surface are described by a Legendre poly-

nomial, a function l and m, which determine the nodes (ie. zeros in the Legendre

polynomial). The oscillations from the stellar core to the surface can be described

by a standing wave with n zeros. Thus, number of nodes from one pole to the

other is l, the number of nodes that cross equator is m, and the number of nodes

from the center of the star to the surface is n. Non-radial oscillations do not

assume axial symmetry is preserved; radial oscillations are a special case of the

more general non-radial oscillations.

While we will not delve into the mathematics of non-radial oscillation the-

ory and refer the reader to Hansen & Kawaler (1994) or Christensen-Dalsgaard

(2003), suffice it to say that the second order differential equation of the dis-

placement vector of the oscillation, ξ can be given by:

d2ξr
dr2

= −K(r)ξr (1.13)

where
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K(r) =
ω2

c2
(
N2

ω2
− 1)(

Sl
2

ω2
− 1) (1.14)

The two important frequencies in Equation 1.14 are the buoyancy, or Brunt-

Väisälä, frequency, N (Hansen & Kawaler, 1994):

N2 = −g[d ln ρ

dr
− 1

Γ1

d lnP

dr
] (1.15)

and the acoustic, or Lamb, frequency, Sl:

S2
l =

l(l + 1)

r2

Γ1P

ρ
=
l(l + 1)

r2
v2

s (1.16)

where

Γ1 =
∂ lnP

∂ ln ρ
(1.17)

If ω2 > N2, Sl
2 or ω2 < N2, Sl

2, thenK(r) is positive, the solution to Equation

1.13 is oscillatory motion. If N2 < ω2 < Sl
2 or Sl

2 < ω2 < N2, then K(r) is

negative, the solution is either exponentially increasing or decreasing. If the

solution is oscillatory, then the solution for Equation 1.13 is:

ξr cos(

∫

(K(1/2)dr + φ) (1.18)

For a given oscillation mode, there may be oscillatory solutions interspersed with

exponential solutions. In the regions where the solution is oscillatory, one of the

two frequencies (acoustic or buoyancy) dominates and the solution is said to be

“trapped”. The boundaries of the trapping region are where K(r) = 0. As the

frequency increases, K(r) increases, and as K(r) increases, so does the number

of zeros in Equation 1.18, which characterizes the order of the mode.
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For the oscillatory condition ω2 > N2, Sl
2 the frequency is high, resulting

in p-modes where pressure is the restoring force. In this case, ω >> N and

Equation 1.14 becomes

K(r) ≃ 1

c2
(ω2 − Sl

2) (1.19)

Thus as the mode order increases, so does the frequency and K(r). For dense,

compact objects like neutron stars, oscillations of this order have too high a

frequency to match the subpulse frequency and an increase in the radial order

will only increase the oscillation frequency.

For the oscillatory condition ω2 < N2, Sl
2, the resulting modes are g-modes are

are lower frequency than the p-modes and the restoring force is gravity. These

modes are based on the buoyancy frequency. In the stellar interior, if a parcel

of fluid is displaced upward adiabatically (ie., there is no heat exchange between

the parcel and its surroundings), then the condition for g-modes to take place

depends on whether the element is more or less dense than its surroundings. If

the parcel is more dense than the fluid it displaces, N2 > 0, the buoyancy force

will return the parcel to its original position and the parcel oscillates around its

original position. If the parcel is less dense that the fluid it displaces, N2 < 0,

the buoyancy force will cause the parcel to keep moving upwards away from

equilibrium, creating convective instability (Christensen-Dalsgaard, 2003). The

higher the frequency of the g-mode, the deeper it is in the interior of the star.

In this case, ω << Sl and Equation 1.14 becomes:

K(r) ≃ 1

ω2
(N2 − ω2)

l(l + 1)

r2
(1.20)

As the frequency ω decreases, K(r) increases. The mode order increases with

decreasing ω. Thus for a neutron star, even if the fundamental frequency is much
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higher than the subpulse frequency, a higher radial order overtone can match the

lower observed subpulse frequency.

1.10 Scope of This Project

The goal of this project is to present a non-radial oscillation model that can

successfully reproduce many properties of drifting subpulses in pulsars. This

model is an alternative to the drifting spark model of Ruderman & Sutherland

(1975) (see §1.5). One advantage of our model is that it can be used quanti-

tatively fit to data, which we describe in Chapter 3. Our non-radial oscillation

model is able to reproduce both the time-averaged pulse properties and the in-

dividual pulse properties of pulsars. We are able to describe the average pulse

profile, which is the average of many consecutive pulses of a star and is unique

for each pulsar. Pulsars can have anywhere from 1-5 components in their aver-

age pulse profile and the components are usually symmetric about the center of

the pulse window, which can be naturally explained in our non-radial oscillation

model. The single vector model of Radhakrishnan & Cooke (1969) describes the

polarization angle swing as the curve traced by the vector that lies in the plane

of curvature of the dipole magnetic field and rotates with the magnetic field as

it passes by our line-of-sight. The single vector model seamlessly incorporates

into our non-radial oscillation model, as it is a natural part of our model. In

addition, we are able to explain the orthogonal polarization modes, which is the

presence of two polarization angle swings which are 90◦ apart. In each con-

secutive spin of the pulsar, smaller subpulses are present in the pulse window.

In some pulsars they drift through the pulse window and in other pulsars they

display quasi-stationary behavior. The drift rate of the subpulses is incommen-

surate with the spin period, and in our model, we explain the drift rate of the

subpulses as an oscillation mode. An imaginary line tracing the location of the

maximum of each subpulse creates a driftband. In many instances, the drift-
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band is not linear and instead has distinct curvature, which we can explain as

an interaction between the oscillation mode and nodal structure on the surface

of the star (see §2). Furthermore, the subpulses can have a 180◦ phase jump

between adjacent components, a phenomena that is seen in other non-radially

oscillating stars and was critical in leading us to the development of the model

presented in this work. Some pulsars exhibit mode changes where the subpulse

period changes. The mode changes can be cyclic between several periods and

can be accompanied by nulls, which are periods of no emission. Mode changes

and nulls are also seen in other non-radially oscillating stars and are a natural

result of pulsations.

In addition, our model can reproduce some of the unique behavior that is not

considered the general trend and is seen only in a few pulsars. If the average pulse

shape in some pulsars has multiple components, the slope of the driftband can be

different in each of the components. Some pulsars show 180◦ subpulse phase jump

between adjacent components, and other pulsars do not show any subpulse phase

jump between components. This distinction is easily explained in our model. In

addition, our model can explain those particular instances when the subpulse

phase jumps are not 180◦ apart. We consider our non-radial oscillation model

to be successful because it cannot only explain the general properties of pulsars,

but also those pulsars whose behavior is not the general trend, and furthermore,

our model makes specific, testable predictions of phenomena that we should be

able to observe.

1.11 Plan of This Work

The idea of non-radial oscillations in stars is not a new idea. White dwarf

stars, rapidly oscillating AP stars, delta Scuti stars, and even our sun are all

known to have oscillation modes. Despite this, the suggestion of non-radial

oscillations in radio pulsars has been largely ignored. However, when Edwards
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Figure 1.17: Subpulse amplitude (upper panel) and phase (lower panel) envelopes
for PSR 0320+39 (Edwards et al., 2003). The upper panel also shows the average
pulse shape (dotted line). The subpulse amplitude envelope shows a minimum
near zero at the same longitude as a 180◦ shift in the phase envelope. The
phase envelope is plotted three times representing analysis via three different
techniques. A 60◦/◦ slope has been removed from the phases.

et al. (2003) published their analysis of PSR 0320+39, a single figure in their

paper had striking similarities to another known oscillating star, the rapidly

oscillating AP star HR 3831. HR 3831 is an oblique rotator of l = 1,m = 0 with

the pulsation axis aligned to the magnetic axis. Figure 1.18 shows phase changes

of 180◦ as our line of sight crosses the nodal line. PSR 0320+39, as Edwards et al.

(2003) show in Figure 2.4, has a minimum in the subpulse amplitude envelope

corresponds to a 180◦ shift in the phase envelope. The evidence of what appears

to be a nodal line in PSR 0320+39 instigated our development of a non-radial

oscillation model for pulsars.

We start by modeling the total intensity and show that a pulsational model

can reproduce the observed phenomena. In addition to PSR 0320+39, we re-
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Figure 1.18: The oscillation phase versus magnetic rotation for rapidly oscillating
AP star HR 3831 (Kurtz et al., 1990).

examine PSR 1919+21, the first pulsar. When PSR 1919+21 was discovered in

1968, it revolutionized scientific thinking about neutron stars from both a theo-

retical and observational standpoint. Even after almost 40 years, this star shows

unique and interesting behavior that cannot easily be explained by most current

drifting spark models, specifically the anticorrelation in subpulse phase between

adjacent components. Yet a non-radial oscillation model naturally explains the

subpulse phase jumps due to the presence of a nodal line. In this qualitative

manner, we compare PSR 1919+21 to published results. We also model PSR

1237+25, another complex, multi-component pulsar to published analyses.

After demonstrating that we can successfully reproduce the total intensity

behavior of pulsars, we then elaborate on our non-radial oscillation model to en-

compass linear polarization phenomena that are associated with pulsations (the

Stokes’ parameters Q and U). We link the displacement and velocity of the os-

cillations to two distinct orthogonal polarization modes which are then combined

into the Stokes’ parameters. We revisit PSR 1919+21 and PSR 1237+25 and

find that these pulsars fit into a specific case of the more general model which

includes polarization. We conduct quantitative fit of our model to PSR 0943+10

to archival data. We use this pulsar because it has been exhaustively studied in
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the literature and its behavior is well-documented. Furthermore, it has a sim-

ple morphology that lends itself well for quantitative fitting and our model is

successful in reproducing its behavior.

We used the 100 meter radio telescope in Green Bank, West Virginia to

acquire 28 hours of high time resolution data on 16 different pulsars in all four

Stokes’ parameters. While the data has not yet been fully calibrated, we show

preliminary data analysis on PSR 0809+74 and PSR 1237+25. PSR 0809+74

shows some of the most complex pulsar behavior which is not easily explained

by current pulsar models but can be naturally explained with our non-radial

oscillation model. We show our model of PSR 0809+74 and compare it to our

data taken by the Green Bank Telescope and with published literature. We leave

the quantitative fitting of these stars for future work.
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Chapter 2

OBSERVATIONS OF

NON-RADIAL PULSATIONS

“Yes,” I said to the little prince.

“The house, the stars, the desert –

what gives them their beauty is

something that is invisible!”

Antoine de Saint-Exupéry

The Little Prince

2.1 Introduction

Upon the discovery of radio pulsations from pulsars by Hewish et al. (1968),

Ruderman (1968) proposed that the pulses arose from non-radial oscillations of

a neutron star. This idea was quickly displaced by a rotational model (Gold,

1969), but Drake & Craft (1968) again raised the possibility of pulsations when

they measured individual pulse sequences for two pulsars and found within them

narrow subpulses that moved to successively earlier times within the main pulse.

Because this drift represented the presence of a “second periodicity” incommen-

surate with the spin period, it was natural to propose a time-like oscillation of



the star. Subsequent measurements, however, revealed complex subpulse pat-

terns that did not conform to a pulsation model in any obvious way. Moreover,

the persistence of unique subpulse shapes from pulse to pulse, along with prob-

lems of phase stability we will address in later sections, led Drake to conclude

that the drifting subpulses were incompatible with the pulsation hypothesis (see

Staelin et al., 1970; Hewish, 1970). Ultimately, pulsations were abandoned in

favor of purely geometric models, although they reappeared from time-to-time

in the theoretical literature (notably Hansen & Cioffi, 1980; van Horn, 1980; Mc-

Dermott et al., 1988; Carroll et al., 1986; Finn, 1990; Reisenegger & Goldreich,

1992; Strohmayer, 1993). Most recently Duncan (1998) invoked toroidal modes

to account for oscillations of soft gamma repeaters, but other than the work of

Strohmayer (1992) and Strohmayer et al. (1992), there has been no determined

attempt to account for the properties of classical pulsars with models involving

non-radial pulsations.

Instead, most current models, though not all (cf. Lyne & Manchester, 1988;

Han & Manchester, 2001), incorporate a circulating pattern of sub-beams, whose

motion about the magnetic pole produces the drifting subpulses. In these models,

pulsar emission comes from accelerated particles that originate near the pulsar

magnetic pole and travel along curved paths in the star’s magnetic field (see

Radhakrishnan & Cooke, 1969; Komesaroff, 1970). The radiation is confined to

a narrow beam by the dipole magnetic field geometry (Goldreich & Julian, 1969)

and relativistic beaming along the direction of particle motion, which is roughly

parallel to the magnetic axis, not perpendicular as in the models of Gold (1969),

Smith (1970) and Zheleznyakov (1971). The observed brightness of pulsar beams

effectively demands that the radiation is coherent, but the question of how it is

produced is not settled (Jessner et al., 2001; Lesch et al., 1998; Melrose, 1995).

Early studies of pulsar single pulses and average pulse shapes (Taylor et al.,

1975; Lyne et al., 1971, and others) led to the addition of more elaborate emission

structures within the model pulsar beam. These features sweep past our sightline
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and recreate the variety of pulse shapes we observe. Backer (1976) described a

target-shaped emission pattern (a central core surrounded by an annulus) that

can reproduce a wide variety of pulse morphologies depending on whether our

sightline crosses the center of the pattern, yielding a three component pulse, or

crosses only the annulus, resulting in a one or two component pulse. Oster &

Sieber (1977) added a second annulus and rotating features to reproduce pulses

with more than three components and drifting subpulses. In 1975, Ruderman &

Sutherland (1975) supplied a physical basis for the model by suggesting that the

emission arises from localized discharges or sparks near the polar cap. These are

arranged in annular patterns, and rotate naturally due to the crossed components

of the magnetic and electric fields.

In addition to the fixed and drifting substructure, models must account for

observations of two kinds of discrete events observed in some pulsars; “mode

changes”, which abruptly alter the character of the substructure, and pulse

“nulling”, during which the pulse emission drops below detectable levels for one

or more spin periods of the pulsar (Backer, 1970c,b; Bartel et al., 1982). In the

Ruderman & Sutherland (1975) model, mode changes and nulling result from a

collapse or reorganization of the fixed and moving spark structures, after which

they must reappear with the same features they had previously.

Several reviewers have summarized observational and theoretical progress in

the study of pulsar beams. The most ambitious is Rankin (Rankin, 1983b,a,

1986, 1990; Radhakrishnan & Rankin, 1990; Rankin, 1993a; Mitra & Rankin,

2002), who has both reviewed and synthesized the observations into an empiri-

cal model incorporating polarization and spectral behavior. Manchester (1995)

gives a somewhat different view of the beam geometry. Most recently, Graham-

Smith (2003) has published a succinct review that includes both “normal” and

millisecond pulsars.

Against this backdrop, as a student project, we conducted a re-analysis of

archival data on PSR 0943+10 to look for evidence of non-radial pulsations,
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which, according to theory, might have periods ranging from milliseconds to

seconds (McDermott et al., 1988). Our analysis, which will appear in a subse-

quent paper, convinced us that time-like oscillations with a period of 31.8 msec

are a viable alternative to the rotating carousel of emission beams proposed by

Deshpande & Rankin (2001), but we could find no compelling reason other than

aesthetics to prefer a pulsational model. In search of a definitive test, we reviewed

the extensive observational literature on pulsars, and found intriguing evidence

for non-radial pulsations as a universal mechanism for drifting and stationary

subpulses. Moreover, we found that the original reason for abandoning pulsa-

tional models does not apply to non-radial pulsations of high azimuthal degree

(ℓ) in which our sightline crosses pulsation nodal lines. The presence of nodal

lines increases the variety and subtlety of expected subpulse behavior.

The purpose of this paper is to introduce a model in which high ℓ pulsations

aligned to the pulsar magnetic pole take the place of the fixed and moving struc-

tures of the circulating spark model, but other details of the geometry remain

unchanged. In this paper we will explore only the phenomenological consequences

of this substitution, and compare them qualitatively to published observations.

We will not discuss in any detail problems in the physics of pulsed radio emis-

sion or polarization mechanisms. In §2.2, we will present the basic features of our

model, and explore its observational properties, some of which are not immedi-

ately obvious. Our main purpose is to lay the groundwork for future application

of the model to radio measurements of individual and average pulse profiles. In

§2.3 we will examine qualitative evidence in favor of our model, reserving quanti-

tative comparisons for subsequent papers. The strongest evidence we will present

comes from published measurements that show subpulse phase behavior difficult

or impossible to explain using the circulating spark model, but demanded by

high ℓ pulsations. We will also discuss analogies between pulsar behavior and

that of known pulsating stars, specifically the rapidly oscillating peculiar A stars

(roAp) and the pulsating white dwarf stars. This will demonstrate that there are
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precedents for the model behavior we propose. In §2.4, we will speculate about

theoretical aspects of our model, such as the pulsation driving mechanism, and

we will introduce the notion of “horizontal mode trapping”, which can account

for the high ℓ character of the proposed modes and relate them to the observed

period evolution of pulsar beam widths. We will end by highlighting the potential

for neutron star seismology, which can yield direct measurements of interesting

physical quantities like the buoyancy of neutron star surface oceans.

2.2 Morphology of Non-radial Pulsations

In this section we will describe the basic emission patterns that we expect

non-radial pulsations to produce. It is simplest, though not strictly necessary, to

confine ourselves to pulsations where the material displacements follow spherical

harmonics with azimuthal order m = 0. Using the notation Robinson et al.

(1982) applied to white dwarfs, we can express displacements as follows:

ξ = Yℓ,0(Θ,Φ) cos(wtt+ φ) (2.1)

where the Y is a spatial distribution of pulsation amplitudes, Θ and Φ are spher-

ical coordinates aligned to the magnetic axis of the star, and cos(ωtt + φ) is a

time-like variation.

2.2.1 Fixed and Variable Pulse Structure

Already we see in Equation 2.1 the expression of an important feature of

pulsar emission. In a series of individual pulses from a pulsar there may be no

two alike, yet the average of a sufficient number of pulses builds up a profile that

is stable in longitude and repeatable. Figure 2.1 illustrates this behavior with

two sequences of pulses from pulsar PSR 0943+10 and their respective averages.

A series of “driftbands” that represent the positions of subpulses in successive
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Figure 2.1: Two sequences of 100 pulses each from 430 MHz observations of PSR
0943+10 (lower panels), and their averages (upper panels). The subpulses show
organized drift from right to left, along with disorganized amplitude behavior,
but their averages converge to similar envelopes. The data are from Suleymanova
et al. (1998) and are also published in Deshpande & Rankin (2001).

spins of the pulsar, can be seen going from right to left. Note that within each

individual pulse there are two, sometimes three, subpulses, but the average pulse

shape is single-peaked. The abscissa is actually time within the pulse, but as

conventional we plot longitude calculated according to the formula Φ = 360◦/P1,

where P1 is the pulsar spin period. Following standard convention, we will use

P2 to represent the time interval between consecutive subpulses (the horizontal

spacing between subpulses in Figure 2.1) and P3 to represent the time required for

subpulses to return to a fiducial longitude (the vertical spacing between subpulses

in Figure 2.1).
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Though they exhibit large pulse-to-pulse amplitude variations, the drifting

pulses in Figure 2.1 are modulated, on average, by a longitude stationary enve-

lope. In some pulsars this has more complex structure than in PSR 0943+10,

as we shall see in a moment. In her review and synthesis of pulsar data, Rankin

(1983b) expressed the difference between the information carried by average pul-

sar profiles and sequences of individual pulses thus: “it seems that profiles and

pulse sequences must then each manifest some largely independent physical basis

in the emission region.” As seen in Equation 2.1, non-radial oscillations offer a

natural separation between fixed and variable structure in the form of spatial

and time-like portions of a normal oscillation mode.

In addition to oscillations obeying Equation 2.1, we must also propose that

these oscillations are coupled to the radio emission mechanism, and that they can

generate time-modulated emission according to ξ of Equation 2.1. For consis-

tency with the observations, we do not want the pulsations to subtract emission

in the negative part of their cycle, so in our simulations we have kept only posi-

tive values of ξ. An alternative approach, analogous to the method of Edwards

& Stappers (2002), would be to add a longitude-dependent bias to ξ. This would

change the appearance of the simulated individual and average pulse shapes,

and if large enough, would mute the nodal structure in the average pulse shapes

relative to those shown in this paper.

We also assume that for a fixed radio frequency band, the emission origi-

nates at about the same altitude above the magnetic pole. This means that

longitudinally distinct regions on the stellar surface will correspond to longitu-

dinally separated pulse components, though the separation grows larger with

increasing emission altitude due to the dipole field geometry (Komesaroff et al.,

1970; Thorsett, 1991). This assumption is consistent with the measurements of

Gil (1991) and Gil & Kijak (1992), who found similar emission heights for the

various pulse components, but in conflict with the picture described by Rankin

(1993a) or even Gangadhara & Gupta (2001) (see also Gupta & Gangadhara,
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2003). Finally, we note the sinusoidal pulses that result from Equation 2.1 will

not be sufficient to reproduce the non-sinusoidal profiles seen in Figure 2.1, or

the large variations in pulse size, but they will illustrate the essential morpho-

logical features pulsations can produce. This level of abstraction will allow later

incorporation of simulated emission mechanisms (e.g. shot-noise models, Rickett,

1975; Strohmayer et al., 1992) without affecting the tests of our model presented

in this paper.

Figure 2.2 shows oscillations with ℓ = 70 and m = 0 mapped onto the surface

of a neutron star aligned with the magnetic axis. Dark regions indicate negative

displacements and light regions positive ones. After a half cycle of the pulsations,

the dark regions would be light and vice versa, but the nodal lines separating

them would remain unchanged, except for rotation of the whole pattern about

the rotation axis of the star (shown as a line extruding from the top of the

sphere in Figure 2.2). This model is similar to the “oblique pulsator” model

developed for roAp stars by Kurtz (1982), except that ℓ is much higher here,

and the pulsar only emits from a small region near the magnetic pole. We have

indicated the boundary of the emission region in Figure 2.2 with a circle around

the magnetic pole. In §2.4 we will present a justification for why this boundary

should coincide with a nodal line, and we will propose that the oscillations have

different amplitude, perhaps even zero amplitude, outside of this boundary, a

property we have not tried to reproduce in Figure 2.2. Following convention, we

will use α to denote the angle between the pulsar’s spin and magnetic axes, and

β for the minimum angular separation between the magnetic pole and our line

of sight, which is sometimes also called the “impact parameter”.

If the pulsar in Figure 2.2 rotates such that the emission region passes under

our line of sight, we can observe two different kinds of variations. Because the

oscillation amplitude is always zero at nodal lines, but can be non-zero elsewhere,

the nodal lines sweeping past our line of sight can create pulses with a repetition

rate related to the rate of nodal line passage. To estimate this rate, consider
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Figure 2.2: An oblique pulsator model for pulsar beams, showing an ℓ = 70,m =
0 spherical harmonic aligned to the magnetic axis of a neutron star. The angle
between the rotation axis and magnetic pole is α = 50◦ in this illustration. The
circle around the magnetic pole in the enlarged view denotes the boundary of the
emitting region. This region is crossed by four sightlines with different impact
parameters (β, see text). For each sightline, the inset shows the corresponding
rectified slice of the spherical harmonic, representing the average beam profile.
At the boundaries corresponding to nodal lines, subpulse phase changes by 180◦,
denoted by alternating + and − signs in the figure.

the case α = 90◦, β = 0◦. In one full spin of the star our sightline crosses each

nodal line twice, so the crossing rate is P1/2ℓ, but the period of a full cycle

of the variations is twice this amount, or P1/ℓ, because ξ changes sign at each

nodal line. For arbitrary α, the number of crossings is reduced by sin(α), so the

apparent average period of the spatial variations is:

Pnode =
P1

ℓ sin(α)
(2.2)

For simplicity, we have suppressed the more complicated dependence on β,

which can be seen in the inset of Figure 2.2. The important feature to recognize

is that the zeroes caused by the spatial node pattern remain at fixed longitude in

50



subsequent spins of the pulsar unless either ℓ or the emission geometry changes.

At the same time as these nodal lines sweep past, the time-like oscillations

generate pulses with a repetition rate related to the oscillation frequency as

follows:

Ptime =
2π

ωt

(2.3)

The behavior we observe in a pulsar beam depends upon the relationship

between these two periods. If Pnode > Ptime, then we will see subpulses narrower

than the nodal line structure, and, as long as Ptime is incommensurate with P1,

these subpulses will drift in longitude. Furthermore, as long as the measurement

does not span a nodal line, the separation between subpulses P2 will be approx-

imately equal to Ptime. P2 is not exactly Ptime because the nodal structure that

modulates the amplitudes of the subpulses also affects their times-of-maxima.

For Pnode > Ptime, this causes longitude dependent subpulse drift such that P2 is

less than Ptime near nodal lines. In §A we quantify this behavior and show

examples of the driftband curvature it generates.

In contrast to the appearance of individual pulses, the average of a sufficiently

large number of pulses will reveal the fixed nodal line structure. In the inset of

Figure 2.2, we have shown what this nodal line structure would look like by

plotting various traverses our sightline might make across the magnetic pole.

For each traverse, we have plotted a rectified spherical harmonic to simulate the

average of many spin periods where emission occurs only when ξ is positive in

Equation 2.1. Our figure is intentionally similar to that of Backer (1976), but

whereas the spacing and width of his annular features was arbitrary, ours follows

the spacing and shape of spherical harmonics. We will return to this and other

features after considering the case where Pnode < Ptime.

For Pnode < Ptime, individual pulses show no structure significantly narrower

than the nodal line spacing, but the modulation of fixed pulse components at

Ptime can still generate quasi-stationary driftlike variations. We have described
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Figure 2.3: Oblique pulsator simulations representing individual and average
pulse profiles of PSR 0943+10 (left) and PSR 1237+25 (right). The PSR
0943+10 simulation uses ℓ = 83, α = 11.5◦, β = 5.4◦, P1 = 1.098 s, and
Ptime = 31.78 msec. There are no nodal lines in the pulse window, and
Ptime < Pnode, so subpulses appear to drift continuously across the profile.
The PSR 1237+25 simulation uses ℓ = 85, α = 53◦, β = 0◦, P1 = 1.382 s,
and Ptime = 89.90 msec. There are four nodal lines in the pulse window, and
Ptime > Pnode so subpulses appear as quasi-stationary variations with phase re-
versals at the nodal lines.

the approximate behavior of pulse maxima for Pnode < Ptime, in §A, and have

shown an example of synthetic data for this case in the right hand panel of

Figure 2.3. Measurements of P2 from a single pulse in this case will be strongly

affected by Pnode, making it difficult to estimate Ptime without modeling. In spite

of these differences, the average of a large number of pulses will look the same

as in the case previously discussed, and as simulated in the inset of Figure 2.2.

For both cases, there is a 180◦ shift in subpulse phase between pulse compo-

nents separated by a nodal line. This has been indicated by alternating + and
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− signs in the inset of Figure 2.2. This means that the driftbands caused by

drifting subpulses, like those in Figure 2.1, will not be continuous across nodal

lines. We have simulated this behavior in Figure 2.3. The left hand panel shows

a model representing PSR 0943+10, where the sightline traverse resembles the

β = 3.4◦ case (with outer components missing), or the β = 5.7◦ case shown in

Figure 2.2. No nodal line is crossed, and the drift is continuous across the whole

profile. On the right is a model representing the 5-component profile of PSR

1237+25, whose impact parameter is smaller. For this model, adjacent pulse

components have different driftband phase, so there is no continuous pattern

extending across the profile. The model we have used to represent PSR 1237+25

also has Pnode < Ptime, and illustrates the nature of the drifting in that case.

2.2.2 Requirements of the Model

The model properties described so far are broadly consistent with the ob-

served behavior of pulsar radio emission, but to focus the discussion onto specific

tests, we will state as succinctly as possible three definitive requirements of the

pulsation model for comparison with observations.

1. At the nodal line separating adjacent pulse components, subpulse ampli-

tudes should be zero, and their phase should jump by 180◦.

This assumes that only one pattern of nodal lines is present at a time, an

assumption that could be violated if several pulsation eigenmodes are excited

simultaneously, as occurs in the white dwarf stars. Note that 1 does not require

the radio emission be zero at nodal lines, but rather that the modulated com-

ponent of the emission be zero; we have not explicitly required that all of the

emission come from the pulsations. As a corollary to requirement 1, subpulse

phase should drift almost linearly between the 180◦ jumps, to within the effects of

relativistic aberration and delay (see Gil, 1991). If, however, the subpulse phase

is inferred from the times-of-maxima of individual subpulses, these will follow the
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curvature calculated in §A. The literature on driftband curvature (e.g. Wright,

1981; Krishnamohan, 1980) does not account for the possibility of 180◦ phase

jumps, but we will show in §2.3 that they have been observed in a number of

stars, most recently and dramatically by Edwards et al. (2003).

2. The spacing between fixed pulse components should follow the same dis-

tribution as a spherical harmonic sampled along a single sightline.

This requirement has to incorporate the effects of β, which is the first of

several complications. The second complication lies in the radio frequency de-

pendence of average profiles, which is far from simple (Mitra & Rankin, 2002).

It is possible to understand these profile dependencies in the context of a radius

to frequency mapping model, as first proposed by Komesaroff et al. (1970) and

explored by Thorsett (1991). In this model, lower frequency observations mea-

sure emission from a higher altitude, where the dipole field has diverged more.

Since the emission is apparently tangent to the magnetic field, this divergence

introduces a frequency dependent “magnification”. This magnification broad-

ens pulse components at low frequencies compared to their higher frequency

counterparts, and changes the β of effective sightline, since the particles emit-

ting at higher altitude originated closer to the magnetic pole. However, if the

magnification follows a dipole scaling, the ratios between component spacings

will be preserved. Another difficulty arises from the Gaussian shape (Kramer

et al., 1994) of measured pulse components, whose half-widths will differ from

the cosine-like nodal regions of our model. We can mitigate this by comparing

our model to measurements of pulse component maxima instead of widths, when

possible. Finally, the emission we see probably represents an integral over some

area on the star, due to the finite radio bandwidth and perhaps divergence of

the emission itself. Together these problems make definitive tests problematic,

but we will show that the average beam geometries explored by Rankin (1990,

1993a), Gould (1994), and Gil et al. (1993), are crudely compatible with the
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requirements of our model.

3. Within the same pulse component, subpulses follow the relationship

1

P3

=
1

Ptime

− n

P1

, (2.4)

where nPtime ≈ P1.

This arises because P3 is simply a beat between P1 and Ptime in our model.

This relationship is the same as that given by Staelin et al. (1970) for pulsational

models, except we have substituted Ptime for P2. As we have discussed, when ℓ is

sufficiently large that one or more nodal lines appear in the observed pulses, P2 is

not necessarily a good estimator of Ptime, thus we cannot rule out the existence

of stable clock based solely on the measured irregularity of P2. According to

Staelin et al. (1970), one of the primary reasons for rejecting pulsational models

for drifting subpulses was the relative instability of P2 compared to P3. In

§2.3, we will answer this objection to pulsation models, thirty-four years late, by

reproducing observations of PSR 1919+21, the first pulsar discovered. We will

see that a model satisfying requirement 3 can simultaneously exhibit variations

in P2 like those measured by Drake & Craft (1968) and Backer (1970a).

As a corollary to 3, neither Ptime nor P3 should be affected by the radius-

to-frequency mapping that broadens Pnode at lower radio frequencies. So while

the components of an average profile grow farther apart when observed at low

frequency, the time-like pulses will not. Once again, it is crucial to recognize that

P2 may not be a good estimator of Ptime, especially when Ptime exceeds Pnode.

In that case measurements of P2 can be dominated by the nodal line structure

instead of Ptime. As we will discuss in §2.3, measurements of the frequency

dependence of P2 show negligible frequency dependence for those pulsars where

Ptime < Pnode, and an increasing frequency dependence as Pnode approaches

Ptime (Izvekova et al., 1993; Gil et al., 2002), consistent with the requirements

of our model.
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2.3 Comparison to Observations

2.3.1 Subpulse Phase Jumps

A phase jump of 180◦ is not subtle behavior, so if our model is correct then

this property of drifting subpulses should have been observed repeatedly. In-

terestingly, the first measurement of phase differences between adjacent pulse

components came relatively early, in Taylor et al. (1975), but its significance for

pulsation models was not recognized or pursued. Taylor et al. (1975) constructed

individual time series for each of the five pulse components in PSR 1237+25, and

cross-correlated them. With the exception of the central component, their anal-

ysis showed that components adjacent to each other in longitude have opposite

subpulse phase (see Figure 11 in Taylor et al. (1975)). This behavior required

Oster & Sieber (1977) to place the emission regions on their inner circulating

carousel out of phase with those on the outer (see Figure 13 of Oster & Sieber,

1977), and led Hankins & Wright (1980) to propose a spiral emission pattern. In

addition to PSR 1237+25, Taylor et al. (1975) found similar anti-correlations for

the components of PSR 0329+54. Eleven years later, Proszynski & Wolszczan

(1986) applied the same analysis with better resolution to PSR 1919+21, PSR

0809+74, and PSR 1237+25 (again). All three of these objects show behavior

consistent with 180◦ jumps in their subpulse phases in at least one radio band.

In addition to these four objects, Edwards et al. (2003) recently applied their

two-dimensional fluctuation spectrum technique to PSR 0320+39, and found

dramatic evidence for phase and amplitude modulation like that expected at a

nodal line. In Figure 2.4, we have reproduced Figure 3 of their paper, which was

largely responsible for guiding us to the model we are proposing. As Edwards

& Stappers (2002) point out, the two-dimensional Fourier transform as they

apply it makes use of all the phase information in the data to produce phase

and amplitude envelopes with high signal-to-noise ratio even for modest quality

data. In Figure 2.4, the phase envelope shows the 180◦ phase shift we expect
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Figure 2.4: Subpulse amplitude (upper panel) and phase (lower panel) envelopes
for PSR 0320+39, reproduced with permission from Edwards et al. (2003). The
upper panel also shows the average pulse shape (dotted line). The subpulse am-
plitude envelope shows a minimum near zero at the same longitude as a 180◦ shift
in the phase envelope, consistent with the requirements of the oblique pulsator
model. The phase envelope is plotted three times representing analysis via three
different techniques. A 60◦/◦ slope has been removed from the phases.

at a nodal line, and almost linear behavior in between (a 60◦/◦ slope has been

removed from the data).

At the same longitude as the phase shift, the subpulse amplitude is near zero,

as required at a nodal line. This figure evokes comparisons to Figure 14 of Kurtz

et al. (1990) (shown in Figure 2.5), which shows a similar phase shift in the

rapidly oscillating Ap star HR 3831 as rotation changes the viewing geometry

of the pulsation nodal structure. We note that our model requires symmetry

in the pulse components which means that a second phase jump should appear
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Figure 2.5: The oscillation phase versus magnetic rotation for rapidly oscillating
AP star HR 3831 (Kurtz et al., 1990).

in the profile of Figure 2.4. In their subsequent paper Edwards & Stappers

(2003) detected such a jump near the right hand edge of the profile.

Edwards & Stappers (2003) applied a similar analysis to PSR 0809+74 at

two frequencies, with results that are more challenging for our model. The phase

envelopes do not appear to be linear, and there are abrupt phase shifts not equal

to 180◦. Since the emission we observe is an integral over some frequency range

and perhaps over some area on the star, we speculate that abrupt changes can be

“washed out” by these inherent limits to the longitude resolution, especially at

low frequency where the pulse components change their appearance most rapidly

(Thorsett, 1991). Whether PSR 0320+39 is the lucky exception or the norm

will require more data to tell. At any rate we do not think the problems with

PSR 0809+74 should overwhelm our model, especially when compared to the

elaborations these phase changes require in the drifting spark model (Edwards

& Stappers, 2003), but caution and careful modeling will be required.

For PSR 1919+21, the prototype of pulsars and of drifting subpulses, we

have reproduced a longitude resolved cross-correlation map from Proszynski &

Wolszczan (1986) in the left hand panel of Figure 2.6. This is a contour plot

of the cross-correlation of the time series at each longitude with that at a ref-
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Figure 2.6: A comparison of longitude-resolved cross-correlation maps for PSR
1919+21. The left panel shows the cross-correlation of 1420 MHz time series
data from each longitude with that at a reference longitude, reproduced with
permission from Proszynski & Wolszczan (1986). The right panel shows the
cross-correlation map of simulated data using an oblique pulsator model with
ℓ = 100, α = 45◦, β = −2.35◦, P1 = 1.337 s, and Ptime = 32.01 msec. The phase
reversals at ∼ −30 and ∼ −8 msec correspond to the locations of nodal lines in
the model. Solid contours correspond to positive correlations.

erence longitude. The maxima occur at lags where the subpulse peaks align

and minima where peaks align with troughs. For subpulses that drift uniformly

from one side of the profile to the other, these diagrams should be crossed by

bands of continuous slope proportional to the drift rate. Instead, we see sloping

bands punctuated by two phase inversions, indicating that at those longitudes

the subpulses abruptly change their phase.

To illustrate that pulsations can reproduce this behavior, we have simulated

PSR 1919+21 with a model like that shown in Figure 2.2. The model has only

five parameters, α, β, P1, ℓ, and Ptime, the values of which are listed in the caption
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to Figure 2.6. First we generated a synthetic light curve using the positive values

of ξ in Equation 2.1 sampled along a sightline defined by α and β. For each time

sample in the light curve, we changed the longitude by ∆Φ = 360◦∆t/P1, and the

pulsation phase by ωt∆t, where ∆t is the time resolution. We eliminated data

outside the observed pulse window, and constructed individual time series at

each longitude. Finally, we cross-correlated these time series using the formula

provided in Proszynski & Wolszczan (1986), and produced the contour map

shown on the right hand side in Figure 2.6. We chose model parameters based on

published values (except for ℓ), in some cases adjusting them slightly to improve

the fit, which was done by eye. The model parameters should be regarded as

illustrative only; no attempt was made to measure the quality or uniqueness of

the fit.

In Figure 2.7, we show individual pulse profiles for our model of PSR 1919+21,

to emphasize the variations that occur in P2 even though the pulsation frequency

is constant. We have indicated two different measured values of P2 similar to

those given by Backer (1970a), neither of which is close to the input oscillation

period of 32.01 msec. We conclude that the published measurements of PSR

1919+21 are qualitatively consistent with a pulsational model incorporating a

stable pulsation period and high ℓ.

We performed a second simulation for PSR 1237+25, with the results pictured

in Figure 2.8. Once again the qualitative similarity is encouraging. In this

star, more of the profile seems to be “missing” than in the previous one. Our

model offers no ready explanation for these zones where the pulsed emission

disappears, but it seems that the mechanism for generating pulsed emission fails.

This failure could also explain the asymmetry in the profile of PSR 0320+39

that we discussed in conjunction with Figure 2.4. To compound the problem,

Radhakrishnan & Rankin (1990) report that the pulsed emission seldom appears

in the core component, and the polarization there is different, neither of which

has any obvious basis in our model. On the contrary, the zone at the pole of

60



Figure 2.7: Synthetic individual pulse profiles for PSR 1919+21, generated using
the same model as in Figure 2.6. The left-hand side shows subpulse separa-
tions similar to those measured by Backer (1970a). The right-hand side shows a
larger number of pulses, making the amplitude modulation by nodal lines more
apparent.

a spherical harmonic has the smallest area and therefore the largest pulsational

displacements (to make the surface integral equal to those of other zones), so

unless some mechanism saturates we expect larger amplitudes from the core.

We can put these issues aside pending deeper investigation of the emis-

sion mechanism, but observations like those described in Hankins & Wolszan

(1987) offer a more direct challenge to our model. They analyzed PSR 1918+19

using the same cross correlation technique as shown in Figures 2.6 and 2.8, and

found much different behavior. There is evidence in that pulsar for different drift

rates in each of the 3 components of the average profile. We see no obvious way

to reproduce the diagrams of PSR 1918+19 with a single pulsation frequency,

but we note that the time series were very short (just 27 pulses in one case) and

the inclination α is unusually small. More measurements and detailed modeling

may lead to a solution.
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Figure 2.8: A comparison of longitude-resolved cross-correlation maps for PSR
1237+25. As in Figure 2.6 the left panel shows a map reproduced from Proszyn-
ski & Wolszczan (1986) for data at 408 MHz. The right panel shows the map
for simulated data using an oblique pulsator model with ℓ = 85, α = 53◦, β = 0◦,
P1 = 1.382 s, and Ptime = 89.90 msec.

2.3.2 Pulse Components and Their Separations

Now we consider the spacing between pulse components in the average profiles

of pulsars. If the components are related to the zones of a spherical harmonic,

as we propose, then they cannot have arbitrary widths and separations. For

example, in our pulsation model, the angular separation between the pulsation

pole and the first nodal line is ∼ 0.44 times the separation between the pole

and second nodal line, independent of ℓ as long as ℓ is high. Similarly, first and

second antinodes have angular separations from the pulsation pole in the ratio

∼ 0.55. We expect the modulated pulse components in pulsars with β = 0 to

follow similar relationships. PSR 1237+25 is an good example, since it has five

components and Lyne & Manchester (1988) and Rankin (1993b) give it β ≈ 0
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(as measured from rotation of the linear polarization angle). As an illustration,

we have plotted in Figure 2.9 the average profile of PSR 1237+25 along with

a β = 0 sightline through rectified spherical harmonic of ℓ = 85. Note that the

actual ℓ at the surface of the pulsar will be higher, depending on how much

magnification the dipole field geometry has imposed.

It would be much better, though quite difficult, to compare the spherical

harmonics to a statistical sample of pulsars with known β. Fortunately, Rankin

(1990, 1993a), Gould (1994), Gil et al. (1993), Kramer et al. (1994), and Mitra

& Deshpande (1999) have studied the ensemble properties of pulse shapes and

uncovered consistent ratios between the core and annular emission components

after adjusting for or eliminating the effects of α and β. These ratios are sta-

tistical averages suitable for comparison to spherical harmonics, but first we will

discuss their dependence on P1.

Rankin (1990) found that the angular size of the central emission component

or “core” follows a P
−1/2
1 dependence, when allowance is made for variations in

α. This dependence is the same as that Goldreich & Julian (1969) calculated

for the size of the polar cap delineated by open magnetic field lines, i.e. those

lines that do not close within the velocity-of-light cylinder at cP1/2π. In the

Goldreich and Julian model, this cap is the region from which charged particles

stream off the spinning pulsar, providing both a mechanism for shedding angular

momentum, and the possibility for radio emission from above the magnetic polar

cap. The P
−1/2
1 dependence of emission cores measured by Rankin suggests that

they are related to this Goldreich-Julian polar cap, although we should note that

Lyne & Manchester (1988) measured a different P1 dependence from Rankin.

In addition to the functional dependence, Rankin (1990) noticed that at any

fixed P1, the angular half width of pulsar emission cores was the same as the

calculated apparent angular size of the Goldreich-Julian cap, e.g. about 2.5◦ for

P1 = 1 s. This led her to suggest that the core emission fills the cap near the

pulsar surface. While appealing in its simplicity, this explanation requires that
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Figure 2.9: A comparison between a β = 0 slice through a spherical harmonic
of ℓ = 85 and the average pulse profile of 1237+25 measured at 320 MHz (see
Rankin, 1986).

the annular emission patterns originate at different heights along the last open

field lines. Gil (1991) has criticized this suggestion on observational grounds,

but provided no alternative physical reason for the emission core to follow the

scaling of the magnetic cap. As we will discuss in §2.4, our model suggests an

explanation if the boundary separating open and closed field lines can act as a

“mode trapping” boundary, which is always coincident with a pulsation node.

The size of the core region would then have quantized values that scale with

P1 according to the to size of the polar emission cap.

Based upon her conclusion that the emission core size depends only on P1,

and upon her measurements of the annular emission regions which show the same

P1 dependence, Rankin (1993a) was able to infer that the ratio of the angular

sizes of the inner and outer emission cones is 1.32, as measured at the outer half-

power points. In similar fashion, Gould (1994) measured half-widths for the core

and annular zones and found that the core components are 1.4 times as wide.
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If we compare these measured component ratios to analogous ratios for the

components of a spherical harmonic observed along a β = 0 sightline, we find

that the ratio of the half-widths of the core and annular components in the model

is ∼ 1.49 independent of ℓ, or about 6% higher than the Gould measurement of

1.4. The ratio analogous to Rankin’s inner and outer cone widths is not as good

a match at ∼ 1.72, 23% larger than Rankin’s measurement. However, Gil et al.

(1993) have found evidence for a different angular size of the inner components

in five component pulsars, and the ratio of this innermost component with the

outermost one is 1.62, again about 6% below the 1.72 ratio measured in our

model. In §2.4 we will discuss how our model might lead to more than one

quantized value for the inner and outer annuli if different numbers of nodal lines

are trapped within the polar cap. As we will discuss, there is evidence for this

kind of quantization in the core component as well, but it has been interpreted

as a preferred inclination angle α (Rankin, 1990). For now, even if the results are

somewhat ambiguous, it is gratifying to be able to make any testable predictions

at all about the shape of average pulsar profiles.

2.3.3 The Radio Frequency Dependence of Drifting Subpulses

In the process of addressing model requirements 1 and 2 from §2.2, we have

incidentally shown that the formula in requirement 3 is not necessarily contra-

dicted by changes in P2. Strict confirmation of requirement 3 will be difficult,

because all attempts to measure Ptime are badly aliased by the narrow, peri-

odic pulse window, although PSR 0943+10 looks promising in the studies of

Deshpande & Rankin (2001). The best strategy may be to concentrate on the

wider profiles measured when α is small, since the aliasing will not be as bad.

Fourier methods, especially the two dimensional transform of Edwards & Stap-

pers (2002), will be indispensable to this effort, while direct measurements of

P2 in single or multiple pulses are misleading, as we have seen in our model of

PSR1919+21.
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The radio frequency dependence of P2 is another area where the behavior of

subpulse maxima can be misleading. Our model requires that Ptime and P3 be

invariant with radio frequency, but we have already seen that P2 will vary near

nodal lines, even when Ptime does not (see §A). Consequently, since observing at

a different frequency changes the apparent longitude of the nodal lines, P2 can

vary with radio frequency even though Ptime remains invariant. Qualitatively,

we expect the radio frequency dependence of P2 to approach zero when Ptime is

much smaller than Pnode and no nodal lines are near. For Ptime approaching

Pnode, the change in Pnode with radio frequency will modulate Ptime as well and

introduce a frequency dependence into P2. In the limit of very large Ptime, the

radio frequency dependence approaches that of the average components.

Izvekova et al. (1993) have studied the frequency dependence of subpulses

in four pulsars. They found that P3 does not change with radio frequency,

consistent with the requirement of our model. For P2, the frequency dependence

is in all cases less than that of the average profile, also consistent with our model.

For PSR 0031-07 and PSR 1133+16, both of which have continuous driftbands

across the profile, the frequency dependence of P2 is very weak, ∼ ν−0.05 and

∼ ν−0.06 respectively, while the frequency dependence of the average profile is

about ∼ ν−0.3. The other two pulsars show larger frequency dependencies for P2,

but one of these is PSR 0320+39, which we now know has multiple components

separated by phase jumps, as shown in Figure 2.4. This means that the subpulse

separation is similar to the separation between stationary profile components,

and we expect a larger frequency dependence in this case. It will be interesting

in future quantitative studies to attempt to reproduce the exact radio frequency

dependence of the subpulses for individual pulsars by tuning Ptime. In principle,

each independent radio frequency measurement offers a separate constraint on

Ptime that might be useful in verifying its stability with respect to P3.
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2.3.4 Mode Changes and Nulls

A number of pulsars exhibit abrupt changes in their drifting subpulse behavior

(Rankin, 1986) or their average pulse profiles (Bartel et al., 1982), or both. In

some examples, these changes are cyclical or quasi-cyclical, such that the pulsar

successively visits each of two or three modes (e.g. PSR 0031-07). A much larger

number of pulsars (Rankin, 1986), including many of those with mode changes,

undergo “nulls”, in which the radio emission falls below detectable levels. The

interesting property of these variations in the context of our pulsation model

is the “memory” the pulsar must retain in order to return to the same states

repeatedly. Inasmuch as pulsations represent eigenmodes of the neutron star,

their eigenperiods reflect a durable physical structure that will vary only secularly

as the star cools and slows down its spin. This means that a mode excited to

observable amplitude and then damped can return again with essentially the

same period.

Among the known pulsators, white dwarfs provide some exceptional examples

of this behavior. The hydrogen atmosphere variable (DAV) white dwarf G29-

38 sometimes oscillates with very large amplitudes in a dominant mode with

∼ 610 s period, then changes abruptly to a large dominant mode at ∼ 809 s, and

then to very low amplitude pulsations with no dominant mode (Kleinman et al.,

1998). This mode changing behavior suggests the exchange of energy between

eigenmodes with different amplitudes (for the same energy content), though this

has not been established with certainty (Dziembowski, 1982; Wu & Goldreich,

2001). We note the similarity of this behavior to pulsar mode changes and nulling.

Pulsar mode changing involves changes in subpulse drift rates and in the mean

profiles, both of which we might expect for changes between modes of different

degree ℓ. Likewise, changes in the subpulse drift rate only might correspond

to changes in the radial eigennumber n. Furthermore, the exponential recovery

of drift rates after nulls in PSR 0809+74 (Lyne & Ashworth, 1983), suggests

relaxation into a normal oscillation mode after a mode interaction. In the same
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star van Leeuwen et al. (2002) found that the pulsar is often, and maybe always,

in a different drift mode immediately following a null, which shows that they two

phenomena are physically related. While it is possible to interpret this in the

drifting spark model (van Leeuwen et al., 2003), pulsation mode switching may

offer a more natural explanation.

Finally, evidence that nulling and mode changing are global phenomena comes

from the pulsars with interpulses PSR 1822-09 and PSR 1055-52. Fowler et al.

(1981) have observed that the interpulse emission in PSR 1822-09 changes its

intensity when the main pulse changes between burst and quiescent modes. Like-

wise, (Biggs, 1990) found intensity correlations between the interpulse and main

pulse in PSR 1055-52, and suggested non-radial oscillation as a possible mecha-

nism for communication between the poles.

2.4 Discussion

Our main purpose in this chapter has been to set forth the requirements of

a model for pulsar beams in which non-radial oscillations of high ℓ replace the

primum mobile of drifting sparks in the Ruderman & Sutherland (1975) model.

This groundwork will clarify future applications of our model to individual pul-

sars, which we will begin in a forthcoming study of PSR 0943+10. Although

quantitative investigations are required for definitive tests, we have presented

observational evidence that our pulsation model should be an active contender

for the attention of observers and theorists alike. We will continue with some

theoretical speculation about the nature of the pulsations.

2.4.1 The Nature of the Pulsations

When we invoke non-radial oscillations in our model, we mean any oscillations

in which time-like variations are accompanied by spatial nodal lines that rotation

can carry past our sightline. Immediately, this suggests various deformations
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that might appear in the core, crust, or ocean of a neutron star (McDermott

et al., 1988), but we should not rule out other possibilities such as oscillations

in the magnetosphere above the magnetic pole (e.g. Rylov, 1978; Staelin et al.,

1970; Schopper et al., 2002). The main problem we will encounter in identifying

the pulsations is that most of the oscillations we can propose have frequencies

too high to account for pulses with the repetition rate of 30 msec typical for

subpulse periods. To be fully general we also should not rule out high frequency

oscillations that are “switched” at low frequency, but we will find little guidance

in pulsar literature for models of this sort.

The two quantities that will assist us in identifying the kind of oscillations

our model should include are ℓ and Ptime. In our illustrations, we have used

ℓ ≈ 70 − 100 to match the width of features in observed profiles, but these

profiles apparently do not originate at the surface of the neutron star. Rather,

they are magnified versions from radiation emitted at tangents to the diverging

dipole field. We can estimate the magnification factor, which we will call fν ,

by comparing the observed profile widths to the expected size of the Goldreich-

Julian emission cap at fixed period P1. At 1 second, for a pulsar with radius

10 km, the latter is 1.7◦, while Rankin (1993a) measured 11.5◦ for the width

of the outer annular beam. Together, these yield a magnification of fν ∼ 7 at

1 GHz. Thus an apparent ℓ of 85 represents a true ℓ at the surface of ∼ 600.

The dispersion relationship for g-modes (and torsional modes) McDermott et al.

(1988) requires that Pℓ scale as 1/ℓ, so if ℓ = 600 has a period of 30 ms, then

we expect the ℓ = 2 mode with same radial overtone to have period ∼ 9 s. This

limits considerably the kinds of oscillations we might consider.

McDermott et al. (1988) gives periods near 9 s for low ℓ, low radial overtone

(n ≈ 1), core g-modes. However, these modes require very large energies to

excite, and are trapped in the core by the solid crust, yielding small amplitudes

at the neutron star surface. An alternative from McDermott et al. (1988) are the

g-modes that propagate in the ∼ 1m thick electron-degenerate Coulomb liquid
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ocean overlying the solid crust in equilibrium neutron star models (Richardson

et al., 1982). The low n ocean g-modes have periods near 0.3 s, rather than the

9 s we require, but the dispersion relation for g-modes gives longer periods for

higher overtone, so the eigenperiod should increase to 9 s for n ≈ 30. Therefore,

ocean g-modes of ℓ ≈ 600, and n ≈ 30 match the ℓ and Ptime our model requires.

According to McDermott et al. (1988), these modes have lower energies than the

core modes, and large surface amplitudes. As in white dwarf stars, the material

displacements in these oscillations are primarily horizontal because of the high

surface gravity.

The ocean g-modes also have an associated temperature variation that of-

fers a way to modulate the flow of charged particles from the pulsar surface at

the pulsation eigenperiod. If we accept the results of Jessner et al. (2001), the

electrons accelerated along open field lines from a pulsar magnetic pole can be

provided by thermal and field emission from the neutron star surface, without the

formation of a vacuum gap where sparks originate in the Ruderman & Suther-

land (1975) model. This result practically requires that subpulses be related

to a thermal variation at the neutron star surface, as g-modes provide. Thus

non-radial oscillations appear to satisfy one of the basic requirements of a pulsar

emission mechanism.

The other requirement for emission is that the liberated electrons be “bunched”.

Their acceleration away from the surface is naturally provided by the potential

difference between the neutron star pole and the circum-pulsar medium (Goldre-

ich & Julian, 1969), but conversion of the particle stream to coherent radiation

requires bunching of charges, whether the conversion is via an antenna or a maser

mechanism (Melrose, 1995). The radial structure of n = 30 ocean g-modes con-

sists of ∼ 3 cm zones of alternating pulsation phase. At any instant, this will

correspond to a periodic variation of the temperature and pressure with depth.

In electron degenerate plasma, the temperature is a property of the ions while

the pressure is a temperature insensitive property of the electrons. The displace-
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ments of an ion fluid element generate a buoyant restoring force only through

their electrical coupling to the electrons, so the vertical pressure variation is as-

sociated with a vertically varying component of the electric field. If this can

modulate the flow of electrons, as in a klystron, then the pulsations might also

provide the mechanism for bunching the electrons emitted from the surface. The

observational clues necessary to clarify this question may lie in subpulse polar-

ization measurements, which are beyond the scope of this paper.

A problem with this picture comes from the work of Carroll et al. (1986), who

added a strong magnetic field to the pulsation calculations. Because of the high

electrical conductivity in the neutron star ocean, Carroll et al. (1986) treated

the magnetic field as “frozen-in”, and recalculated the pulsation frequencies for

B = 1012 G in the MHD limit. He found that the ocean g-modes become

“magneto-gravity” modes with very short periods (< 1ms) and a different dis-

persion relation. The solution to this conundrum is provided by the conductivity

calculations of Potekhin (1999). Potekhin finds electrical conductivities in the

direction transverse to a B = 1012 G field to be four to five orders of magnitude

lower than the 1019 s−1 Carroll et al. (1986) assumed. Thus the ohmic diffusion

timescale for displacements of 10 cm or smaller is
<∼ 1 msec, shorter than sub-

pulse periods. Not only does this mean the calculations of Carroll et al. (1986)

do not apply, it also means the magnetic field can simultaneously provide the

driving mechanism, the amplitude limiting mechanism, and the mechanism for

enforcing high radial overtones.

2.4.2 Mode Driving and Trapping

The high ℓ in our model suggests the concentration of pulsation driving en-

ergy into a small surface patch, otherwise it would average away in the sum over

multiple surface zones with alternating phase. This concentration suggests con-

sideration of the emission pole itself as the site of driving. The torque exerted by

braking from particle emission will be concentrated at the open field lines, and
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communicated to the rest of the star by magnetic and mechanical dissipation. If

the magnetic field is coupled (even weakly) to the surface and it displaces mate-

rial laterally, the possibility for feedback and mode driving exists. For example,

suppose that torque on the open field lines results in a displacement of mate-

rial on the polar cap. The heating that results can increase particle emission,

which increases the torque. Depending on the time delays, this feedback could

drive oscillatory motion. Other possibilities involving direct shaking of field lines

(Boriakoff, 1976) by displaced material are also possible.

Whatever the driving mechanism, if there are g-mode pulsations in the

neutron star ocean, it is reasonable to propose that their propagation behav-

ior changes at the boundary between the emitting cap and the rest of the star,

not only because the magnetic field changes from an open to closed configura-

tion, but because the surface boundary condition changes. Thus the edge of the

emitting cap constitutes a circular boundary that might “trap” pulsation modes

in the horizontal direction, analogous to the trapping by composition transition

zones in white dwarf stars (Winget et al., 1981). This “horizontal mode trap-

ping” could provide a connection between the size of the emitting cap and the

size of pulsation nodes by forcing surface nodal lines to lie at the circular bound-

ary. If this connection is maintained as P1 increases, it can explain why the

core emission zone, as measured by Rankin (1990) and others, follows a P
−1/2
1

relationship. In this section, we will explore pulsation period evolution in the

context of a horizontal trapping model.

2.4.3 The Period Evolution of the Pulsations

The pulsars measured to date seldom, if ever, have more than five components

in their average pulse (cf. Gangadhara & Gupta, 2001, although their method-

ology is compromised by pulsations) In our model, five components could result

from horizontal mode trapping at the third nodal line from the pulsation pole,

and this is the geometry we depicted in Figure 2.2. We have already seen that
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parts of the profile can be “missing”, so the presence of five components in the

model does not necessarily mean that we see all five. If we now force ℓ to have

a value that places the third node at the emission boundary, we can write a

relationship for the period evolution of ℓ. From Goldreich & Julian (1969), the

width of the emission cap for a 10 km star follows:

Wcap = 1.7◦P
−1/2
1 , (2.5)

and the width of third nodal line scales as 1/ℓ, reaching 1.7◦ for ℓ ≈ 600. So we

may write:

W3 = 1.7◦
600

ℓ
. (2.6)

Enforcing horizontal mode trapping requires Wcap = W3 so,

ℓ = 600P
1/2
1 , (2.7)

as long as the trapping stays at the third nodal line. This equation is a math-

ematical statement of the obvious requirement that as the emission cap shrinks

during spin-down, the ℓ of trapped pulsations must go up. Some of the other

consequences for the pulsations are not as obvious. For instance, from the dis-

persion relation for g-modes , Ptime changes as ∼ 1/ℓ if the radial overtone

doesn’t change, so we expect Ptime to decrease as P1 increases. However, the

important ratio Ptime/Pnode becomes:

Ptime

Pnode

∝ sin(α)

P1

(2.8)

So as P1 increases (or the spin and magnetic axes align), Ptime shrinks with

respect to Pnode . This favors the appearance of narrow drifting subpulses in

the long period pulsars, as observed. The impact parameter β, which we have

ignored, may also play a role, since the decreasing emission cap size makes it less
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likely that our sightline intersects the central component (see Figure 2.2), and

Pnode increases for such sightlines.

Finally we consider the possibility that the horizontal trapping may apply to

the second nodal line instead of the third, requiring a lower value of ℓ for the

same P1. In this case, the central component will have a larger angular size at

the same P1 than for third node trapping. This would be observed as a bimodal

distribution of core components, and there is evidence in Rankin (1990) for just

such an effect (see Figure 1 of Rankin (1990)). Because Rankin (1990) assumed

that the distribution of core sizes is solely an effect of α, the bimodality appears

as an excess of pulsars at α = 35◦. While our explanation would eliminate this

puzzling excess, it raises two problems of its own. First, we would expect some

pulsars with interpulses in the distribution with larger core sizes, and Rankin

(1990) finds none. Second, Figure 1 of Rankin (1990) shows the beam sizes for

pulsars with single components, not five, meaning all the pulsars in this sample

have pulse components within their emission caps that do not appear in the mean

profiles.

2.5 Conclusions

Whether or not the foregoing discussion has revealed anything about pulsars,

it has certainly demonstrated Clemens (1883) maxim that we can get “wholesale

returns of conjecture out of such a trifling investment of fact.” Nevertheless,

the fact remains: pulsar beams show subpulse phase reversals at the longitude-

stationary boundaries separating individual pulse components. We have shown

that these changes are comprehensible in the context of an oblique pulsator model

incorporating non-radial pulsations of high degree ℓ. The important features

of our model are: non-radial oscillations aligned to and symmetric about the

pulsar magnetic axis; surface displacements that follow a spherical harmonic

distribution; radio emission that follows the displacements but is never negative;
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pulsation modes of sufficiently high ℓ that nodal lines often appear in the pulse

window; and pulsation frequencies that remain coherent over many pulsar spin

periods. Variations on this basic model might include multiple pulsation modes

with non-zero azimuthal orders, pulsations that are distorted, in reality or in

appearance, by non-dipole fields, and modes that interact either through mode

coupling or a non-linear emission mechanism.

Our model qualitatively reproduces the mean shapes of pulsar beams and the

radio frequency dependent behavior of subpulses with a minimum of free param-

eters. In the most basic form of the model these are α, β, Ptime, ℓ, and P1. Our

model also dictates specific requirements that can be tested quantitatively using

new or archival data. We have embarked on a program to conduct such tests

and we encourage others to do likewise. If the model survives these tests, then

we will have the opportunity to measure fundamental properties of matter in a

domain not accessible to laboratory experiments. The first challenge will be to

determine the site of the pulsations, and then to connect measured eigenfrequen-

cies with the eigenmodes of a structural model. Given the number of modes in

the pulsation spectrum at large ℓ, this may be a daunting task, but even rough

identification will provide limits on the thermal, electrical, and mechanical prop-

erties of constituents of a neutron star, the densest objects accessible to direct

observational scrutiny.
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Chapter 3

A PULSATIONAL MODEL

FOR THE ORTHOGONAL

POLARIZATION MODES

It is the time you have wasted for your rose

that makes your rose so important.

Antoine de Saint-Exupéry

The Little Prince

3.1 Introduction

In §2, we introduced an oblique pulsator model (Kurtz, 1982) for radio pul-

sars in which drifting subpulses are reproduced by non-radial oscillations whose

periods are incommensurate with the pulsar spin period. The non-radial modes

of our model are aligned to the pulsar magnetic axis, so in addition to the drift-

ing time-like pulses, our model produces longitude stationary variations caused

by nodal lines rotating past our line of sight. Although our model only includes

seven parameters, it is able to reproduce a wide variety of observed behavior,

including drifting and quasi-stationary subpulses, driftband curvature, and sub-



pulse phase jumps. It is also able to account for the correlation of subpulse

phase between the pulse and interpulse of PSR 1702-19, as recently discovered

by Weltevrede et al. (2007).

As we presented it, our model did not attempt to incorporate any polarization

effects. This is a major shortcoming: pulsars emit highly polarized radiation with

subtle and interesting properties. In this chapter we remedy this shortcoming,

using only phenomena associated with non-radial oscillations. The model of

our previous chapter then represents a special case of the more general model

presented here, and the former maintains its success in reproducing data from

a specific subset of pulsars. However, the more general model presented here

allows us to reproduce a wider variety of pulsar behavior, including “orthogonal

polarization modes” and their interplay with pulse longitude.

We begin in §3.2 with a summary of the (linear) polarization behavior of

pulsars. Following this, in §3.3, we introduce the extensions to our non-radial

oscillation model. These are phenomenological rather than physical, in that they

represent the hypothetical effects of non-radial oscillations (in either the star or

magnetosphere) without any established model for how the radio emission is

actually produced. In section §3.4, we fulfill a promise made in Chapter (§2),

which is a quantitative analysis of PSR 0943+10 using our model. This includes

an examination of observational phenomena not emphasized in previous analyses

of this star (Deshpande & Rankin, 2001). In our conclusions, we propose that our

model presents an alternative to existing theories that is at once more compact

in its assumptions and richer in the phenomena it reproduces.

3.2 Polarization in Pulsars

The publication by Radhakrishnan & Cooke (1969) of their single vector

model for pulsar emission was a watershed in the study of radio pulsars, because

it convincingly united diverse polarization angle behavior around an intelligible
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principle. The linear polarization angle in an average pulsar profile rotates fol-

lowing a vector that points from the site of emission toward the magnetic pole.

That pole is also the epicenter of our non-radial oscillations, and thus we shall

see that it is possible to connect our non-radial oscillation model and the rotating

vector model into a single elegant and effective description.

Once Radhakrishnan & Cooke (1969) had accounted for the rotation of linear

polarization with pulse longitude, a new complication arose in the form of “or-

thogonal polarization modes” (Backer et al., 1976). At some pulse longitudes,

the polarization angle occasionally jumps by 90 degrees, but continues to follow

the rotating vector model on the orthogonal track. In some pulsars there is more

than one switch between the tracks. Figure 3.1, reproduced from Stinebring,

shows this behavior in the form of a histogram at each pulse longitude. At each

longitude, the histogram counts the number of individual pulses that exhibit a

particular polarization angle. The clear preference for one or the other orthog-

onally polarized modes is evident, as is the swing in angle associated with the

changing vector to the magnetic pole. Note also that in those regions where the

two modes occur with nearly equal frequency the linear polarization is reduced.

From this behavior, Stinebring deduced that the orthogonal polarization modes

are not disjoint (occurring one at a time but never simultaneously), but rather

“superposed” (Stinebring et al., 1984a). That means the radiation we detect is

the superposition of two simultaneously present emissions. The polarization an-

gle will be that of the higher intensity mode, but if they are exactly equal, there

will be complete depolarization. We will model this situation mathematically,

using Stokes parameters for the two modes, in section §3.3.

Another common but not universal property of orthogonally polarized modes,

evident in Figure 3.1, is the tendency for the switch between modes to happen

repeatedly at fixed pulse longitude. For instance the switch in PSR 2020+28

is shown in the second panel in Figure 3.1, and is centered around the regions

marked by the lines “A” and “B”. Because it is longitude-stationary, this fea-
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ture cannot be associated with rotating structure on the stellar surface (Rankin,

1986) and in many pulsars reproducing it requires the ad hoc superimposition of

unrelated phenomena, e.g. birefringent double imaging of the circulating sparks

(Rankin & Wright, 2003). From the scatter at each longitude in the polariza-

tion angle histogram, it is evident that the polarization in individual pulses can

vary from the dominant mode. This arises because the polarization angle also

rotates substantially with the phase of the drifting subpulse. That is, the rotat-

ing vector model describes the behavior of the polarization angle averaged over

many pulses. Within an individual pulse, the polarization may change in corre-

lation with subpulse phase rather than longitude (Manchester et al., 1975). This

polarization angle behavior is analogous to the intensity behavior of individual

and average pulse shapes: individual pulses are dominated by the phase of the

drifting subpulses, while average pulse shapes show the envelope of their average

intensities at each longitude, as we explored in §2. It is important to recognize

that this polarization angle change within individual subpulses can contribute to

the depolarization of the average profiles (Cordes & Hankins, 1977), even when

all the individual pulses are fully polarized.

3.2.1 The First Polarization Mode

The implications of orthogonal polarization modes, considered in light of the

rotating vector model, is that there are two highly linearly polarized sources

of radiation. Michel (1991) has criticized models in which there is only one

highly linearly polarized source that is separated into two states. Almost all

of the radio emission mechanisms reviewed by Melrose (1995) can produce one

linearly polarized component of radiation, but not the other. Accordingly, in

our previous work, we considered only one source of radiation, and proposed

that it was modulated by non-radial oscillations of high azimuthal degree (ℓ).

In this chapter, we retain the modulation by pulsational displacements, and

explicitly connect it to the radio emission whose transverse electric field vector
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Figure 3.1: The properties of PSR 2020+28 (Stinebring et al., 1984a). The
top three panels show in histogram form, starting from the top, the circular
polarization percent, polarization angle, and linear polarization percent. The
average pulse shape is in the bottom panel.

points toward the magnetic pole in concordance with the single vector model of

Radhakrishnan & Cooke (1969) (i.e. in the Θ̂mag direction as defined in Figure

3.2). We refer to this radiation as the “displacement polarization mode”, to

remind us of its connection to pulsational displacements. We express the time

dependent amplitude of this radiation mathematically as the positive portion of

the function:

ADPM(t) = a0DPM
+ a1DPM

Ψ(φ, θ) cos(ωt− ψ0 − ψdelay)) (3.1)

where Θ refers to the magnetic latitude, because the pulsations in our model are

aligned to the magnetic pole. This expression is slightly more general than in

Clemens & Rosen (2004) because it explicitly includes an unmodulated emission

baseline (a0,DPM) which we discussed in Chapter §2 but, for simplicity, did not

incorporate into our mathematical function. The negative portions of this func-

tion would represent the emission of less than zero light, and for this reason we
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discard them. The new expression also breaks the phase into two terms, one of

which allows for the arbitrary phase of the drifting subpulses, and the other of

which allows for a time lag between the maximum amplitude of the pulsations

and emission maximum (ψdelay), which we explain below.

In Clemens & Rosen (2004), we speculated about how pulsational displace-

ments could affect the intensity of the radio emission, but without knowing the

radio emission mechanism, or even the site of the pulsations, convincing physical

arguments were impossible. We preferred models in which the pulsations are

in the neutron star (Strohmayer, 1992; McDermott et al., 1988), rather than in

its magnetosphere (Gogoberidze et al., 2005). Strohmayer (1992) proposed that

neutron star oscillations could modulate the radio intensity if greater quantities

of plasma are injected into the magnetosphere during pulsation maxima, when

local heating of the stellar surface is greatest. This remains a sensible sugges-

tion in light of the conclusion by Jessner et al. (2001) that thermal emission of

electrons dominates the rate at which charged particles flow from the star to

magnetosphere. Following this reasoning, we continue to assume in this paper

that the amplitude of the displacement polarization mode, as defined above, fol-

lows surface thermal variations caused by non-radial oscillations of the neutron

star. This means that for non-adiabatic oscillations, the thermal maximum can

lag the displacements in phase. We have included ψdelay explicitly to allow for

this effect.

This model is directly analogous to the white dwarf stars, except in white

dwarfs the thermal variations directly modulate the radiative flux from the stel-

lar surface while in neutron stars the changing radio flux is a secondary effect

of the modulations in plasma emission. The ψdelay term is absolutely required

in models of white dwarf pulsations (van Kerkwijk et al., 2000), and its size has

been measured for several pulsation modes in G29-38. For alternative modula-

tion mechanisms unrelated to surface temperature (Gogoberidze et al., 2005),

ψdelay may not be necessary and could then be set to zero. We shall see that the
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value measured from the data has sign and magnitude consistent with thermal

variations.

We explored the properties of a model based on Equation 3.1 in Clemens &

Rosen (2004) (for the choice a0,DPM = 0, ψdelay = 0), and showed it to be a good

model for some pulsars but not others. In particular it was successful in PSR

1919+21,PSR 1237+25 and PSR 0320+39. Interestingly these pulsars do not

show orthogonal polarization mode switching in the sections of the profiles we

modeled, implying that they are dominated by a single polarization mode. They

are therefore exactly the kind of pulsars that should be amenable to modeling

with only Equation 3.1, a congruence we noticed only after the development of

the model in this paper.

3.2.2 The Second Polarization Mode

In order to model pulsars that emit radiation in two orthogonal polarization

modes, we must include a component of radio emission with transverse electric

vector orthogonal to the Radhakrishman and Cooke vector used in our displace-

ment polarization mode. The Radhakrishman and Cooke vector points in the

Θ̂mag direction in Figure 3.2; to explain orthogonal polarization mode changes,

we require emission in the Φ̂mag direction as well. Existing models with this

property are few. The maser mechanism of Fung & Kuijpers (2004) produces

such radiation by the ad hoc imposition of a “wiggler” oscillation with trans-

verse ~E vector pointing in the Φ̂mag direction (see Figure 3.2). The Cherenkov

Drift mechanism of Lyutikov et al. (1999a) produces the same polarization in a

more natural way, by orienting the vector Cherenkov drift velocity (uD) along the

Φ̂mag direction. Figure 3.2 shows this orientation along an imaginary line that

represents the magnetic field. The drift velocity ud of Lyutikov et al. (1999a)

arises from the cyclotron-Cherenkov mechanism operating in a weakly inhomo-

geneous magnetic field.

Interestingly, our pulsational model suggests a natural mechanism for polar-
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Figure 3.2: The polarization geometry near the surface of a neutron star. The
magnetic field Bstar extends outward, normal to the stellar surface. The electric
field has two components: Eθ̂ points in a longitudinal direction and Eφ̂ is oriented
in a latitudinal direction with respect to the magnetic pole. The dominant ve-
locity vector ~vpoints in the Θ̂mag direction, toward and away from the magnetic
pole.

ization in the Φ̂mag direction using ~E = ~v × ~B. The pulsations we introduced

in Clemens & Rosen (2004) are all m = 0 non-radial modes centered on the

magnetic pole. For non-radial g-modes, the dominant pulsational motions are

horizontal, which for m=0 modes means the displaced material has a velocity

vθ ∝ ∂Ψ
∂θ

∂cos(ωt)
∂t

(Dziembowski, 1977). Thus, in our oblique pulsator model, the

dominant velocity vθ is directed toward and away from the magnetic pole of the

pulsar (Figure 3.2). If the surface material interacts with the ~B field, introduc-

ing transverse wiggles as shown in Figure 3.2, this would generate a transverse

electric field modulation, ~E = ~v × ~B, that is also in the Φ̂mag direction. This

suggests that the polarization mode under consideration could be modulated in

synchronism with the pulsational velocities, whose magnitudes determine the

size of the modulating ~E field. It also raises the question of whether the pulsa-

tions could themselves operate as the wiggler mechanism of Fung and Kuijpers.

The subpulses we consider in this paper have frequencies too low (∝ 30 Hz)

relative to the radio emission frequencies for this to work, unless there are also
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unresolved high frequency oscillation modes present. For the Cherenkov drift

emission mechanism, the transverse motions of the ~B field can modulate the

drift velocity if there is an inhomogeneity in the charged particle distribution in

the Θ̂mag direction. 1 These modulations would lead directly to a modulation

in the Cherenkov Drift radiation.

Following this reasoning, we propose as a hypothesis that non-radial pulsa-

tions exactly like those we described in Clemens & Rosen (2004) can generate or

interact with a second mode of radiation that is linearly polarized in the Φ̂mag di-

rection and that the pulsations modulate this radiation by the surface velocities

rather than the displacements. We will refer to this emission as the “velocity

polarization mode”. Mathematically, we model the velocity polarization mode

as a time-varying amplitude of the following form:

AV PM(t) = a0V PM

∂Ψ

∂θ
sin(ωt− ψ0), (3.2)

which incorporates the time derivative and the θ derivative of Equation 3.1, as

appropriate for horizontal pulsation velocities. This equation is analogous to

the Vθ in Equation (3) of Dziembowski (1977). The φ0 term is identical to the

one in Equation 3.1, because it is the phase offset for the same pulsation. We

have dropped the delay term because disturbances in the ~B field propagate to

the emission zone at the Alfvén speed, which is near c. Gil (1983) have shown

the emission altitude to be 10-100 times the neutron star radius, which means

that the modulations will be a near instantaneous representation of the surface

velocities.

Technically, the units of Equation 3.2 are different from Equation 3.1, but we

treat both of them as unitless, time-varying amplitudes of the polarized electro-

magnetic radiation. The meaning we attach to negative values of Equation 3.2 is

1The transverse motions of the ~B field we propose are equivalent to intro-
ducing a time dependent vr into equation 72 of Lyutikov et al. (1999b).
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different from that for Equation 3.1, and model dependent. Negative velocities

represent a 180◦ change in the polarization angle of this mode rather than a

reduction of the intensity to values below zero. This strategy for interpreting the

amplitudes is model dependent; if our reasoning about the emission mechanism

is wrong, then a different approach may be required to match the observational

data. We shall see that for PSR 0943+10 at least, our model generates a satis-

factory fit to the observations.

Once more, the situation is analogous to the white dwarf pulsators. The dis-

placements responsible for surface heating and flux changes in oscillating white

dwarfs are primarily horizontal, as discussed by Robinson et al. (1982), and can

be represented by a formula like our Equation 3.1. More recently, van Kerkwijk

et al. (2000) have detected the horizontal velocities associated with these pul-

sations via radial velocity variations. These variations arise from the horizontal

surface motions viewed at the limb of the star (Clemens et al., 2000). As ex-

pected, they cause spectral line shifts that follow Equation 3.2, although we can

only see an integral over the observed hemisphere of the star.

3.2.3 Cross Terms

It is reasonable to ask if our model should allow so clean a separation of

two different effects of pulsation on two separately-generated types of radiation.

Arguably, modulation of the surface plasma emission as described by Equation

3.1 should cause variations in both orthogonal polarization modes; resolution of

this question depends upon specific details of the unknown emission mechanisms.

Cross terms between Equation 3.1 and Equation 3.2, and other complications,

are certainly plausible. We have chosen to present the simplest model that is con-

sistent with the data presented in this paper. If subsequent pulsar measurements

demand cross terms, then they will be telling us something about the emission

mechanism itself or the validity of our pulsational model.
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3.3 Observed Quantities

To convert the amplitudes in Equations 3.1 and 3.2 into observable quantities,

we use the following transformations to calculate Stokes parameters in the frame

of the star:

I =< ADPM >2 + < AV PM >2 (3.3)

Q′ =< ADPM >2 − < AV PM >2 (3.4)

U ′ = 0 (3.5)

This is equivalent to assuming that the orthogonal polarization modes are

completely linearly polarized, and that their superposition generates the emis-

sion we observe. When one or the other mode dominates, the fractional linear

polarization is high, and the polarization angle follows the dominant mode; when

the two modes have equal amplitudes, complete depolarization occurs. We have

not included circular polarization in the model presented in this paper.

The choice of prime notation for Q′ and U ′ follows the usage of Deshpande

& Rankin (2001), who use primed coordinates to refer to observed orthogonal

polarization modes with the rotating vector model removed (i.e. converted to the

non-rotating frame). Translating from the primed quantities into the observers

frame requires incorporating the changing longitude we observe as the star spins

and imposing rotation of the polarization angle so that the polarization of DPM

follows the changing direction of the magnetic pole, given as

χmodel = χo + tan−1 sin(α) sin(φ− φo)

sin(α+ β) cos(α) − cos(α+ β) sin(α) cos(φ− φo)
(3.6)

Since the total linear polarization does not change with the frame of reference:
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L =
√

Q′2 + U ′2 =
√

Q2 + U2 (3.7)

then Q′ and U ′ can be rotated into Q and U using the following transformation:

Q = L cos(2χmodel) (3.8)

U = L sin(2χmodel) (3.9)

And we have to make φ and θ functions of time as follows:

φ =
t

P1

360 (3.10)

θ = cos−1(sin(α) cos(φ− φo) sin(α+ β) + cos(α) cos(α+ β)) (3.11)

3.3.1 The Observed Pulse Window

Our model treats the pulsations as global oscillation modes of the neutron

star, which means that they can modulate emission coming from any location

on the neutron star. However, neutron stars are observed to emit radiation only

from the region surrounding the magnetic poles. The theoretical explanation for

this is generally framed around the Goldreich & Julian (1969) aligned rotator

model, in which charged particles can escape only from the polar regions.

In order to make quantitative comparisons between our model and obser-

vations, we have to impose an emission “window”, analogous to the observed

“pulse window”, that is separate from the pulsation model, and limits the effects

of pulsations to the regions that are observed to emit. For this purpose we have

imposed upon I, Q and U a “window function” that is zero in those portions
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of the pulsar spin when the star is off, and is a Gaussian function with a max-

imum of unity in the emitting region. Observations show that this window is

not necessarily centered on the longitude of the magnetic pole (Johnston et al.,

2005). Therefore, center longitude φmean and the width σ of this function are free

parameters, and increase the fitted parameters in the model by two. However,

φmean and σ are fit to the average pulse shape instead of individual pulses, as

described in §3.4.2.

3.3.2 Qualitative Behavior of the Model

Figure 3.3 is an extension of Figure 2.2 from the previous chapter, and shows

how the variety of observed average pulse shapes can be generated by changing

the viewing geometry (impact parameter β). The panels in Figure 3.3 show the

averages of the square of the displacement and velocity polarization modes (gen-

erated using Equations 3.1 and 3.2), along with the total intensity. The panels

on the left show models dominated by the displacement polarization mode. The

pulse shapes are similar to those in the previous chapter (§2), and the subpulse

phase still changes by 180◦ at the nodal lines. There are several differences be-

tween the panels on the left and those in Figure 2.2 for the same values of β. In

the previous chapter, the amplitude of the displacements was modeled using a

simplified version of Equation 3.1; now we convert the displacement into Stokes’

parameters to model the intensity, which is related to the square of the ampli-

tudes. So in the case of a displacement polarization mode dominated model in

Figure 3.3, the average pulse shape is described by the square of Equation 3.1

rather than just Equation 3.1 as in Figure2.2. Furthermore, we have added the

window function described in §3.3.1, which suppresses intensity at the edges of

the profile. So, for example, a sightline that crosses directly through the mag-

netic pole (β= 0◦) normally gives an average profile with 5 components, like the

top panel in Figure 2.2 or as in the fit to the average profile of PSR 1237+25

in Figure 2.9. However, the addition of the window function suppresses the
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Figure 3.3: The variety of observed average pulses as a function of changing
β created from the two orthogonal polarization modes. In the panels, the solid
line represents the total intensity and the dashed and dotted lines represent the
square of the displacement (Equation 3.1) and velocity (Equation 3.2) polariza-
tion modes, respectively. The panels on the left show a model dominated by
the displacement polarization mode and the panels on the right show a model
dominated by the velocity polarization mode. Both models have α = 50◦ and
l = 70.

outer components in Figure 3.3 so that the top left panel appears to have few

components. The panels on the right show models dominated by the velocity

polarization mode. The panels on the right and left have the same model param-

eters (α, l); the difference between the two models is the ratio of a1DPM
/a0V PM

.

The velocity polarization mode has its maxima at antinodes of the pulsation,

and does not include time-like phase changes in the subpulses.

The drifting subpulse behavior is much richer in this model. Whereas a dis-

placement polarization mode dominated model can show phase shifts of only

180◦, and these only at nodal lines, a model with both polarization modes has

subpulse phases that also depend upon the longitude dependent amplitude ratio

of the two polarization modes (a1DPM
, a0V PM

), and their fixed phase difference
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(ψdelay). This means that the subpulse phase can have a larger variety of longi-

tude dependent changes. Our model predicts that these will be most pronounced

in pulsars that show orthogonal mode switching. These effects can also combine

with the phase shifts at nodal lines to result in phase jumps that are not equal

to 180 degrees.

This model can account for many observed phenomena not explained by

Clemens & Rosen (2004). For example, subpulse phase jumps that occur in only

one of the polarization modes (Edwards, 2006), subpulse phase jumps that differ

from 180◦ (Edwards & Stappers, 2003), and apparent changes in driftband slope

(Esamdin et al., 2005). This model meshes in general with the observational

description of subpulses in PSR 0809+74 as “the out-of-phase superposition of

two orthogonally polarized drift patterns” (Edwards, 2004; Rankin & Ramachan-

dran, 2003). Whether it can reproduce even more confused subpulse polarization

behavior (e.g. PSR B0818-13, (Edwards, 2004)) is an exercise that will require

careful numerical modeling like that we have done for PSR 0943+10 in this paper.

Figure 3.4 shows subpulse behavior for the two polarization modes and their

combination. Panel a shows a model dominated by the displacement polarization

mode. The individual pulses are at the top and the average pulse shape is at

the bottom. The model in Clemens & Rosen (2004) is the special case of the

model presented in this paper in which there is only the displacement polarization

mode present. Therefore panel a shows exactly the same behavior of models in

Clemens & Rosen (2004). Panel b is the behavior the velocity polarization mode,

which is orthogonal and the derivative of, the displacement polarization mode.

Panel c is a combination of the two polarization modes, with a ψdelayof π/8. In

this situation, there appears to be two different subpulse frequencies, P2, and

two corresponding different drift rates, P3. However, this model still has only

one single, stable subpulse frequency. Panel d is the same as panel c except that

ψdelayis now π/2. Note that the way the individual modes combine to form the

average pulse shape in I now depends upon the relative amplitudes and phases
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Figure 3.4: Individual subpulses for (left to right): a displacement polarization
mode dominated model, a velocity polarization mode dominated model, a model
with both polarization modes present. The average of the pulses is at the bottom
of each panel

of the drifting subpulses in each polarization mode.

3.4 Quantitative Fitting of PSR 0943+10

In this section we discuss our analysis of archival data PSR 0943+10 and show

that our non-radial oscillation model can quantitatively reproduce the observed

phenomena. We organize our work as follows: In §3.4.1 we highlight significant

subtleties in the data that were not mentioned in Deshpande & Rankin (2001),

namely a small change in the subpulse frequency, a splitting in the driftband

when it is folded at P3, and effects of the stochastic pulse height distribution.

Deshpande & Rankin (2001) detect a modulation of the subpulses in a small

portion of the data which bolstered support for their drifting spark model. We

find that the amplitude modulation, while present in that specific subsection of
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the data, is not seen in any other part of the data and is likely the result of the

drastic pulse amplitude variation intrinsic to the pulsar. In §3.4.2 we discuss

the amplitude modulation properties in the data that make it difficult to model

and our attempt to circumvent these problems. We then use Gaussfit, least-

squares approximation software, to fit the free parameters to the data. In §3.4.3

we compare our model to the data and discuss the behavior of the model and

sources of error in the fitting.

3.4.1 Data Analysis

The 430 MHz data of PSR 0943+10 that we examine in this chapter is the

same data analyzed by Deshpande & Rankin (2001). We refer to the reader to

their paper for most of the data analysis, which we do not repeat here except for

those instances where we find significantly different behavior of the star. Desh-

pande & Rankin (2001) use four basic tools in their analysis: synchronous folding

of the data, the Fourier transform, the longitude resolved fluctuation spectrum,

and the harmonic resolved fluctuation spectrum. When synchronously folding

the data at a given period, usually P3, the subpulses drift through the pulse

window at each successive spin until they repeat in longitude, thus creating a

driftband plot. The longitude resolved fluctuation spectrum, first introduced by

Backer (1973), is a Fourier transform calculated at each longitude. The harmonic

resolved fluctuation spectrum is a Fourier transform of the time series stacked at

the spin frequency. Edwards & Stappers (2002) have shown that the combina-

tion of the longitude and harmonic resolved fluctuation spectra present the same

information as a two-dimensional Fourier spectrum. While we have also calcu-

lated the two-dimensional Fourier spectrum, we do not present it here because it

is less familiar and not directly comparable to the Deshpande & Rankin (2001)

analysis. Deshpande & Rankin (2001) also use an algorithm for separating the

polarization modes, and conduct analysis on each polarization mode individually,

but we do not repeat the analysis, as discussed later in this section.
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Figure 3.5: Distribution of pulse amplitudes in PSR 0943+10. The 430 MHz
data, courtesy of Joanna Rankin, was taken using Arecibo in 1992.

The most difficult aspect of modeling PSR 0943+10 is the large stochastic

variation in the pulse amplitudes. The signal-to-noise for each pulse, where the

noise is measured from the off-pulse regions of the synchronous measurements,

averages to be about 6 for the entire data set, but ranges from 0.94 to 101.83. The

standard deviation in the noise is 410.87 µJanskys while the standard deviation in

the data is 3.22× 104 µJanskys. From this, we can conclude the large variations

in pulse height, as shown by the pulse height distribution given in Figure 3.5

are due to stochastic variations of the pulsar, not instrumental noise. Indeed,

Cordes (1978) has argued that pulsar subpulses are amplitude modulation of

shot noise-like emission.

Driftbands

We now explore the subtleties in the driftband because changes in the shape

of individual subpulses as a function of longitude will appear using this method of

analysis. In the perspective of our non-radial oscillation model, the delay between

the two orthogonal polarization modes can creates interesting behavior. In this
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section, we describe significant structure in the driftband which was overlooked

in previous published analyses.

The subpulses in PSR 0943+10 drift through the pulse window at a regular

period, P2. If an imaginary line is drawn through the maximum of each subpulse

in consecutive spins of the star, it would trace out a shallow curve through the

consecutive pulse windows and spanning the pulse window, creating a driftband.

The driftband starts at a given longitude and continues on until the subpulses

arrive back at the starting longitude many spins of the star later; the time it takes

for a subpulse to return to its original longitude is P3. The driftband then repeats

at intervals of P3 through the length of the data set. An easy way to display this

behavior is to fold the data at P3, essentially stacking all the driftbands on top of

each other. In terms of the rotating spark model, as the sparks rotate uniformly

around the magnetic cap, they should produce a smooth driftband. As evidence

of this, Deshpande & Rankin (2001) shows a smooth driftband of all 816 pulses.

However, we find there is significant, interesting behavior in the driftbands that

may be difficult to explain with the rotating spark model.

In the driftbands shown by Deshpande & Rankin (2001) for the entire 816

pulses, they have removed an “aperiodically fluctuating base” from the data

before folding it at P3. We do not remove this base as in doing so may remove

other frequencies not related to the subpulse or spin frequency; furthermore, they

did not describe of their method which prevents us from being able to exactly

reproduce their work.

The driftband of the 816 pulses in the Stokes’ parameter I shows a broadening

in the driftband at positive longitudes as shown in the right panel of Figure 3.6.

To explore this, we folded shorter 100 pulse segments of the data at P3, and

noticed an obvious splitting on the right side of driftband as shown in the left

panel of Figure 3.6. The left panel of Figure 3.6 is a driftband of the first 100

pulses in the time series. A splitting occurs at positive longitudes. While we

only show the first 100 pulses here, driftbands of other 100 pulse segments of the
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Figure 3.6: Left panel: The first 100 pulses of PSR 0943+10 folded at P3 =
1.86584 seconds. The value of P3 was calculated based on the value of P2 =
31.78224, taken from the Fourier transform of the entire 816 pulses. Right panel:
All 816 pulses folded at the same value of P3.

data also display this behavior.

The splitting in the driftband is difficult to explain with the rotating spark

model because it is a longitude-dependent phenomenon. In the rotating spark

model, of Deshpande & Rankin (2001) in particular, in each successive spin of

the star, an individual spark moves a few degrees in longitude. In PSR 0943+10,

the same spark as seen on the right side of the pulse window will, in the next

spin of the star, have moved to the left of the pulse window. The splitting in

the driftband indicates that the spark must be split when it is present on the

right side of the pulse window and that it recombines when it moves to the left

side. Since the splitting persists for many spins, it indicates that all sparks must

have this behavior of splitting at one longitude and recombining at another. This

is difficult to explain with the rotating spark model without the introduction a

new phenomenon, but we will show it is a natural result of the phase difference

between the displacement and velocity polarization modes, ψdelay, in our model.
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Fourier Transform

Just as we find structure in the driftbands not seen by Deshpande & Rankin

(2001), we also find structure in the Fourier transform because we use all 816

pulses in the Fourier transform to get the maximum resolution possible for this

data set. A highly-resolved Fourier transform of the entire 816 pulses shows

a splitting in the subpulse frequency. When computing the Fourier transform

for smaller, consecutive subsets of the data, we find that the frequency wanders

throughout the whole data set.

The Fourier transform is an ideal tool for picking out periodic frequencies in

data that are either highly aliased and/or appear to be random. The resolution

of the Fourier transform is 1/2T where T = 895.64 is the timescale in seconds.

A Fourier transform of the entire 816 pulses shows the subpulse frequency to

be split (overlooked by Deshpande & Rankin (2001)). We will see that it is

impossible with the limited data in this data set to determine whether the double

peaks are due to an amplitude modulation of a single subpulse frequency or

whether the subpulse frequency is two closely spaced independent frequencies.

The presence of two independent frequencies would require additional complexity

in the rotating spark model. However, our non-radial oscillation model would

naturally allow for two or more simultaneous frequencies. Indeed, the existence of

multiple frequencies is a prerequisite to astroseismology of neutron stars. Thus

it is important to acquire additional data on this star to see if the pattern is

repeatable.

When computing the Fourier transform of the data Deshpande & Rankin

(2001), in addition to removing a “base”, use the average of “three successive,

overlapping 256-pulse Fourier transforms” (where they have padded the off-pulse

regions with zeros). The average of the transforms is then used to plot the

harmonic resolved fluctuation spectrum (see below). For 256 pulse transform,

the resolution is 0.001785 Hz, which is not fine enough resolution to identify the

splitting in the subpulse frequency.
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Figure 3.7: The Fourier transform of all 816 pulses using QSFT. Panel (A) shows
the transform up through the first 60 harmonics. Each successive panel enlarges
the area of the transform, eventually focusing on the subpulse period in panel
(D). The subpulse frequency is split into 2 peaks, labeled according. The spacing
between the two peaks is an order of magnitude greater than the resolution of
the Fourier transform.

The software package QSFT, written by Carl Hansen for the Whole Earth

Telescope (Nather et al., 1990), computes the slow Fourier transform for time

series data. QSFT is ideal for computing the Fourier transforms for this pulsar

data because it expects segments of data at regularly spaced intervals and does

not require there to be an integer number of time intervals δt between each data

segment. The bottom panel (A) of Figure 3.7 shows the Fourier transform up

through the 60th harmonic of all 816 pulses of PSR 0943+10 using QSFT. Using

all 816 pulses give the Fourier transform a resolution of 1/2T = 0.000183 Hz,

ten times greater than the resolution of a 256 pulse Fourier transform. A closer

inspection of the subpulse frequency in the top panel (D) of Figure 3.7 show

that the peak is split into two peaks. The peaks in this panel are representative

of all the aliased subpulse peaks. The larger of the two peaks (peak 2) is at
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31.464703784 Hz, which is not the largest subpulse alias in panel (A). We have

chosen this peak as the subpulse frequency due because this peak shows an integer

relation to the second and third harmonics which are not shown in Figure 3.7.

The location of the smaller peak is at 31.46179786 Hz (peak 1); the difference in

the two peaks is 0.0029 Hz. This difference in frequency would be barely visible

in a 256 pulse Fourier transform, especially if several transforms were averaged

together which could broaden the subpulse frequency.

To explore the frequency splitting in the time domain, we divided the data

into smaller, sequential sets of 50 pulses each. Fourier transforms of these smaller

subsets of data can still clearly find the subpulse frequency, but they do not have

the frequency resolution to separate the subpulse frequency into the two distinct

peaks. Instead, we used Gaussfit (described in §3.4.2) to fit the unitized intensity

(Stokes I) of each subset to a function I = A cos(ωt−ψ). We used the dispersion

in the data as the variance. The frequency change (ω) with subset is shown in

the bottom panel of Figure 3.8 and the corresponding amplitudes (A) are shown

in the top panel.

The frequency in Figure 3.8 wanders in a significant fashion. The splitting in

the Fourier transform and the cyclic wandering in the smaller subsets of the data

could be due to either a closely spaced second frequency or a combined frequency

and amplitude or phase modulation. If the subpulse frequency is solely amplitude

modulated and we then repeat the fits using Gaussfit, but with a fixed subpulse

frequency (ω), the phase (ψ) would remain stable. If the subpulse frequency is

actually two closely spaced frequencies, a repeat of the fits with Gaussfit would

result in a periodic wander of the subpulse phase. We averaged the subpulse

frequencies in Figure 3.8 and then fit each of the 50 pulse subsets with Gaussfit

with the same function I = A cos(ωt− ψ), but with ω = 31.464485029 Hz. The

resulting phase as a function of time is shown in the bottom panel of Figure 3.9

and the corresponding amplitudes are in the top panel. Since it appears that the

subpulse frequency and phase wander through only one or two cycles, we cannot
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Figure 3.8: The results of fitting consecutive 50 pulse segments of the data with
Gaussfit to the function I = A cos(ωt − ψ). Bottom panel: The fitted value of
the frequency for each 50 pulse segment. Top panel: The corresponding fitted
amplitude for each 50 pulse segment. The error bars are not included because
the error is significantly small that they are not visible within the resolution of
this plot.

conclusively determine whether the split peak is two closely spaced peaks or an

amplitude modulation with an associated frequency or phase modulation.

It is worth noting that a Fourier transform of the unitized data had no effect

on the splitting of the peaks. (The unitization method is described in §3.4.2.)

If the two peaks were due to an amplitude modulation, the unitization of the

individual pulses would not show a split peak as the unitization would remove

any amplitude modulation. The fact that the splitting of the peak remained

indicates, but does not conclusively lead us to believe that the peaks are two

closely spaced independent frequencies. We would need to repeat these analyses

for a longer continuous portion of the data and for an independent data set to

determine conclusively the presence of two independent frequencies.
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Figure 3.9: The results of fitting consecutive 50 pulse segments of the data with
Gaussfit to the function I = A cos(ωt− ψ) where the subpulse frequency is kept
fixed. Bottom panel: The fitted value of the phase for each 50 pulse segments
using Gaussfit. Top panel: The corresponding fitted amplitude for each 50 pulse
segments. The error bars are not included because the error is significantly small
that they are not visible within the resolution of this plot.

Longitude and Harmonic Resolved Fluctuation Spectra

Stochastic variation in the pulse amplitudes complicate attempts to extract

any underlying signal for comparison to our model. While stochastic variation av-

erages away in the driftbands and affects primarily the amplitudes in the Fourier

transform, it can have large effects over short segments of the data in the longi-

tude and harmonic resolved fluctuation spectra. Within this data set, Deshpande

& Rankin (2001) have detected a periodic amplitude modulation in the region

of pulses 129-384 of the data. The amplitude modulation was a key component

for increasing confidence in circulating spark model, and Deshpande & Rankin

(2001) interpret it as a persistent pattern of brightness in the circulating sparks

and use it to confirm the existence of twenty distinct sparks. A single frequency

pulsation model cannot reproduce either the stochastic variations in the pulse

height or the amplitude modulation that produces the sidelobes. However, it is
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legitimate to ask whether the appearance of symmetric sidelobes in a subset of

the data is not consistent with stochastic amplitude variations alone, rather than

indicative of a periodicity in the star that should be fitted by models.

The amplitude modulation can be seen in the longitude and harmonic resolved

fluctuation spectrum of that region in the left panels of Figures 3.10 and 3.11.

In Figure 3.10, the aliased subpulse frequency is at about 0.43 Hz. The panel

on the left shows two sidelobes about this peak. In Figure 3.11, the subpulse

frequency is at 0.49 Hz. The amplitude modulation is arguably present in the left

panel; a peak on the right appears near the 30th harmonic and a peak on the left

appears at low harmonic number. The sidelobes which result from the amplitude

modulation seen in this section of the data are not present in the other sections of

the data. For comparison purposes, we show the next 256 pulses (pulses 256-512)

in the right panels of Figures 3.10 and 3.11.

In addition, the sidelobes about the subpulse frequency appear symmetric

in the average of the harmonic resolved fluctuation spectrum over all harmon-

ics are actually asymmetric in harmonic number. As can be seen in the right

panel of Figure 3.11, the low and high frequency sidelobes appear at harmonic

numbers 10 and 35, respectively. According to Deshpande & Rankin (2001), the

amplitude modulation which creates the sidelobes occurs at 20P3. We created

simulations with a strictly periodic subpulse, but allowed the amplitude of the

subpulse to vary with a period of 20P3. As expected a single subpulse frequency

with a modulated amplitude creates sidelobes about the subpulse frequency, and

about all other significant peaks, including the harmonic of the subpulse and

spin frequencies, and the DC offset at zero frequency. Furthermore, in our simu-

lations, the sidelobes are symmetric in harmonic number at the same frequency

of the peak they are modulating. While we do not dispute that the sidelobes

seen in pulses 129-384 are due to an amplitude modulation, a stable time varying

modulation with the period of twenty circulating sparks would produce behav-

ior in the harmonic resolved fluctuation spectrum that is different from what is
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Figure 3.10: The longitude resolved fluctuation spectrum for two consecutive
256 pulse segments of the data from PSR 0943+10. Left panel: The subsection
of the data (pulses 129-384) where Deshpande & Rankin (2001) discovered the
tertiary modulation which supports the rotating spark model. Right panel: The
longitude resolved fluctuation spectrum for the next portion of the data (pulses
257-512); the tertiary modulation is not present.

observed.

3.4.2 Simulations

Departing now from new phenomena uncovered by our analysis, we address

the central purpose of this work in this section, which is whether or not our

pulsational model can reproduce the observations. We will show that it is possible

to reproduce not only the subpulse frequency and linear polarization behavior

shown by Deshpande & Rankin (2001) but also the phenomena uncovered in the

previous section.

We modeled the displacement polarization mode according to 3.1 and the

velocity polarization mode using 3.2. From these two polarization modes, we
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Figure 3.11: The harmonic resolved fluctuation spectrum for the same two con-
secutive 256 pulse segments of the data from PSR 0943+10 as in Figure 3.10.
Left panel: The subsection of the data (pulses 129-384) where Deshpande &
Rankin (2001) discovered the tertiary modulation. Right panel: The harmonic
resolved fluctuation spectrum for the next portion of the data (pulses 257-512);
the tertiary modulation is not present.

created the Stokes parameters outlined in §3.3 so that we could directly compare

our model to the Stokes’ parameters taken at a telescope. In order to conduct a

quantitative comparison of our model to the data of PSR 0943+10 described in

§3.4.1, we used Gaussfit, a robust least-squares approximation package 2 to obtain

values of the free parameters. Our model is able to reproduce the behavior of PSR

0943+10: the average pulse shape and drifting subpulses, orthogonal polarization

modes, the splitting in the driftband, and the features in the Fourier transform.

We could add stochastic variation to our simulated data, but by its nature,

stochastic variations would take an infinite amount of time to fit quantitatively.

Therefore, we attempt to reduce the effect of the large pulse height distribution

2http://clyde.as.utexas.edu/Gaussfit.html
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in our quantitative comparison of our model to the data. We fit the average pulse

shape to determine the window function and the individual pulses to determine

the model parameters.

To reduce the effect of the stochastic pulse height variation on our fit of the

individual pulses, we “unitize” the data. To do this, we create an average pulse

shape with a maximum of one. We then scale each individual pulse so that its

maximum has an amplitude of the corresponding longitude in the unitized aver-

age pulse. Furthermore, since our model does not include circular polarization,

we remove it from the data by constructing a new I where Inew =
√
I2 − V 2.

Once we have built a unitized data set, we can fit it with the model based on

the two orthogonal polarization modes. However, the unitized data is sparsely

sampled due to the nature of pulsars; we receive a pulse of data once every spin

period of the star (see §1). Furthermore, each pulse appears to be the strongest

in the center of the pulse window, presumably due to the closest approach of

the magnetic pole. Our simulated data, though, is a continuous stream of pulses

constructed from Equations 3.1 and 3.2. To mimic the pulse window created

by the spin of the pulsar and its magnetic axis sweeping by our line of sight,

we impose a window function (described in §3.3.1) on our simulated data every

interval of P1and of the same length in time as the pulse window. Any simulated

data that falls outside the pulse window is set to zero.

The unitized average pulse shape that we construct provides the parameters

for the window function that we impose on our model. We have chosen to use a

Gaussian curve as our window function as it has the same general shape as the

unitized average pulse shape. Other choices for the shape of the window function

are possible, but have little effect in the fit of the data to the pulsation model.

We define the Gaussian curve with unity amplitude as given by:

g = e−(φ−φmean)2/(2σ)2 (3.12)

We start with a window spanning 20◦ and use Gaussfit to fit a unitized average
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pulse shape with a maximum of one and its variance, taken from the instrumental

noise. For this data, Gaussit determines φmean and σ in Equation 3.12 to be 0.55◦

from the center of the profile and 0.05665, respectively. The χ2 is 359, which we

expect to be large since the average pulse profile is asymmetrical.

After imposing this window function on our time series, we fit the time series

data to our pulsational model. The χ2 of the fit is based on a variance calculated

from the on-pulse variations, namely the dispersion in the data which always

results in a χ2 of approximately one. The resulting χ2, in comparison with fits

with various fixed parameters and different portions of the data, indicates the

robustness and consistency of the fit.

We divided the data into 100 pulse segments, initially fitting the first 100

pulses. Fixing β, α/β and φo, our analytic model in Gaussfit fit seven parame-

ters: a0DPM
, a1DPM

, a0V PM
, ω, ψ0, ψdelay, and χousing the following algorithm:

• Calculate ADPM(t) and AV PM(t) using Equations 3.1 and 3.2, respectively,

where we supplied initial guesses for the free parameters. We used the

Fourier transform to determine guesses for the subpulse frequency, the drift-

band plots to guess ψdelay, and for the other parameters we made initial

guesses by eye.

• Modulate ADPM(t) and AV PM(t) by the window function described in

Equation 3.12.

• Calculate Imodel, Q
′

model, and U ′

model using Equations 3.3, 3.4, and 3.5, re-

spectively.

• Compute the polarization angle χ from Q′

model and U ′

model and add the

polarization angle swing from Equation 3.6.

• Since the linear polarization (L) is the same regardless of reference frame,

rotate into Qmodel and Umodel space by:

Qmodel = L cos(2χ); (3.13)
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Umodel = L sin(2χ); (3.14)

• Minimize the following equations:

Imodel − Inew = 0 (3.15)

Qmodel −Qdata = 0 (3.16)

Umodel − Udata = 0 (3.17)

Using this procedure, Gaussfit successfully converged on a solution for the

first 100 pulses. We found that the parameters could be easily divided into

geometrical and pulsational parameters and that the solution was independent

of the geometry of the star. The geometrical parameters, namely α, β, χo, and

φo, are closely related, as discussed in §3.4.3. To match the polarization angle

swing, the actual values of α and β are irrelevant; it is the ratio of α/β that is

significant. Furthermore, ℓ and β are also correlated and either parameter can

be adjusted to match the average pulse shape. Given the ratio of α/β and an

assumed value of ℓ, we tested the dependence of the pulsational parameters on

the geometrical parameters by repeating the procedure in listed above for various

values of β. We surmise that β is limited to the first two nodal regions; the

polarization angle swing is not sharp enough to indicate that our sightline passes

through core region of the magnetic pole, and a lack of any pulsars that show

more than five components indicates that in general magnetic polar caps have

no more than two nodal regions. The imposed window function discussed above

and in §3.3.1 ensures that the average profile only has a single peak and the lack

of any subpulse phase jumps in the data indicates that our sightline does not

cross any nodal lines.

To test the robustness of the solution, we then repeated the fit for the same

100 pulses for several values of β in the first two nodal regions, ranging from

2.29◦ to 5.42◦ in 0.57◦ intervals for different values of φo. Figure 3.12 shows the

nodal structure of the star as function of the impact parameter, β. The magnetic
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Figure 3.12: The nodal structure of the model of PSR 0943+10 with l = 75. The
magnetic pole is at β = 0◦, the nodes are at about −1.8◦ and −4.1◦, and the
antinodes are at −2.9◦ and −5.2◦. The circles indicate values of β used in the
Gaussfit.

pole is at β = 0◦, the nodes are at about −1.8◦ and −4.1◦, and the antinodes

are at −2.9◦ and −5.2◦. The circles indicate values of β used in Gaussfit. As an

example, Table 3.4.2 lists the parameters, both free and fixed, used in our model

for β and φo fixed at −2.8◦ and 0◦, respectively.

We speculate that φo, the longitude of closest approach to the magnetic pole,

is near the center of the profile due to observations of PSR 0943+10 at other

frequencies. At lower frequencies, the average pulse profile becomes broader and

bifurcates, turning into a double profile (Asgekar & Deshpande, 2001). In terms

of our model, this behavior indicates that these observations at 430 MHz place

β near, but not at, an antinode and as the radio frequency decreases, β decreases

(Smits et al., 2006). The decrease in β, assuming all other parameters remain

unchanged, will cause our sightline to graze the antinode causing a decrease in

intensity at the center of the profile. In light of this, we ran our model through
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Parameter Value σ Fitted/Fixed

P1 1.097608 seconds – fixed

P2 0.031782 seconds 6.101097e-08 fitted

P3 1.87074 seconds – both

β −2.8075◦ – fixed

α 8.0338◦ – both

φo 0◦ – fixed

χo −3.3596◦ 4.427539e-03 fitted

l 75 – fixed

a0,DPM 0.16426 1.27606e-02 fitted

a0,V PM 0.12544 2.58751e-03 fitted

a1,DPM 1.21291 3.24189e-02 fitted

ψ0 -2.26865 4.25580e-02 fitted

ψdelay 1.139587 3.76759e-02 fitted

χ2 0.93508 – fitted

Table 3.1: The free and fixed parameters used in our model. The results are
from a fit of the first 100 pulses where β and φo are fixed at −2.8◦ and 0◦,
respectively. We get the values of P1 from the Fourier transform of the entire
run. We calculate P3from Equation 2.4.

all the values of β shown in Figure 3.12 for values of φo of 0◦, 1◦, 2◦, and 3◦

to the right of center (to match the asymmetry in the average pulse profile),

respectively.

Figure 3.13 displays the results of Gaussfit for fixed values of β and φo. The

consistency of the fitted parameters and its independence from specific geome-

tries, indicates the robustness of the fit. The absolute value of χ2 is only a check

on the fit since the variances provided for Gaussfit was from the data themselves.

However, the relative values of χ2 indicate that some fits are slightly better than

others. The phase offset in Figure 3.13 shows a change of about 180◦ between

the first and second nodal region. According to our model as described in §2,
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Figure 3.13: The results of Gaussfit for various values of β and φo. Each panel
shows a different parameter fitted using Gaussfit. The x-axes show the values of
β that were used in the fit, corresponding to the same values of β in Figure
3.12. The different symbols represent the different values of φo= 10◦, 11◦, 12◦,
and 13◦.

both the core and second nodal region have the same phase while the first nodal

region is 180◦ out of phase. As expected, the phase φo for values of β in the

first nodal region was 180◦ different than the phase in the second nodal region.

We then chose a well-behaved solution of β = −2.8◦ and φo = 0◦ and fit

other sections of the data. Specifically, we took consecutive 100 pulses sections,

8 sections in all, starting from the first pulse and fit the same parameters as

discussed above. Gaussfit found solutions for all sections as shown in Figure

3.14. Each data point is the starting pulse number for the data section; for

example, the data point at 400 is the fit for pulses 400-500.

Most of the fitted values show no general trend. The pulsar transitions into

a disorganized state at the end of pulse 816 (Deshpande & Rankin, 2001) and it

was our hope that these fits would yield predictive value for the transition from
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Figure 3.14: The results of Gaussfit for fixed values of β = −2.8◦ and φo = 0◦.
We fit eight consecutive 100 pulse segments of the data. Each panel shows a
different parameter fitted by Gaussfit as a function of the pulse segments.

highly organized behavior into disorganized behavior. No such trend is seen in

Figure 3.14, but these fits are for limited values of β and φo; a more extensive

fitting of the parameter space is worth investigating.

3.4.3 Comparison

Fits to the Polarization Angle

Initial fits of the observed polarization angle to Equation 3.6 to determine

the geometry of the star (α, β, χo, and φo) proved to be underconstrained. The

correlation between all the parameters was very high. Attempts to circumvent

this problem including fixing α (for a given l = 75) to ensure our viewing

window was in the first nodal region, and making various guesses for φo were

unsuccessful. For any given values of α and φo , a suitable β and χo could

be found, no fit any better than another. It was apparent, however, that the
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Fit 1 Fit 2 DR2001

β= −2.81◦ β= −5.42◦ β= −4.29◦

α= 8.03◦ α= 15.51◦ α= 11.58◦

φo= 0◦ φo= 1◦ φo= 0◦

χo= −3.36◦ χo= −6.15◦ χo= 0◦

Table 3.2: The first two columns are the values of the geometrical parameters for
two fits using Gaussfit (Fit 1 and Fit 2). The last column contains the values used
by Deshpande & Rankin (2001) for α and β. They did not publish their values
for φo and χo and we have therefore assumed the value for these parameters is
0◦.

ratio of α/β was consistently the same regardless of the given value of α and

we preserved this ratio in subsequent fits of individual pulses. In addition to the

correlation between these geometrical parameters, the values of β and ℓ are also

strongly dependent on each other. For most given values of ℓ, a corresponding

value of β can be found to match the average pulse window. We chose l = 75

because the corresponding β approximately matched other published values of

β, and our qualitative models of other pulsars suggested that ℓ be near this

value.

Figure 3.15 shows the Radhakrishnan & Cooke (1969) polarization angle cal-

culated from Equation 3.6 superimposed on the polarization angle histogram of

the data. The calculated polarization angle is dependent on four parameters: α,

β, φo, and χo. We took two of the Gaussfit results mentioned in §3.4.2 and plot-

ted their corresponding polarization angle, keeping in mind that β and φo were

fixed as well as the ratio of α/β, where the ratio was determined from previous

underconstrained fits that explored the geometry. The lower lines on Figure 3.15

show the two fits in Table 3.4.3 while the upper line shows the geometry used

in Deshpande & Rankin (2001), where we have assumed a φo and χo at zero

degrees.
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Figure 3.15: The polarization angle histogram of all 816 pulses of PSR 0943+10.
The lines represent different values of α, β, φo, and χo. The top line is the
polarization angle calculated from the values determined by Deshpande & Rankin
(2001); the values are in the right column in Table 3.4.3. The bottom line is the
result of the two polarization angles calculated from Fits 1 and 2 in Table 3.4.3.

Visual Comparison to Individual Pulses

Finally we make a visual comparison of our non-radial oscillation model to

data. The stochastic pulse amplitudes and the unpolarized component in the

data are, to some degree, unquantifiable and can only be partially fit using

Gaussfit. The effect of the stochastic pulse amplitudes can be minimized via the

unitization process described above. We examine the results of our fitted model

parameters by looking at the driftband, the Fourier transform, and the longitude

and harmonic resolved fluctuation spectra. In addition, we compare our model to

the data in histogram form by creating plots similar to those used by Stinebring

et al. (1984a,b).

When comparing the driftband plots from the results of Gaussfit to the data,

we use the unitized data since the results of Gaussfit are based on the unitized
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Figure 3.16: Left panel: The first 100 pulses of PSR 0943+10 folded at P3=
1.86584 seconds, as also shown in the left panel of Figure 3.6. The value of
P3was calculated based on the value of P2= 31.78224, taken from the Fourier
transform of the entire 816 pulses. Right panel: Our model of the data, using
the results of Gaussfit and the same values of P2and P3as in the left panel. Noise
was added using off-pulse noise from the archival data of PSR 0943+10.

data. In addition to the random distribution in pulse heights, there is an unpo-

larized component in the data. A simple plot shows that for the average pulse

profile I >
√

Q2 + U2 + V 2. Isolating and removing the unpolarized component

is more complex than simply stating Inew =
√

Q2 + U2 + V 2 because whenQ and

U are equal, depolarization occurs. Therefore, it is impossible to tell how much

of the unpolarized portion of I is due to unpolarized stellar emission and how

much is due to a depolarization of the two linear polarization modes. Keeping

these limitations in mind, we now compare our model to the data.

The left panel of Figure 3.16 is the same as the left panel of Figure 3.6: the

first 100 unitized pulses in the time series folded at P3. The longitude dependent

splitting occurs at positive longitudes in the right side of the driftband. We

used the parameters listed in Table 3.4.2 to create 100 pulses simulated data,
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adding noise to the simulation from the instrumental noise in the data. The

driftband created from the model is in the right panel of Figure 3.16, and like

the data, it also shows a marked splitting at positive longitudes. In terms of

our model, the amount of the bifurcation in the driftband is due to the phase

difference, ψdelay, between the displacement and velocity polarization modes. A

different value of ψdelay would change the amount by which the driftband is

divided. The prominence of the smaller, bifurcated track of the driftband is due

to the ratio of the amplitudes two polarization modes. The displacement and

velocity polarization modes create the main and bifurcated track of the driftband,

respectively. The relative amplitudes of the polarization modes are manifested

in the relative amplitudes of the main driftband and its secondary companion.

In addition, the driftband on the left side of the pulse window is not bifurcated

as a result of the steep drop in intensity of the window function.

We can also make a visual comparison of our pulsational model to the data

in Fourier space. We apply the Fourier transform to our noise-free simulation

using QSFT. We used the model parameters in Table 3.4.2, creating the full

816 pulses to match the resolution in the Fourier transform of the data. The

Fourier transform of our simulation does not show the splitting in the subpulse

frequency, as discussed in §3.4.1, since we have created our model only using

a single subpulse frequency. To reproduce the two closely spaced peaks, our

model would require the introduction of a second, incommensurate subpulse

frequency or the subpulse frequency would have to wander as a function in time

be accompanied by an associated amplitude or phase modulation. Figure 3.17

shows the Fourier transform of our model. The series of peaks centered around 30

Hz is the subpulse frequency and its associated aliases; the peaks near 65 Hz are

the second harmonic of the subpulse frequency. The second harmonic in Figure

3.17 is more pronounced than in the data (panel (A) of Figure 3.7). In addition

to not including noise in the simulation, the discarding of negative values in the

displacement polarization mode and the doubling of frequency in the velocity
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Figure 3.17: Top panel: The Fourier transform of 816 pulses of our simulated
data. The peaks centered around 30 Hz are the subpulse frequency and its aliases.
The harmonic of the subpulse frequency and its aliases are centered around 65
Hz. The values of the parameters used in our model are listed in Table 3.4.2.
Bottom panel: The Fourier transform of 816 pulses from the archival data of
PSR 0943+10. This panel is the same as panel A in 3.7.

polarization mode (due to the retention of negative values and the squaring of

the function to create the total intensity) results in a second harmonic that is

larger in the simulation than in the data.

We reproduce the longitude and harmonic resolved fluctuation spectra used

by Deshpande & Rankin (2001) using our model. We use the values of the pa-

rameters in Table 3.4.2 to create 256 pulses. We do not add instrument noise

to the simulation, as it has little effect in this analysis. The longitude resolved

fluctuation spectrum of our model is in the left panel of Figure 3.18 where the

subpulse frequency is at about 0.43 Hz and its harmonic is near 0.067 Hz. Like-

wise, the harmonic resolved fluctuation spectrum of our model is in the right

panel of Figure 3.18. The subpulse frequency is located at about 0.48 Hz with

a maximum near the 30th harmonic; the harmonic of the subpulse frequency is
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Figure 3.18: Left panel: The longitude resolved fluctuation spectrum of 256
pulses of data produced by our model. Right panel: The harmonic resolved
fluctuation spectrum of the same 256 pulses of simulated data. The values of the
parameters used in our model are listed in Table 3.4.2.

at 0.63 Hz with a maximum near the 70th harmonic. Just as with the Fourier

transform, the more pronounced harmonics of the subpulse frequency in our

simulation is due to the discarding of the negative values in the displacement

polarization mode and the doubled frequency in the velocity polarization mode.

The longitude and harmonic resolved fluctuation spectra created from the model

can be compared to the right panels in Figures 3.10 and 3.11, reproduced again

here as Figure 3.19.

To compare the average pulse shape, linear polarization, and polarization

angle, we created plots similar to those used by Stinebring et al. (1984a,b).

Stinebring et al. (1984a,b) created histograms of the linear fractional percent

and the polarization angle, along with the average pulse shape, to display pulsar
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Figure 3.19: Left panel: The longitude resolved fluctuation spectrum of pulses
385-640 from the archival data of PSR 0943+10. This panel is the same as
the right panel in Figure 3.10. Right panel: The harmonic resolved fluctuation
spectrum of the same 256 pulses of data. This panel is the same as the right
panel in Figure 3.11.

data. We create Stinebring-like plots of both the data and our simulation, where

we have included off-pulse noise in our simulation. We have no fractional linear

percent other than 0% or 100% due to the large displacement polarization mode

compared to the weaker velocity polarization mode. The instances when the

velocity polarization mode is larger than the displacement polarization mode

occurs when the displacement polarization mode is zero (due to the truncation

of negative values), thus still resulting in a fractional linear percent of 100%.
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Figure 3.20: Left panel: The properties of PSR 0943+10 using all 816 pulses
in the archival data. The top three panels show in histogram form, starting
from the top, the circular polarization percent, polarization angle, and linear
polarization percent. The average pulse shape is in the bottom panel. Right
panel: Our model of the data, using the results of Gaussfit. Noise was adding
using the off-pulse noise from the archival data.

3.5 Conclusions

It was our goal to develop a non-radial pulsation model that can reproduce the

wide range of observed pulsar behavior. While our original model in §2 was able

to model the total intensity of a specific subset of pulsar phenomena, we expanded

on the model in this chapter to encompass the polarization properties, omitted

in §2, so that we can model a wider range of pulsar morphology. Specifically,

two orthogonal polarization modes are present in most pulsars and this was

a key feature in the development of our current model. By building a model

with two orthogonal polarization modes, we were able to not only mimic the 90◦

degree polarization angle switches, but we were subsequently able to model other

phenomena such as the splitting in the driftband and depolarization.
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We describe the displacement of the material on the star due to thermal

variations as a Legendre polynomial modulated by a sinusoid, and the velocity

of the particle motion as the derivative of the displacement. We then assign one

polarization mode to the displacement and one polarization mode to the velocity

of the material, and by definition, these two modes are orthogonal to each other.

From this, we create the Stokes’ parameters so that our model directly mimics

the observations taken from the telescope.

Using archival data of PSR 0943+10, we conducted an extensive analysis of

the data in order to fit our model to the data quantitatively. Driftbands of 100

pulse segments of the data show a longitude-dependent splitting; the subpulses

appear to be bifurcated on the right side of the pulse profile but rejoin on the

left side of the profile. The subpulse frequency changes throughout the entire

data set, indicating that any quantitative fitting may be more effective using

smaller portions of the data where the subpulse frequency is stable. The pulse

amplitudes vary wildly and the stochastic pulse height variation is intrinsic to

the star and not due to instrumental noise.

We use a least-squares approximation to fit the free parameters in our model

to the data. We fit 100 pulse sections of the data to minimize the effect of the

wandering of the subpulse frequency. Using the average pulse shape, we fit the

mean (φmean) and standard deviation (σ) of the Gaussian curve, which acts as our

window function. We try to reduce the effect of the stochastic pulse height vari-

ation by unitizing the pulse amplitudes to the average pulse shape. We compare

the fitted parameters of Gaussfit to the polarization angle histogram, driftband,

and Stinebring-like plot of the data. The model successfully reproduces the ob-

served phenomena of PSR 0943+10.

The parameters in our model can be separated into geometrical and pulsa-

tional parameters and we find that there is very little connection between these

two categories. The geometrical parameters are highly correlated and it is their

relationship to each other that is significant rather than their actual values.
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While this means that there are many combinations of the geometrical parame-

ters that can match the observations and we may never know their true value,

the independence of these parameters from the pulsational ones allows us the

possibility to learn new physics from the pulsational parameters, regardless of

the geometry of the star.

The value of ψdelay, the phase difference between the two orthogonal polar-

ization modes, is an interesting parameters from which we can learn about the

physics of pulsating neutron stars. Positive values of ψdelay, which we have in PSR

0943+10, means that the maximum light arrives before the maximum velocity,

consistent with a delay in the flux maximum compared with the adiabatic case

(Clemens et al., 2000). This is what we find in white dwarf stars, and expect from

thermal oscillations. It is consistent with the identification of the displacement

polarization mode as a surface flux phenomena related to pulsations.

The results of the quantitative fitting of PSR 0943+10 demonstrate that a

pulsational model can be used to describe the observations and that the resulting

pulsational parameters can directly lead to understanding the physics of the

star. However, PSR 0943+10 is a fairly simple star with no nodal lines and a

single subpulse frequency. Modeling more complex pulsars, pulsars with multiple

subpulse frequencies and/or multiple components, will deepen our understanding

of the physics of pulsations and the properties of neutron stars.
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Chapter 4

A QUALITATIVE

COMPARISON OF OUR

PULSATIONAL MODEL TO

PSR 0809+74

“All men have the stars,” he answered,

“but they are not the same things for different people.

For some, who are travelers, the stars are guides.

For others they are no more than little lights in the sky.

For others, who are scholars, they are problems.

For my businessman they were wealth.

But all these stars are silent. You – you alone –

will have the stars as no one else has them –”

Antoine de Saint-Exupéry

The Little Prince



4.1 Introduction

Thus far, our non-radial oscillation model has qualitatively reproduced drift-

ing and quasi-stationary subpulses, subpulse phase jumps of 180◦, mode-changes,

nulls, and driftband curvature in §2. Using the literature, we found pulsars that

had examples of each type of phenomena we were trying to explain and created

models to compare to the published results. In §3 we expanded our model to ex-

plain the orthogonal polarization modes and quantitatively compared our model

to PSR 0943+10. PSR 0943+10 is an ideal star for initially testing of our model

because of its simple average pulse shape and single subpulse frequency.

After demonstrating that our non-radial oscillation model can reproduce the

behavior of PSR 0943+10, we decided that further tests of our model were in

order, and to do so, we needed to observe other pulsars. In this chapter, we

describe our observations using the Green Bank Telescope and, for PSR 0809+74,

show our data and a qualitative fit of our model to both our observations and

published analyses.

4.2 Observations

We applied for time on the Green Bank telescope and compiled a target list

of 16 pulsars, which are listed in Table 4.2 along with their specific interesting

observational property. In collaboration with Bryan Jacoby, we acquired 28

hours of single pulse L-Band measurements at 1.4 GHz. We used the Caltech-

Green Bank-Swinburne Recorder II (CGSR2) to acquire single pulse data in all

four Stokes parameters with a time resolution of approximately 0.5 msec. As a

backup, we used the Berkeley-Caltech Pulsar Machine (BCPM) which records

single pulse data, intensity only (Stokes I), with a time resolution of 0.576 msec.
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Pulsar Observational Property

0031-07 dual and cyclic periods

0037+56 multiple periods

0320+39 subpulse phase jump of 180 degrees

0329+54 non-orthogonal polarization modes

0525+21 typical double profile, unique circular polarization

0809+74 subpulse phase is not 180 degrees, multiple periods

0826-34 always on, unique phase behavior

0823+26 interpulse, multiple periods

0943+10 further quantitative analysis, multiple periods

1133+16 asymmetric orthogonal polarization modes

1237+25 quasi-stationary drift, multiple components

1737+25 quasi-stationary drift, multiple components

1919+21 fiducial

1929+10 pre- and post- cursor

2016+28 multiple periods

2020+28 fiducial

All of the data shown in the following section were taken using the BCPM;

the data from the CGSR2 has not yet been calibrated. The usefulness of the

data varies for the different pulsars. Scintillation occurs on a relatively long

scale (Hewish et al., 1985; Malofeev et al., 1996) compared to the observational

window. For faint pulsars the scintillation can decrease the signal so that the

individual pulses cannot be distinguished above the noise, as in the case of our

observations of PSR 0943+10. Other pulsars, like PSR 0826-34, have null periods

as long as (or greater than) periods of emission. Our observations of PSR 0826-

34 occured while the pulsars was in a null and thus we have no useful data on

this object. While we have not examined all the data for each of the stars, the

following section is an example of our data of PSR 0809+74 and our attempt to
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model both the data we acquired using the BCPM and published data.

4.3 PSR 0809+74

PSR 0809+74 has highly unusual behavior, and because of this, it has been

observed and analyzed extensively in the literature. Many current models are

unable to explain the observations, and therefore it has become a litmus test for

our model. At high frequencies, around 4.6 GHz, PSR 0809+74 has a single peak

in the average pulse profile. At around 1.4 GHz, a subpulse phase jump develops

near the center of the profile but still maintains its single peaked average pulse

profile. As the frequency decreases to 380 MHz, the phase jump disappears and

the driftband shows uniform drift. At even lower frequencies, 62 MHz and below,

the average pulse profile bifurcates into a double pulse profile. We attempt to

model these attributes at different frequencies and show how our model evolves

with observational frequency. Then we show our intensity data taken with the

BCPM and compare its cross correlation with those published by Proszynski &

Wolszczan (1986) and discuss how this affects our modeling of this star.

In determining the parameters for our model, we first attempt to match the

average pulse shape. The left panel in Figure 4.1 shows how the average pulse

shape evolves with frequency. Using geometry determined from the polarization

angle swing (Rankin et al., 2006) as a starting point, we attempted to match

the average pulse shape at different frequencies. As discussed in §1.6, as the

observational frequency decreases, the emitted radiation, while emitted at higher

altitudes from the stellar surface, is also emitted closer to the magnetic pole.

Therefore, β decreases with a decrease in frequency. Starting with α= 9◦ and

β= −4.8◦ at 1.4 GHz, which is a rough approximation of the values determined

by Rankin et al. (2006) for that frequency, we then adjusted β to match the

profile at each frequency, with the results shown in the right panel of Figure 4.1.

The parameters we used to match the observations at 1.4 GHz in Figure
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Figure 4.1: Left panel: Average pulse profile of PSR 0809+74 as a function of
frequency Rankin et al. (2006). Right panel: Average pulse profiles of our model
in which β varies while all other parameters are kept fixed at the values in Table
4.3.

4.1 are listed in Table 4.3. We determined P1, P2, and P3 from the Fourier

transform of our BCPM data. We compared our values with published values

and found that they were similar. We chose the other values in Table 4.3 based on

observations mentioned later in this section. Once we settled on the parameters

for the model, we only varied β to get the results in Figure 4.1. We did not

modify any of the other parameters in the model; a more accurate match to the

observations at different frequencies may be found if we let a0,DPM , a0,V PM , and

a1,DPM vary with frequency.
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Parameter Value

P1 1.292162269582755 s

P2 0.03483956830213154 s

P3 11.24494592753969 s

α 9◦

β −4.5◦

φo 85◦

χo −45.84◦

l 75

φmean 30◦

σ 0.09

a0,DPM 0.51

a0,V PM 0.12

a1,DPM 2.5

ψ0 -2

ψdelay -1.9

We have available published average pulse profiles and polarization angle his-

tograms at two frequencies, 112 MHz and 328 MHz, and driftbands are available

at a third frequency, 1380 MHz. At 112 MHz, we compared the average pulse

profile in Rankin et al. (2005) to that of our model. The left panel in Figure

4.2 shows the published average and linear pulse profile along with the polar-

ization angle histogram (Rankin et al., 2005). The right panel in Figure 4.2 is

the same plot using the parameters in Table 4.3 with the exception of β= −4.1◦

to compensate for the lower frequency observations. Most notable is the asym-

metry in the polarization angle histogram, which our model reproduces due to

the difference in the longitude dependent nodal structure of the two orthogonal

polarization modes.

The average pulse profile of PSR 0809+74 is shown in the left panel of Figure
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Figure 4.2: Left panel: Average total intensity (solid line), average linear inten-
sity (dashed line), and polarization angle histogram (bottom) of PSR 0809+74
at 112.7 MHz (Rankin et al., 2005). Right panel: Model of PSR 0809+74 of
the average total intensity (solid line), average linear intensity (dashed line), and
polarization angle histogram (bottom). All parameters are those in Table 4.3,
except β= −4.1◦, as is consistent with Figure 4.1.

4.3 at 328 MHz (Rankin et al., 2006). Our model uses the parameters in Table

4.3 and the results are in the right panel of Figure 4.3. Based on the double

profile shape in the linear average profile in the data and the dominance of the

displacement polarization mode in our simulation, it appears that our velocity

polarization mode in the model at this frequency is too small. Allowing the

amplitudes in the two polarization modes in our model to vary would improve

the qualitative fit.

At 1380 MHz, the published driftband is in Q′ space (Rankin et al., 2005),

shown in the left panel of Figure 4.4. Near the center of the profile, there is a

clear change from Q to −Q in the polarization angle, indicating in our pulsational

model, the presence of a nodal line. The nodal line indicates a zero (or nearly

zero) intensity of the displacement polarization mode. The average pulse profile
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Figure 4.3: Left panel: Average total intensity (solid line), average linear inten-
sity (dashed), and average circular intensity (dashed-dotted) of PSR 0809+74 at
328 MHz. The polarization angle histogram is plotted twice in the bottom por-
tion of the panel (Rankin et al., 2006). Right panel: Model of PSR 0809+74 of
the average total intensity (solid line) and average linear intensity (dashed line).
The polarization angle histogram is plotted twice in the bottom of the panel. All
parameters are those in Table 4.3, to match the frequencies in Figure 4.1.

at this frequency is a single peak with a maximum at the same longitude as the

switch from Q to −Q. Therefore, the model must be dominated by the velocity

polarization mode since the velocity polarization mode has maximum at nodal

lines. Keeping all the parameters the same as in Table 4.3 except for β= −4.8◦,

we model the driftband, also in Q′ space, in the right panel of Figure 4.4. We

are able to model the change from Q to Q′. However, our driftbands are narrow

compared to the data. This feature can be changed by adjusting a0,DPM and the

shape of the window function.

In addition, we acquired over 5000 pulses of PSR 0809+74 using the BCPM.

The pulse amplitude distribution is shown in Figure 4.5. At this time, we are

unable to produce the driftband in Q′ space from our BCPM data as it requires

us to have data in all four Stokes parameters. We postpone this analysis until
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Figure 4.4: Left panel: Driftband of Q′ of PSR 0809+74 at 1.38 GHz (Rankin
et al., 2005). The data is folded at P3= 11P1. The bottom portion of the left
panel shows the intensity at each longitude integrated over the driftband. Right
panel: Driftband of Q′ created by our model using the parameters in Table 4.3,
except β= −4.8◦ to match the average profile in Figure 4.1. The simulated
data is folded at P3= 11.245 seconds, where P3is calculated from P2. We used
the Fourier transform of our data collected using the BCPM to determine the
subpulse period as P2= 34.8395 msec.

the CGSR2 data is calibrated. However, we show in Figure 4.6 the first 200

pulses of the BCPM data, with the background intensity removed so that the

mean intensity for each pulse is zero.

We can compute, however, the cross correlation of PSR 0809+74, as this

requires only the intensity data. The cross correlation at 1.42 GHz was published

by Proszynski & Wolszczan (1986) and is shown in the left panel of Figure 4.7.

We remove the background intensity from the BCPM data and then calculate

the cross correlation. The results are in the right panel of Figure 4.7.

We conclude that in the context of our model, that the behavior of PSR

0809+74 is dominated by the velocity polarization mode. We reached this con-

clusion mainly based on the data around 1.4 GHz, namely the change from Q to
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Figure 4.5: Distribution of pulse amplitudes in PSR 0809+74. The data were
acquired using the Berkeley-Caltech Pulsar Machine at 1.4 GHz.
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Figure 4.6: The first 200 pulses of PSR 0809+74 acquired using the Berkeley-
Caltech Pulsar Machine at 1.4 GHz.
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Figure 4.7: Left panel: Cross correlation of PSR 0809+74 at 1.420 GHz Proszyn-
ski & Wolszczan (1986). Right panel: Cross correlation of all 5733 pulses taken
by the BCPM at 1.4 GHz. Solid contours indicate positive correlations; dashed
contours indicate negative correlations.

−Q which corresponds to a maximum in the average pulse profile. The change

in polarization angle must be the result of a nodal line, and only the velocity

polarization mode has a maximum at a node. We are able to show that, leaving

all the parameters in our model fixed except the impact parameter β, we can

qualitatively reproduce the change in the average pulse profile with frequency.

While our model reproduces the average pulse shape and phase change near 1.4

GHz fairly well, our model is less successful at other frequencies. To improve the

results of our model, we could allow the amplitudes of the two polarization modes

to vary freely with frequency. Furthermore, since the crux of our assumptions of

the free parameters in our model rests on the published change in Q′ space, it

is crucial to conduct our own analysis of the polarization at this frequency. We

would like to determine if the phase change in our data agrees with the published

results and that the phase change persists over time. Analysis of our CGSR2 data

will clarify these assumptions and guide our intuition in modeling this pulsar.
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4.4 Conclusions

For our non-radial oscillation model to be successful, it must be able to repro-

duce not only the behavior of PSR 0943+10, but the behavior of other pulsars

as well. The best way for us to test our model is to acquire data and to con-

duct our own analysis. To meet this end, we observed 16 pulsars with high time

resolution (0.5 msec) for a total of 28 hours using the Green Bank Telescope.

We used the Caltech-Green Bank-Swinburne Recorder II to record the data in

all four Stokes’ parameters and used the Berkeley-Caltech Pulsar Machine as a

backup, only recording the total intensity data. While the CGSR2 data is not

completely calibrated, we have been able to do some preliminary analysis using

methods that only require the total intensity of the BCPM data.

Using the data from the BCPM and published results, we have been able to

qualitatively model PSR 0809+74. We attempted to model this star at multiple

frequencies. In the spirit of simplicity, we kept all parameters in our model

constant except β, which is known to vary with observational frequency. The

bulk of our modeling effort centered around observations at 1.4 GHz, where PSR

0809+74 exhibits a phase change and thus is the most difficult of the frequencies

to model. We are able to successfully reproduce the behavior of the pulsar at this

frequency. Fortunately, our data collected using the CGSR2 and BCPM is also

at 1.4 GHz, which allows us to conduct our own analysis of the phase change.

However, our model is not as successful at reproducing the behavior of PSR

0809+74 at other frequencies. Models at other frequencies could be drastically

improved by allowing several of the other parameters to vary with frequency.

We hoped to find simultaneous multiple subpulse frequencies in some pulsars,

as this is the first step in astroseismology. We found several pulsars (0031-07,

0525+21, 0809+74, 0823+26, and 1237+25) with multiple frequencies in their

Fourier transform. However, it is unclear at this point whether the frequencies

are simultaneous or rather a single subpulse frequency that changes over time.
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Our current methodologies need to be developed to make this distinction. The

presence of phase changes in a pulsar is an indication, in our model, of a nodal

line. The phase changes are one of the fiducial marks in our model; it is around

these that all the other parameters are fit. Until we finish calibrating the CGSR2

data, we cannot detect the presence of phase changes. Our next immediate goal

is to finish the calibration in conjunction with Bryan Jacoby so that we may

analyze the data in polarization space and begin quantitative fits of our model.
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Chapter 5

CONCLUSION

“In one of the stars I shall be living.

In one of them I shall be laughing.

And so it will be as if all the stars were laughing,

when you look at the sky at night...

You – only you – will have stars that can laugh!”

Antoine de Saint-Exupéry

The Little Prince

5.1 Conclusion

The purpose of this project was to determine if a non-radial pulsation model

could explain drifting subpulses in radio pulsars. Our initial non-radial oscillation

model successfully described pulsar phenomena in a qualitative fashion. However,

this model only described a certain subset of pulsars with drifting subpulses and

did not attempt to explain any of the distinct polarization properties in pulsars.

We then expanded on the model to include polarization and, in doing so, were

able to model a wider variety of pulsars. As quantitative fit of our model to

archival data PSR 0943+10 showed that the new model can reproduce all of the

observed behavior in this star.

Initially, we introduced a model for pulsars in which non-radial oscillations of



high spherical degree (ℓ) are aligned to the magnetic axis of a spinning neutron

star. The rotation of the pulsar carries a pattern of pulsation nodes underneath

our sightline, reproducing the longitude stationary structure seen in average pulse

profiles. The associated time-like oscillations reproduce the drifting subpulses.

The presence of nodal lines can account for observed 180◦ phase jumps in drifting

subpulses and their otherwise poor phase stability, even if the time-like oscilla-

tions are strictly periodic. Our model also accounted for the mode changes and

nulls observed in some pulsars as quasiperiodic changes between pulsation modes

of different (ℓ) or radial overtone (n), analogous to pulsation mode changes ob-

served in oscillating white dwarf stars. We discussed other definitive and testable

requirements of our model and showed that they are qualitatively supported by

existing data. We speculated about the excitation mechanisms of the non-radial

pulsations, the physics we can learn from them, and their relationship to the

period evolution of pulsars.

We elaborated our model to account for the diverse polarization behavior ob-

served in pulsars. The measured polarization angle for most pulsars reveals the

existence orthogonal polarization modes. We concluded that our initial model

represented one polarization mode: the displacement of stellar material due to

thermal variations, which can be described by non-radial oscillations of degree

ℓ modulated by a time-like sinusoidal oscillations. The second polarization

mode represents the pulsational velocities. The time lag between the displace-

ment and the velocity of particle motion was accounted for by the addition of

a ψdelay phase term in the temporal variations of the displacement polariza-

tion mode. In retrospect, our original model was only able to reproduce pulsars

that were dominated by what we now recognize as the displacement polarization

mode; the new model can reproduce a broader spectrum of pulsar morphology.

The combination of these two polarization modes can be transformed into the

Stokes’ parameters, which can then be quantitatively compared to observational

data.
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PSR 0943+10 is an ideal candidate for comparing our model to the data be-

cause of its simple average pulse shape and its single subpulse frequency. Before

comparing our model to archival data of PSR 0943+10, we conducted an ex-

tensive analysis of the data. The data are plagued with a large stochastic pulse

amplitude distribution which is intrinsic to the star and not due to instrumen-

tal noise. The driftbands of 100 pulse segments of the data show a longitude-

dependent splitting of the subpulses. The subpulses appear to bifurcate on the

right side but remain single peaked on the left side of the profile. The subpulse

frequency wanders throughout all 816 pulses in this data set. While we concur

with Deshpande & Rankin (2001) that there is an amplitude modulation in pulses

129-384, the modulation is not significant in the face of stochastic variations nor

seen in other sections of the data and therefore we do not include the amplitude

modulation in our model at this time.

We use Gaussfit, as robust least-squares approximation package, to quantita-

tively fit our model to the archival data of PSR 0943+10 and conclude that our

non-radial oscillation model can reproduce the observed pulsar behavior. We

find that the parameters can be divided into two categories: geometrical and

pulsational parameters. The geometrical parameters are highly correlated and

it is their relationship to each other that is significant in matching the obser-

vations, not the true value of the parameters. Therefore, we are prevented us

from determining the true geometry of the star. Fortunately, for the most part,

the geometrical parameters are independent from the pulsational parameters and

thus the degeneracy of the geometry does not prevent us from learning about the

physics of pulsations of neutron stars. We find that the phase difference between

the two orthogonal polarization modes, ψdelay, is in the correct quadrant for self-

exciting pulsations. The simple average pulse profile and single frequency of PSR

0943+10 limits the amount of physics we can learn, and quantitative analyses

of more complex pulsars will deepen our understanding about the pulsations of

neutron stars.
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To this end, we acquired 28 hours of high time resolution data in all four

Stokes’ parameters of 16 pulsars using the 100 meter telescope in Green Bank,

West Virginia. While the data is not fully calibrated at this time, we did prelim-

inary data analysis and modeling of PSR 0809+74. We chose this star because

its unusual properties have been well documented in the literature. We found

that we could model the change in average pulse profile with frequency by keep-

ing all the parameters in our non-radial oscillation model constant, except for

the impact parameter, β. We then successfully modeled the average total and

linear intensity and polarization angle a several frequencies. At 1380 MHz, PSR

0809+74 shows a unique change from Q to −Q in Q′ space and the current ro-

tating spark model has a difficult time explaining this phenomena. This change

is a natural part of our pulsation model and we are able to qualitatively model

it. We save a more quantitative fit of PSR 0809+74 for future work.

5.2 Scientific Impact

The competing theory to explain the drifting subpulses in pulsars is the drift-

ing spark gap model. The spark gap model assumes a vacuum gap above the

stellar surface. To prevent the gap from growing indefinitely, a discharge or

“spark” occurs which then translates through a variety of mechanisms, to stellar

emission. The sparks form an evenly spaced rotating ring around the magnetic

pole which then produces the subpulses that drift through the pulse window.

This model is ever growing; new parameters and explanations are added for each

new complexity observed in a pulsar. There is little scientific value to be gained

in regards to stellar properties from this model as it is unrelated to any global

phenomena; the sparks are limited to the magnetic pole. And as a theory, many

of its predictions are not satisfied.

Non-radial oscillations were originally dismissed as an explanation for drifting

subpulses because the observed subpulse frequency appeared to be unstable. We
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have shown that this is an unwarranted conclusion; the subpulse frequency can

appear to vary even though there is an underlying stable clock. Our model can

reproduce a wide range of observed behavior without increasing the number of

free parameters and makes specific predictions. Most importantly, non-radial

oscillations are a global phenomena and further exploration of this model in

comparison to more complex pulsars can lay the foundation for astroseismology

and other work on stellar composition and interiors.

5.3 Future Work

Our non-radial oscillation model and its comparison to PSR 0943+10 are by

no means the end of this work. Indeed, there are many avenues to explore and

unique pulsars to model. Our model is incomplete as it does not include circular

polarization. While we have proposed explanations for mode changes and nulls,

we have not quantified or tried to model pulsars that show this type of behavior.

It would be interesting to know if mode changes and nulls are predictable and

how they relate in terms of our model. We have only quantitatively compared

our model to a fairly simple pulsar; further comparisons of our model to more

complicated stars are necessary. No pulsars have yet been shown to have si-

multaneous multiple frequencies, needed for astroseismology, and the method for

detecting multiple simultaneous periodicites has yet to be developed. It is our

hope that the non-radial oscillation model that we have proposed will, instead

of closing an unsolved case, will open the door to new understandings of pulsars,

stellar interiors, and physics yet to be discovered.
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Appendix A

APPENDIX

A.1 Modulation Induced Driftband Curvature

The purpose of this appendix is to calculate, in approximate fashion, the ap-

parent change in subpulse drift between nodal lines caused by the amplitude mod-

ulation of strictly periodic time-like pulses. We will approximate the longitude-

dependent modulation between two nodes as a cosine function, which is very

similar to the envelope between two nodes of a spherical harmonic for sightlines

with β = 0. Thus we can write a more manageable version of Equation 2.1:

ξ = cos(ωΦt) cos(ωtt+ φ), (A.1)

where ωΦ = 2π
Pnode

.

To find the times of maxima (and minima), we take the derivative and set it

to zero, yielding:

− ωΦ

ωt + φ
=

tan(ωtt+ φ)

tan(ωΦt)
. (A.2)

In Figure A.1 we have plotted the locus of the times-of-maxima for ωΦt between

−90 and 90 degrees, simulating the range between nodal lines, for a variety of

cases. The lines in these plots are analogous to subpulse driftbands, because they

show how the maxima (and minima) of time-like pulses vary with longitude.
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For the case where Ptime ≈ Pnode, we expect no driftband curvature. When

Ptime < Pnode, we expect slower drift near nodal lines (right hand panels), and

vice versa.

We note that for β 6= 0 sightlines that graze along a nodal line in the center

of the pulse window, the driftband curvature can be the reverse of the cases

plotted here, i.e. narrow subpulses will drift more slowly near the center of the

profile. This can explain the driftband curvature measured for PSR0031-07 by

Krishnamohan (1980), and discussed by Wright (1981). The more important

conclusion is that when nodal lines are present, P2 can vary with longitude,

even though the underlying clock is absolutely stable.
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Figure A.1: Simulated driftband curvature calculated from Equation A.2 for
cases where Ptime = Pnode (top), Ptime > Pnode (left) and Ptime < Pnode (right).
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