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ABSTRACT 

Philip M. Remes 

Instrumentation and Methods for the Characterization of Ion Structure and Internal Energy in 
the Gas Phase 

(Under the direction of Dr. Gary L. Glish) 
 

 The traditional domains of mass spectrometry (MS) include simple analyte 

identification by measurement of mass-to-charge value and structural connectivity 

determinations obtained by tandem mass spectrometry (MS/MS).  Tandem MS spectra also 

contain information about ion three dimensional (3D) conformation, based on the observation 

of complex reaction pathways only available to certain ion structures.  These pathways can 

involve rearrangement reactions that would never be considered possible in the solution 

phase.  Elucidating 3D structure from MS/MS is therefore very difficult, and information 

from rearrangement reactions is not currently used by any automatic MS spectral 

interpretation programs.  One of the goals of this dissertation is to build MS based 

instrumentation that will probe ion 3D structure, so that the dissociation processes in MS/MS 

can be better understood.  Two instruments will be described; a quadrupole ion trap for low 

temperature IR spectroscopy studies for determination of smaller ion structures, and a high 

field asymmetric waveform ion mobility spectrometer (FAIMS) for selecting larger ion 

conformers and subsequently probing these ions via a host of MS/MS methods.  Despite the 

title of the dissertation, the reader will not find any ion structures have been elucidated yet.  

This is the task of the next generation of Glish lab members.  Rather, most of the 
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experimental chapters herein are of a more preliminary nature and are focused on the study 

of ion internal energy, which is a significant factor in the study of 3D structure, as well as an 

important area of study for MS in and of itself.
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Chapter 1 
 

1. Mass Spectrometry as a Tool for the Three Dimensional Structure Analysis of Ions 
 

1.1. Introduction 

1.1.1. Higher order structure 

Three dimensional (3D) structure, higher order structure, and tertiary structure are all 

terms used to describe how the atoms of a molecule are oriented in space.  This type of 

spatial information is vital to a full appreciation of any molecule’s chemical properties.  

However, the concept of higher order structure can be improperly conveyed by common 

molecular representations.  For example, molecular formulas and many molecular drawings 

are one or two dimensional and give mostly connectivity information.  These representations 

sometimes give an unclear idea of the spatial proximity of atoms that are not connected to 

one another.   

The study of organic macromolecules has determined that biological functions are 

closely related to conformation.1  Biomolecules, such as proteins, must retain a certain shape 

to selectively act on their targets.  For example, enzymes bind molecules in such specific 

ways that the rate of making or breaking certain substrate bonds can be accelerated by more 

than 1000 times.2  Such specificity is created by a precise three dimensional conformation.    

Mass spectrometry (MS) based  methods are attractive platforms for solving higher 

order structure problems, due to the speed and sensitivity of analysis and the ability to 

routinely assay complex mixtures when coupled to gas and liquid chromatography (GC and 
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LC).  For these reasons, one goal of this dissertation is to create new MS-based 

instrumentation and methods for probing the 3D structure of many different chemical 

species.  A second important goal, as evidenced by the title of this dissertation, is the 

characterization of the internal energy of ions.  Internal energy refers to the total energy of a 

molecule resulting from the particular rotational, vibrational and electronic states of the 

molecule.3  The peaks and their intensities in a mass spectrum are dictated by internal energy, 

because of its large effect on the various ways an ion might react with other species or break 

apart (uni-molecular reaction), and the rates at which these processes will occur.  In the case 

of higher order structure determinations, internal energy is vital to consider because the 

likelihood of a molecule adopting any one conformation, as well as the probability of 

isomerization between conformers, is determined by the available internal energy. 

Unfortunately, the internal energy of an ion in a mass spectrometer is usually not 

known, mainly because the precise mechanisms and energetics of the ionization processes 

are not understood, and any number of uncontrolled collisions with background neutral gas 

molecules may happen before mass analysis occurs.  If the factors affecting ion internal 

energy in mass spectrometers can be better understood, then more reproducible and 

potentially even predictable mass spectra will be the result.   

Although the instruments constructed for this dissertation are nominally designed to 

study ion 3D structure, the bulk of the experimental chapters deal with more preliminary 

questions of how ion internal energy is affected by various instrumental parameters.  The 

remainder of this introductory chapter will present the theoretical background for the rest of 

the dissertation, allowing each of the experimental chapters to consist of a more concise 

scientific narrative.   
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1.1.2. Advantages of Gas-Phase Analysis 

There are many analytical techniques for determining higher order structure of 

molecules.  Two of the most useful are nuclear magnetic resonance (NMR) spectroscopy and 

X-ray diffraction.  These condensed phase methods, while powerful under a certain set of 

circumstances, have inherent drawbacks.  NMR requires a relatively large amount of analyte 

to make a measurement, on the order of milligrams (mg), especially for low abundance C13 

atoms.4  To achieve suitable signal to noise ratios (S/N), averaging for several hours to 

several days is commonplace, and samples must be >95% pure for structural elucidation.  

Analysis of large molecules becomes increasingly difficult as the signals from the various 

atoms begin to overlap.  Without special labeling techniques, the upper size limit to protein 

characterization by NMR is about 20 kDa.5  X-ray diffraction theoretically has no upper mass 

limit, but has the rather special requirement that the analyte be a well-formed crystal of very 

high purity.4  Given these limitations, neither NMR nor X-ray diffraction could be considered 

a high sensitivity, high-throughput technique.  MS, in contrast, is a highly sensitivity 

technique amenable to high-throughput analyses of complex mixtures, prompting increasing 

interest in adapting MS based methods to the characterization of higher order structure.   

MS techniques differ fundamentally from NMR and X-ray diffraction because mass 

spectrometers analyze ionic species in the gas phase.  There is legitimate skepticism about 

whether the condensed phase conformation is retained during the transition to the gas phase.  

One important study showed that a protein complex could retain essentially the same shape 

in the gas phase as in the solution phase, as evidenced by measurements of the protein cross 

section in both environments.6  Another experiment brought a protein into the gas-phase, 

deposited it onto a surface, and re-solvated it in solution.  The protein retained its biological 



4 
 

activity and thus native conformation.7  While the solution phase structure isn’t necessarily 

the only structure formed in the gas phase, these studies showed that it can be one of them.   

Preservation of the same three dimensional structure in the gas as the condensed 

phase must be proven for proteins, after all, the protein folding mechanism is thought to be 

largely a result of minimizing the energy of interaction between the various amino acid side 

residues and the surrounding water molecules.2, 8, 9  However, the technique of X-ray 

diffraction analyzes proteins in the crystalline state, the conditions of which are not 

necessarily the same as the solution state.  A high degree of correlation between structures 

obtained by X-ray diffraction and NMR has been demonstrated however,10  indicating that 

the native-state conformations have some inherent stability, even without a mediating 

solvent.  This same principle could apply to MS and gas phase structures. 

Gas phase techniques such as MS are advantageous because they allow finer control 

of the information being gathered than condensed phase methods.  For example, in the 

condensed phase, solvent effects have the tendency of “masking” interesting interactions 

within a system, such as hydrogen bonds11 and salt-bridges12.  Gas-phase experiments provide 

a more ideal environment in which to probe intramolecular interactions, free from 

intermolecular interferences12-14.  The interactions of the ion with solvent can also be studied 

progressively, by adding solvent molecules in a stepwise manner.  Unlike in the solution 

phase, a variety of very different conformers can be present in the gas phase.6  Although 

more conformers could complicate the experiment, they also offer the opportunity to study 

the driving forces behind the adoption of any one particular structure. 

 

 



5 
 

1.2. The Quadrupole Ion Trap Mass Spectrometer 

The type of mass analyzer used in 

the experiments in this dissertation is the 

quadrupole ion trap mass spectrometer 

(QITMS).  This instrument was first 

developed in the 1960’s by physicists 

Wolfgang Paul and Helmut Steinwedel, 

who were given the Nobel Prize for this 

work in 1989.15  The diagram in Figure 1.1 

is a cutaway view of a QITMS showing the 

hyperbolic shaped electrodes and the 

alternating current (ac) voltage generators 

used for mass analysis and various 

manipulations of the ions which are 

described below and in Chapter 2.  

Because numerous reviews and primers of the basic operation of a QITMS have been 

written16-18, only the information necessary to understand the experiments in this dissertation 

will be introduced in the following sections.   

1.2.1. Theory of Operation 

1.2.1.1.Bath Gas 

The pressure required for a particular mass spectrometer depends on the path length 

of the ion.  The vacuum generated should be such that the mean free path between 

ion/molecule collisions is longer than the ion path length l, which is given in Equations 1.1 

Figure 1.1.  A cutaway view of a QITMS 
with r and z coordinates labeled.  Ion are 
trapped with a high ac voltage on the ring 
electrode, and various ion manipulations are 

performed using the supplementary voltage.   

 

Ring Electrode 
Drive Voltage 

Endcap  

Electrodes 

Supplementary Voltage 
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and 1.2.  Here <u> is average gas velocity and z is collision frequency.  Substituting for z 

gives the last part of Equation 1.1, where ρ is gas number density and σ is collision cross 

section.  Equation 1.12 substitutes in the ideal gas value for ρ, which adds R, the molar gas 

constant, T, temperature, NA, Avagadro’s number, and P, pressure. 

ρσρσ 2/12/1 2

1

2
===

u

u

z

u
l

     (Equation 1.1) 

PN

RT
l

Aσ
2/12

=            (Equation 1.2) 

As pressure is increased, the collision frequency increases and the ion will travel a 

smaller distance between each collision.  As an example, in a triple quadrupole mass 

spectrometer, the ion path length is on the order of a meter, and the pressure is around 1x10-6 

Torr.  In a Fourier transform ion cyclotron resonance (FT-ICR), the ion path length may be 

hundreds of meters, thus, the required pressure is around 1x10-9 Torr.   

In a QITMS, the ion path length is also very long, so the presence Helium (He) gas at  

~1x10-3 Torr may be surprising.  The reasons for this high pressure are several-fold.  To be 

able to trap ions formed from sources external to the QITMS, a bath, or buffer gas must be 

present to kinetically cool the ions to the center of the trapping volume.  Ion stability in the 

QITMS depends on initial position and velocity conditions as well as mass-to-charge ratio, 

making injection of externally generated ions unfavorable without a buffer gas to slow the 

ions down in the correct location.  

Collisional focusing by the bath gas increases performance in the mass analysis stage 

by three mechanisms.  The distance between the ions and the electrode surfaces, which may 

have slight field-distorting imperfections, is maximized.  The ions are less likely to collide 

with the endcap electrodes during mass analysis, improving transmission through the hole to 
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the detector.  Finally, because the ions are ejected from a more precise point at the center of 

the trap, ions of the same mass-to-charge ratio reach the detector at a more precise time 

during mass analysis, improving spectral resolution. 

He gas in particular is chosen as the buffer gas because it is small, safe, and non-

reactive.  Collisions between ions and background gas molecules can result in transfer of 

kinetic energy into internal energy.  The maximum kinetic energy converted is given in 

Equation 1.3, where Ecom is the center-of-mass kinetic energy, Elab is the laboratory-frame 

kinetic energy, Mn is mass of the neutral collision gas, and Mp is the mass of the parent ion 

species.   

pn

n

labcom
MM

M
EE

+
=           (Equation 1.3) 

According to equation 1.3, the smaller the mass of the neutral species, the less energy 

will be transferred per collision.  He therefore minimizes kinetic energy transfer, reducing 

ion losses from dissociations and from scattering, which in the end improves mass resolution.  

Hydrogen gas, (H2), would be an even better choice from a mass resolution standpoint, but is 

not used for safety reasons. 

1.2.1.2.The Equations of Motion 

The elementary equations of force on an ion due to the electric field in a QITMS can 

be used to derive equations of motion for a single ion starting from rest at the center of the 

trap.16-18  The equation for the axial, or z position, may be written in the general form of the 

Mathieu equation, given in Equation 1.4. 

0)2cos2(
2

2

=−+ zqa
d

zd
zz ξ

ξ       (Equation 1.4) 
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A similar equation can be written for radial position, or r, although generally 

speaking, most important processes in the QITMS happen in the z direction.  The 

dimensionless parameters ξ, az, and qz are given in the following equations, 

2tΩ=ξ                  (Equation 1.5) 

22

0

2

0 )2(

16
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−=
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       (Equation 1.6) 
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=

zrm

eV
q z

       (Equation 1.7) 

where Ω is the rf trapping voltage, t is time, U and V are the amplitudes of the dc and 

maximum zero to peak rf voltage applied to the ring electrode of the trap, e is the 

fundamental unit of charge, m is mass, and ro and zo are the radial and axial dimensions of the 

trap.  To use the method of mass-selective instability19, one sets U  to zero and increases V in 

a linear fashion, such that ions are ejected from the trap when they reach the stability 

boundary at qz = 0.908.  The above equations, familiar to most mass spectrometrists, are the 

foundation for understanding how ions move in the QITMS. 

1.2.1.3.Pseudopotential Trapping Well 

The pseudopotential well model assumes that ion motion in a QITMS can be 

decoupled into a high frequency ripple caused by the drive frequency Ω on top of a lower 

frequency oscillation, called the ion secular or fundamental frequency.15  At low rf values 

(qz<0.4) the high frequency ripple can practically be ignored.16, 20, 21  Under these conditions 

ion motion can be approximated as that of a harmonic oscillator, where the depth of the well 

in the axial direction is Dz, as in Equation 1.8. 

 
e

zmq
D z

z
16

2

0

22Ω
=         (Equation 1.8) 
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Equation 1.8 can be used for the radial direction as well, substituting qr and ro for qz 

and zo.  If the axial and radial dimensions of the trap were equal, then Dz would be 4 Dr, 

because qz = -2 qr.  The qz = -2 qr relation arises from weighting coefficients from solving 

Laplace’s equation for a quadrupolar geometry.  Due to the axially stretched geometry of the 

ITMSTM, the actual relationship between axial and radial well depths is Dz = 2.45 Dr.  The 

ion secular frequency ωz can be estimated by Equation 1.9, where βz is given by Equation 

1.10 when qz < 0.4 and the higher frequency oscillations can be ignored. 

Ω= zz βω
2

1
        (Equation 1.9) 

2

1

2 )
2

1
( zzz qa +=β         (Equation 1.10) 

When qz > 0.4, higher order frequencies in the ion oscillation are no longer negligible, 

and the equation for βz is more complicated, but can still be calculated recursively.16  The qz 

value is of great importance because it allows calculation of the voltage amplitude necessary 

for ejection of an ion of particular mass-to-charge value.  The qz value also allows calculation 

of the ion secular frequency, which can be used to manipulate ions in several ways. 

1.2.1.4.Manipulating Ions 

At certain times in a QITMS experiment, small ac voltages may be applied to the 

endcap electrodes (Figure 1.1) to improve mass resolution, increase the range of mass-to-

charges analyzed, and perform tandem MS experiments.  The supplementary voltage creates 

an axially oriented dipolar contribution to the quadrupolar trapping field.  Typically, the 

supplementary voltage waveform applied to one endcap is applied 180 degrees out of phase 

to the voltage applied to the opposite endcap, thereby doubling the electric field magnitude 

that would be created if one endcap was grounded, as illustrated in Figure 1.2. 
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1.2.1.4.1. Resonance Ejection 

The spectral resolution of mass-selective-instability may be improved by applying a 

supplementary voltage at the frequency corresponding to a particular qz value.  For example, 

a supplementary voltage may be applied at the frequency corresponding to just slightly less 

than the normal ejection point of qz = 0.908, causing ions to move in phase with each other 

when the trapping voltage is increased and they reach that qz value.  Ion coherence leads to 

more precise ejection times, resulting in narrower spectral peaks on the mass-to-charge scale.  

Ejection of ions can take place at any qz value by applying the appropriate frequency.   

1.2.1.4.2. Collision Induced Dissociation 

One may wish to extract more information about an ion than its mass-to-charge ratio.  

Structural connectivity information may be obtained about the analyte by dissociating it and 

Excitation  
Waveform

s 

Figure 1.2.  Supplementary voltages applied to endcaps at 180 
degree phase difference 
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analyzing the resulting ionic fragments in a MS/MS experiment. Collision induced 

dissociation (CID) is an often used MS/MS method22-24.  During CID, the parent ion is 

accelerated into a non-reactive gas species such as Ar, N2, or He, such that the kinetic energy 

of motion may be converted into a gain in internal energy of the parent ion, as described by 

Equation 1.3.  CID can be performed using a wide range of instrument configurations, target 

gases and gas pressures, ion kinetic energies, and ion types.  This broad range of applicable 

instrumental conditions and relative ease of implementation make CID the most common 

technique used for ion activation.22, 23 Due to high MS/MS efficiency, sometimes approaching 

100%, the QITMS is one of the more popular platforms for performing CID.  MS/MS 

efficiency is defined in Equation 1.11, where P0 is the initial parent ion intensity, and ΣF is 

the sum of the fragment ion intensities.   

oP

F
efficiencyMSMS

∑=/

      (Equation 1.11) 

Two other performance characteristics help to understand the meaning of MS/MS efficiency: 

fragmentation efficiency and collection efficiency, given in Equations 1.12 and 1.13 

respectively.  The term P is the final parent ion intensity after dissociation. 

 ∑
∑
+

=
FP

F
efficiencyionFragmentat

    (Equation 1.12) 

 
oP

FP
efficiencyCollection

∑+=      (Equation 1.13) 

Fragmentation efficiency describes how well the parent ion was converted into product ions, 

and can be calculated from the final MS/MS spectrum.  Collection efficiency describes how 
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many ions were lost due to processes, such as scattering, during the MS/MS event.  To 

calculate this quantity, two spectra are needed: an initial spectrum containing just the parent 

ion before dissociation, and a final MS/MS spectrum.  Multiplying Equations 1.12 and 1.13 

gives Equation 1.11, therefore MS/MS efficiency is a term that takes into account both the 

conversion of parent ion to products and the ability of the instrument to retain ions during the 

MS/MS event.   

CID may be useful for understanding the connectivity of atoms in an ion, but it is not 

obvious how one would obtain higher order structure information from CID data alone.  

There are ways, however, to use CID information to reveal ion internal energy details, 

requiring first that the collisions between ion and neutral are well defined.25-27 One type of 

experiment is to sequentially increase the energy of collisions and record the abundance of 

the parent and product ions at each step.  Such a graph of abundance versus collision energy, 

or fragmentation efficiency versus collision energy is referred to as a breakdown curve.  

Breakdown curves will be employed in Chapters 4, 6, and 7.  For now, though, the theme of 

higher order structure will be continued, and several methods for 3D structure determination 

will be introduced.   

1.3. IR Spectroscopy 

Spectroscopy studies the interaction of chemical species with light.  Because of 

quantum theory, we know that atoms and molecules only exist in discrete energy states.  

When a species changes state, an amount of energy exactly equal to the difference between 

states must be absorbed or emitted.28 A direct absorption experiment is one way to find out 

which energy states are present. In these experiments, a sample is irradiated with light of a 

particular energy and the decrease in photon intensity after the light passes through the 
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sample is measured.  Repeating this at a range of different wavelengths can provide a spectral 

signature that is characteristic of the molecule.  Infrared (IR) spectroscopic studies the 

interaction of chemical species with light in the IR range, roughly between 13,000 cm-1 and 

10 cm-1.28 This energy range coincides with the energies of the vibrational motion of 

molecules, thus, at the most basic level, IR spectroscopy provides information about bond 

strength.  

IR spectroscopy is useful because of the structural information contained in these 

spectra.  The slightest changes in chemical environment will be reflected in the vibrational 

modes of the ion or molecule, such that deduction of 3D structure from IR spectra is 

possible.11, 29-31  Here quantum chemical calculations of the type described in the following 

sections are indispensable.  A useful procedure is to use a low-level molecular modeling 

program to calculate ion energies as all bonds are rotated and stretched.  Tens of thousands of 

possible ion conformations can be reduced to a suitably small number of low energy 

conformations to be further optimized by higher level calculations.32  The IR spectra of the 

final lowest energy candidate structures are computed and compared to the experimental IR 

spectra to infer what are the most likely ion structure or structures.30, 33, 34    

1.3.1. Action Spectroscopy 

To acquire an IR spectrum of a gas phase ion requires special instrumentation and 

methodologies.  Due to the repulsion of like charges, sufficient gaseous ion densities cannot 

be obtained to make traditional direct absorbance measurement possible.31, 35, 36  Therefore, 

techniques have been devised to measure some other chemical process whose rate can be 

changed by the absorption of a photon.  This type of spectroscopy has been called action 

spectroscopy, and for ions, the most common process to monitor is the photodissociation of 
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the initial ion and concomitant formation of product ions.35  Depending on the absorption 

cross section of the ion at a particular wavelength, varying amounts of internal energy can be 

deposited into the ion, and the photodissociation rate will vary with wavelength.  Most 

typically, fragmentation efficiency (Equation 1.12) is plotted as a function of wavelength to 

give the photodissociation spectrum. The basic IR photodissociation technique described 

above has already been applied to numerous types of ions, ranging from oligosaccharides32, 37, 

polycyclic aromatics31, 38, metal ion clusters33, 39, water clusters40, 41, peptides29, 34, 42, and even 

proteins13.   

1.3.2. IRMPD Mechanism 

Because the energy necessary to break a bond is much greater than the energy 

imparted by a photon in the IR range, absorption of multiple photons, that is, infrared 

multiphoton dissociation (IRMPD), is necessary for IR action spectroscopy.  For a molecule 

with a bond dissociation energy of 4 eV, it would take absorption of ~16 photons at a laser 

wavelength of 2000cm-1 (0.248 eV), to cause dissociation to occur, assuming that all the 

gained energy stayed in this same bond.  Coherent, that is, step-wise excitation from 

vibrational states υ =0 → υ =1, υ =1 → υ =2…υ =15→ υ =16, would be possible in the 

harmonic oscillator model, where each vibrational state is separated by an equal amount of 

energy νh .  In reality, anharmonicities cause the energy difference between vibrational 

states to decrease with increasing υ , as is seen in Figure 1.3.  Since anharmonicity from one 

transition to the next is on the order of 1-10 cm-13, 43, a vibrational mode would quickly go out 

of resonance with the laser before a typical dissociation threshold could be reached. 

Therefore, multiple photon absorption most likely is able to occur via a sequential, 

incoherent process, whereby absorbed photon energy is quickly (<1ns) redistributed 
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throughout the rest of the molecule via coupling to other vibrational modes, and the “bright” 

mode (one being excited with the laser) relaxes to its starting point energy. 31, 36, 44-46 This 

event is known as intramolecular vibrational relaxation (IVR), and is most often observed 

when the density of vibrational states of a molecule is more than 100 states/cm-1, called the 

“quasi-continuum” 

of vibrational 

states31, 44, 45.  Once 

in the quasi-

continuum, the 

internal energy of 

the whole molecule 

is raised in an 

absorption process 

that looks like:  

υ =1 → υ =2, IVR, υ =1 → υ =2, IVR, etc…until enough energy is absorbed to break a 

bond.  Because of the increased anharmonic coupling to other vibrational modes in the quasi-

continuum, IRMPD spectroscopy spectra are generally red-shifted from normal IR 

absorbance spectra or theoretically calculated frequencies.31, 44, 45   

1.3.3. Theoretical Methods for Calculating Structure  

The most common methods used to predict theoretical structures and IR spectra may 

be divided into two groups.  The first are those methods that are based on fundamental 

physical constants, or ab initio, and use approximations to solve the wave function of a 

particle or group of particles.47  The second approach is to model the system via functionals, 

Figure 1.3:  Two models for the potential energy well of a bond are 
shown, the harmonic oscillator in blue and anharmonic oscillator 
red. 
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or functions of functions, of electron density.  This second method is termed density 

functional theory, or DFT. 

1.3.3.1.Ab Initio Calculations 

Ab initio calculations take advantage of molecular orbital theory to construct a 

wavefunction ψ from a combination of molecular orbitals Φi, and calculate the energy of an 

atom, molecule, or ion.47  Molecular orbitals give the spatial distribution of an electron 

around an atom.  The set of equations comprising a molecular orbital are referred to as basis 

functions.  Programs like Gaussian48 use gaussian-style functions for these basis functions of 

the form given in Equation 1.14, where α is related to the radial extent of the function, x, y, 

and z are spatial coordinates raised to constants n, m, and l depending on the type of orbital 

being modeled, c is a normalization constant, and r is composed of the x, y, and z 

coordinates.  Equation 1.15 describes the general form of a molecular orbital, where cµi is the 

molecular orbital expansion coefficients, dµp are fixed constants for each basis set, and gp is 

the gaussian-type functions.  The subscript i refers to the specific molecular orbital, µ is for 

the specific basis function, and p is for each primitive gaussian function making up the 

contracted gaussian (term in parenthesis of 1.15) of each basis function.47     

2

),( rlmn ezycxrg ⋅−= αα
     (Equation 1.14) 
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p

ppii gdc             (Equation 1.15) 

When configuring a Gaussian input file, one must choose a basis set, or group of 

basis functions to describe the shape of the electronic orbitals being modeled.  These basis 

sets are given names that reflect the number of Gaussian primitives per basis function and the 

number of basis functions per valence orbital.47  For example, the 3-21G basis set uses 3 
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gaussian primitives per basis function, and at least 2 basis functions per valence orbital.  

Additional functions can be added to more accurately model the atom, such as in the 

commonly used 6-31G(d) basis set, which adds the d electron functions.47   

In the self-consistent-field (SCF) or Hartree-Fock (HF) theory the molecular orbital 

expansion coefficients of the molecular orbitals are adjusted to yield the minimum energy of 

the system.  The minimum energy is desired because of the variation principle, which says 

that energies calculated from a method such as HF will always be greater than the actual 

energy of the system.  Therefore, the lower the calculated energy, the more accurate is the 

calculation.  HF therefore will iteratively solve for the molecular orbitals until the minimum 

energy is reached, and the field generated by these orbitals will in turn produce the same 

orbitals, accounting for the SCF name.47    

Programs like Gaussian 

can optimize a particular 

structure to give a configuration 

that lies in local minimum energy 

well.  All the bonds in a molecule 

are stretched and rotated 

systematically, and the energy 

gradient is followed until a 

minimum is found.  A geometry 

optimization output file from 
Figure 1.4.  Geometry optimization from Gaussian 
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Gaussian is plotted in Figure 1.4.  Care must be taken using this method, because the initial 

input geometry can play a role in the final optimized structure if the calculation gets stuck in 

a local minimum instead of finding the global minimum.   

1.3.3.2.Density Functional Theory Calculations 

DFT calculations are based on the idea that the energy of an atomic or molecular 

system can be calculated by knowing the electron density of the system.49, 50  The total 

electronic energy is divided up into parts as in Equation 1.16, where ET is translational 

energy, EV is the potential energy of nuclear-electron attraction, EJ is electron-electron 

repulsion, and EXC is the electron exchange-correlation energy.49    

XCJVT EEEEE +++=         (Equation 1.16) 

Although the terms in Equation 1.16 are also in the Hamiltonian, DFT describes them 

as functions of the electron density.  The most complicated variable is EXC, and within this 

term, the electron correlation is most important.  Electron correlation explains how electrons 

attempt to avoid each other, and can be modeled by something called a “hole function”.49  

What makes DFT calculations semi-empirical in nature is that this hole function can be 

approximated by measurements of real physical systems, such as the density of an electron 

gas.49, 50 There has been a gradual process of refinement of DFT methods, some of the most 

notable being the addition of gradients to the electron density, instead of assuming 

homogeneity, and combining DFT with Hartree-Fock theory to make hybrid functionals.47, 49, 

50 One of the most commonly used functionals is the B3LYP, where the EXC term is a mixture 

of contributions from HF theory, Becke’s exchange functional, and the correlation functional 

of Lee, Yang, and Parr.47 The advantage of DFT is that high accuracy calculations can be 

carried out with a much smaller computational cost than for an equal accuracy HF method. 
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1.3.3.3.Calculated Vibrational Modes 

Vibrational bands are estimated by calculating energy as the atoms in the molecule 

are displaced from their equilibrium positions.  The potential energy of a harmonic oscillator 

bond is; 

2

2

1
)( kxxV =           (Equation 1.17) 

so that if energies are calculated as the bond is stretched in the x direction, taking the second 

derivative of energy will give the force constant, k.  Energy gradients are evaluated for all 

atoms in the molecule and placed in a special matrix called a Hessian.  This matrix takes the 

general form of Equation 1.18 for a function f(x1, x2, …xn), where in this case x is a 

direction, and n would be nth atom in the molecule.  

cm
-1

 
Figure 1.5.  Calculated structure and IR spectrum for methylvinylketone.  Blue arrows 
are atomic motion paths for one vibrational mode.  The dipole moment for this mode is 
given in the gold arrow. 
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    (Equation 1.18) 

The y and z dimension gradients are added into this matrix to make it 3N x 3N, where 

N is number of atoms.  This matrix is diagonalized and the resulting eigenvalues are the 

normal vibrational modes of the molecule.51 

An example DFT calculated IR spectrum from Gaussian using the B3LYP/6-31G(d) 

basis set is given in Figure 1.5 for the molecular ion of methyl vinyl ketone, along with an 

illustration of the geometry optimized structure, with one vibrational mode and 

corresponding dipole moment overlaid. 

1.4. Other Methods for Ion Higher Order Structure Determination in the Gas Phase 

While IR laser spectroscopy can offer a detailed structure determination of many 

smaller systems, for large macromolecules its utility is lessened.  The complex folding and 

sheer number of atoms in proteins create a situation where there are many different types of 

interacting structural moieties whose vibrations overlap, making spectral assignments 

difficult.52  Instead of assigning all or most of the peaks in a spectrum to their corresponding 

vibrational modes, IR spectroscopy of proteins (typically in solution-phase) involves looking 

for the presence or absence of specific secondary structure elements (α-helicies, β-sheets) 

through interpretation of very large vibrational bands, and individual stretches are almost 

never resolved.53  Thus, other methods of conformational selection and characterization are 

needed, which will be described in the following sections. 
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1.4.1. Ion Mobility Spectrometry 

While the large number of intra-molecular interactions in proteins complicate their 

analysis somewhat, gas-phase measurements of protein cross section by a technique called 

ion mobility spectrometry (IMS), especially when coupled with MS, are increasingly 

valuable for determining higher-order structure.  Ion mobility is based on the velocity with 

which an ion moves through a buffer gas under the influence of an electric field.54, 55 The 

force on the ion from the electric field is balanced by the force of  the collisions with the 

buffer gas, such that the ion moves at a constant drift velocity.  Mobility, K, is given in 

Equation 1.19, where vd is the ion drift velocity, and E is the electric field.54 

E

v
K d=         (Equation 1.19) 

K is measured by pulsing a packet of ions through a drift tube at around 1-10 Torr of 

buffer gas, and measuring the time they take to reach a detector.  The mobilities measured in 

this way are generally standardized to 273.3 K and 760 Torr to be able to compare results 

between instruments and laboratories.  The standardized Ko is given in Equation 1.20, where 

L is drift tube length, td is drift time, V is voltage drop across drift tube, T is temperature in 

Kelvin, and P is pressure in Torr.54  
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2.2732
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L
K

d

o ××=       (Equation 1.20) 

Mobility is related to the structure of an ion through the basic fact that an ion with a 

larger cross section will undergo more collisions with the buffer gas and have a slower drift 

velocity than an ion with a smaller cross section.  The theoretical mobility for an ion of mass 

m, number of charges z, and an average collisional cross section Ω
(1,1)

avg’ in a buffer gas mb  



22 
 

and of number density N, is given in Equation 1.21.  The other terms e and kb are the 

fundamental charge unit and Boltzmann’s constant.54 

 
NTk

ze

mm
K

avgbb

1

)(

11

16

)18(
)1,1(2/1

2/1
2/1

Ω







+=

π

    (Equation 1.21) 

Clearly from Equation 1.21, an ion with a larger collision cross section will have a 

smaller mobility and thus reach the end of the drift tube later than an ion of equal mass and 

smaller collision cross section.  As in IR spectroscopy, molecular modeling programs exist to 

calculate the cross sections of candidate conformers for comparison to experimental data.54   

One important application of IMS/MS is the on-going quest to determine the 

influence of solvent in determining higher order structure and the correlation between gas-

phase and solution-phase structures.  The solution-phase cross section is one of the 

conformations retained by some protein complexes after ionization by ESI.6  However, the 

composition of the ESI solution plays an important role in the distribution of charge states 

observed for proteins and peptides56, and there is evidence that protein structure is dependent 

on charge state.13, 57, 58   When the charge state is low, proteins tend to exist in compact balls 

that resemble the solution-state structure, while increasing the number of charges tends to 

elongate the protein, as coulombic repulsion unravels the protein backbone.  Several studies 

have probed the protein unfolding process by measuring cross section as a function of 

temperature or excitation.57-59  

1.4.2. High Field Asymmetric Waveform Ion Mobility Spectrometry   

Up to this point in the dissertation, the IMS theory described is applicable to the 

“low-field limit”, that is, at low values of E/N (electric field over buffer gas number density).  

The low-field limit is characterized by mobility being independent of the E/N ratio.55 When 
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E/N is low, the average collision energy depends only on the kinetic temperature of the gas.  

However, at high values of E/N, the collision energy depends on the gas temperature plus the 

velocity of the ion, thus mobility becomes dependent on electric field.60  The dependence of 

mobility on E/N is given in Equation 1.22.  The terms a, b, and c are empirically determined 

constants dependent on factors that are not yet well understood.61  

  (Equation 1.22) 

The higher order terms in Equation 1.22 become significant at electric fields greater than 

about 104 V/cm at atmospheric pressure, which is close to the breakdown point of air.61   

The difference in high and low field mobilities, called Kh and Kl respectively, may be 

exploited using a fairly recently developed atmospheric pressure technique known as high 

field asymmetric ion mobility spectrometry (FAIMS).62   

In FAIMS, ions are pushed down the space between two electrodes by a buffer gas.  

An asymmetric waveform called the dispersion voltage (DV) is applied to the electrodes, 

consisting of a short period of very high voltage, followed by a long period of lower voltage, 

as in Figure 1.6.  Over one period of the waveform, the voltage integral would be 0, such that 

if Kh and Kl were the same, the ion would travel down the center of the apparatus and never 

touch the electrodes.62  However, when Kh and Kl are not the same, the ion will experience a 

drifting towards one electrode or the other.  Ions can be characterized empirically as either A 

ions when Kh>Kl, C ions when Kh<Kl, and B ions when Kh first increases and then 

decreases.62  The drift toward one of the electrodes can be offset by the application of a small 

dc compensation voltage (CV) so that ions of different differential mobility are sequentially 

made to pass to the end of the device, while all other ions hit the electrodes and are filtered 

out.  The waveform in Figure 1.6 is square, and this shape is predicted to provide the best 
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resolving power.61  However, with peak dispersion voltages reaching as high as 5 kV, the 

power supply necessary to create this “instantaneous” voltage would have to generate several 

amps of current at high voltage.  The current necessary to drive a capacitor to a particular 

voltage is given in Equation 1.23, where dV/dt is the derivative of voltage with respect to 

time, or slew rate, and C is capacitance.  A typical capacitance value for a FAIMS analyzer is 

12-20 pF. 

   C
t

V
A ⋅

∂
∂

=         (Equation 1.23) 

Such a power supply can be commercially acquired at some cost, but the FAIMS 

device would not be very safe.  The solution to the problem is to couple two sine waves 

Figure 1.6.  FAIMS experiment, where planar electrodes 
are shown in black, and ideal asymmetric waveform is in 
blue, tlow is the low field part of waveform and thigh is the 
high field part. 

 

tlow thigh
tlow thigh
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generated separately via LC circuitry63.  The general waveform equation is given in Equation 

1.24.  The best performance is found when f=2, h=2, φ= π/2, and Vmax = 5kV61, which for a 

plate separation of 2 mm at atmosphere in air is close to the breakdown voltage of 5900 V 

predicted by Paschen’s law.    

 )1(
)]sin()sin([)( max

+
−+=

f

V
thtftV φωω

    (Equation 1.24) 

Two sine waves and 

their summation are 

shown in Figure 1.7a, 

as well as their slew 

rates in Figure 1.7b.  As 

shown in the insets, the 

current necessary to 

create high voltage, low 

current sine waves is in 

the tens of microamps, 

much lower than for a 

square wave. 

The advance that made FAIMS a viable commercial technology was the use of 

curved electrodes instead of planar ones, which greatly increased sensitivity due to a focusing 

effect of the curved field.61, 64  The enhancement in sensitivity comes at the price of 

resolution, and recent experiments with planar electrodes show that the resolving power of 

planar FAIMS for proteins can be more than 2x that of cylindrical FAIMS.65  These 

considerations will be described in more detail in Chapter 8. 

b) 

a) 

Figure 1.7.  a)  two sine waves and their 
summation (black).  b)  slew rates of above 

waveforms and maximum currents 
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The resolving power of FAIMS is typically on the order of 10-30, where resolving 

power is defined in Equation 1.25.  The term Po is the peak center, and PFWHM is the peak full 

width at half maximum.  Different device geometries and buffer gas compositions may 

enhance performance, as will be discussed in Chapter 8.    

 
FWHM

o

P

P
R =         (Equation 1.25) 

IMS resolving power is around 100-200, although for proteins R is on the order of 10-

30.57, 65-67  Protein resolving power is much less than what is predicted theoretically, 

apparently because with so many degrees of freedom there exists a number of similar but 

slightly different conformations.68  FAIMS resolving power for proteins is about the same or 

slightly lower than for other analytes. 

The buffer gas generally used for FAIMS is N2, or N2 mixed with He.60, 69 The 

resolution and sensitivity of FAIMS separations appear to increase as He content increases, 

but the amount of He is limited by electrical breakdown to 60% by volume when mixed with 

N2.   Generally speaking, when the terms in Equation 1.22 are known for a particular analyte, 

then the effect of mixing gases may be predicted, and especially interesting results have been 

reported for mixtures of highly disparate gases such as He/SF6, for which a resolving power 

for Cs+ of 100 was reported.69  However, this effect is not universally applicable, and a 

combination of N2/He appears to work best for most species.   

FAIMS separation is fundamentally not the same as a conventional IMS separation.  

Neither is there any reason a priori to suppose that there is a correlation between a function 

and its derivative, ie between Ko and dK/dE.57  FAIMS appears to be strongly correlated to 

IMS drift time, but almost no correlation at all is found between FAIMS and collision cross 

section.57  This observation appears counterintuitive; however, ions of different cross section 
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can have the same drift time if they have different masses and/or charges.  FAIMS CV values 

for ions are also largely orthogonal to mass-to-charge value, while there is a strong degree of 

correlation between IMS drift time and mass-to-charge.57 This means that FAIMS/MS could 

theoretically contain more information than IMS/MS.  However, because IMS theory is much 

more well developed than FAIMS theory, FAIMS analysis do not, at this time, have the 

power of IMS to determine cross section directly from a single spectrum.57, 66 More 

specifically, the way in which the constants from Equation 1.22 depend on ion structure 

cannot yet be calculated theoretically.   

Instead of calculating cross sections directly from CV values, a procedure to calibrate 

the CV scale to cross section must be used.66, 67  The common procedure uses a gas filled 

quadrupole collision cell to measure the kinetic energy lost as ions pass through the gaseous 

interior.  The loss in kinetic energy from colliding with the gas can be related to the cross 

section through Equation 1.26.  Eo is the kinetic energy of the ions with no collision gas in 

the cell, E is the ion kinetic energy after passing through the gas filled cell, ρ is the gas 

number density, m2 is the collision gas mass, m1 is the ion mass, σ is the ion cross section, l is 

the ion path length, and Cd is the drag coefficient, a term which relates the force on an ion 

traveling through a gas to collision cross section.70, 71 
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      (Equation 1.26) 

Kinetic energy is measured by successively raising the dc bias on an instrument 

element after the collision cell and measuring signal depletion.  The standard practice is to 

take the voltage of 10% signal depletion as the average ion kinetic energy in electron volts 

(eV).66, 70, 71  While this procedure can characterize the average collision cross section of all 
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ions present, it cannot separate the contributions from different conformations.57  Care must 

be therefore be exercised in interpretations of these results. 

FAIMS is a relatively new development in IMS, and, as was mentioned, direct 

structural data cannot yet be obtained from CV values.  For this to happen, the precise 

characteristics leading to a given high field mobility need to be better understood.  However, 

the high degree of orthogonality with MS means that there is incentive for further studies.  

As it is, FAIMS is still valuable for separating different gas phase conformers, and 

supplementary experiments such as conventional IMS, energy loss measurements, and 

different dissociation techniques can then be used to characterize the selected structures.   

1.5. Summary  

The goal of this introduction has been to set the theoretical foundation for the rest of 

this dissertation, which will describe specific efforts towards determinations of gas-phase ion 

higher order structure, with a side-emphasis on ion internal energy.  Higher order structure is 

important in all chemical reactions, and is intimately linked to the function of biological 

molecules.  Ion internal energy plays a role in these matters by influencing the adaptation of 

any one specific structure by a chemical species, as well as setting chemical reaction rates, 

which ultimately dictate the appearance of the data obtained by our structural determination 

methods.   

Chapter 2 is meant to provide a procedural reference for performing all the common 

experiments, so that each chapter does not contain redundant information.  Details on 

performing various ionization methods, dissociation techniques, theoretical calculations will 

be provided. 
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Chapter 3 describes the construction of a QITMS for low temperature IR 

spectroscopy.  Pertinent mechanical, electrical, and computation particulars will be laid out, 

containing references to drawings and programs in the Appendices.  Although no IR spectra 

have yet been acquired, the projected best method of doing this will be detailed.  The 

instrument described in this chapter will also be the platform for the experiments in 

Chapters 4 and 5. 

Chapter 4 builds off previous work in our lab to study the collisional cooling process 

in the QITMS.  Because the IRMPD spectroscopy experiment in Chapter 3 depends on ion 

dissociation, here we first investigate the relationship between ion temperature and the 

critical energy required to observe fragment ions.  Then collisional cooling is shown to be the 

key factor influencing the shape of the temperature critical energy curve. 

Chapter 5 began as an attempt to optimize the fragmentation efficiency of IRMPD in 

the temperature controlled QITMS, which led to the desire to better understand the nature of 

the “ion cloud”, or volume occupied by a trapped packet of ions.  The shape of the ion cloud 

is studied theoretically, and a contraction or expansion of the cloud is demonstrated as 

trapping parameters are adjusted systematically.  Fragmentation efficiency is shown to 

improve when the ion cloud is compressed as small as possible. 

Chapter 6 begins to look at the internal energy of ions in tandem MS experiments.  

Conventional CID is compared to a new procedure called high amplitude short time 

excitation (HASTE).  The basis for comparison is a calculation of internal ion temperature, 

based on fitting experimental CID spectra to theoretically calculated CID spectra.  The 

theoretical temperature of the matching spectrum is then taken as an estimation of the actual 

ion temperature.  The new method, HASTE, is activated to temperatures ~100 K higher than 
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the conventional CID procedure, putting a semi-empirical value on HASTE’s qualitatively 

observable energetic advantage. 

Chapter 7 continues to probe of internal energy with a focus on the relative 

energetics of two ionization mechanisms, nano-ESI and AP-MALDI, in a QITMS.  This 

chapter grew out of a discrepancy with a result from another lab, which made claims about 

the collisional cooling process that appeared inaccurate, judging from the experience gained 

in the chapter 4 experiments.  A possible reason is proposed based on the methodology of the 

questionable report, and data are presented to show how their results could arise.  The 

comparison of nano-ESI and AP-MALDI is then repeated under more ideal conditions.   

Chapter 8 describes a new instrument for probing protein higher order structure.  The 

instrument uses a FAIMS front end to separate protein conformers, a quadrupole mass 

analyzer to select a mass-to-charge (Q), and then various collision cells (q) and regions to 

probe the effects of conformation on different dissociation techniques.  There will be a 

collision cell for characterizing cross section and trapping ions for either reactions or 

dissociations caused by several means.  Finally, an electric/magnetic sector (EB) will be 

coupled to the above apparatus for specialized energy loss measurements.  Chapter 8 will 

describe mostly considerations for building and operating the FAIMS and Qq, with 

references to supplemental information in the Appendix.  Finally, Chapter 9 will summarize 

the results and implications of each chapter and provide some future directions for study.   
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Chapter 2 

2. Experimental Methods 

Although a number of different instruments were used in the experiments of this 

dissertation, there is a set of common methods.  The following sections will serve as a 

reference for those experimental techniques, and will be cited in subsequent chapters instead 

of repeating the same description.   

2.1. Ionization 

2.1.1. Nano-Electrospray  

Nano-ESI is a versatile ionization technique that can be adapted to many mass 

spectrometers.  Two basic experimental arrangements are illustrated in Figure 2.1.  Figure 

2.1a shows a general scheme for nano-ESI in which ions traverse a glass transfer capillary 

from atmosphere into the vacuum chamber.  The voltage required for nano-ESI is typically 

applied to a metal surface on the end of the capillary.  A metal sleeve fitting over the end can 

be used, or the capillary can be metalized.  A syringe is used to introduce the solution to be 

analyzed into a pulled glass needle, which in turn is inserted into a metal block attached to a 

platinum wire.  The wire is inside the needle and acts as the nano-ESI electrode.  To do 

positive nano-ESI, the wire must be held at a potential of about 1000 V higher than a counter 

electrode placed a few millimeters away from the needle.  For safety reasons, the wire is held 

at ground potential, and the end of the glass capillary at -1000 V.  Because the glass capillary 

is an insulator, the potential on the low pressure side of the capillary does not have to 



39 
 

correspond to the potential on the atmospheric side.  For example, if the atmospheric side is 

at -1000 V, the low pressure side can be set to 200 V.  At lower pressure, without the 

insulating capillary, ions would need at least 200 eV of kinetic energy to overcome the 

electric field of this lens. At the end of the glass capillary, the 200 V lens helps guide the ions 

into the next areas of the instrument, which are usually closer to ground potential. 

Some instruments do not have glass transfer capillaries, in which case the barrier 

between atmosphere and the inside of the vacuum chamber is an electrically isolated piece of 

Figure 2.1. a) positive ion nano-ESI setup using glass capillary  b) positive ion 
nano-ESI setup where interface between atmosphere and vacuum is a 

conductive lens element.  
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metal with a suitably sized hole or holes, as in Figure 2.1b.  In this configuration, positive 

nano-ESI is performed with a wire inside the needle at approximately 1600 V, and the metal 

interface at some positive voltage, around 300 V.  The voltage difference between the wire 

and the counter electrode is still about 1000 V, but now there is some relationship between 

the counter electrode voltage at 300 V and voltage of the next focusing element in the 

instrument.  The ions will be accelerated based on the difference between these two voltages, 

although the kinetic energy of the ions is not simply described, because of the numerous 

collisions with ~1 Torr of background gas.   

If necessary to improve ion signal, desolvation of the electrospray droplets in the 

transfer capillary or metal interface can be done through heating of these elements.  A 

countercurrent flow of gas is sometimes used for this purpose, although none of the custom-

made instruments in the Glish lab utilize this option.  Figure 2.1a also shows that there are 

two lower pressure regions after the high pressure capillary region, which is a typical 

arrangement.  A multipole (hexapole or octopole) ion guide is commonly used to transfer 

ions through the intermediate pressure region.  

Once the analyte solution is in the glass needle, nano-ESI is performed as follows.  

The glass needle is inserted into the block with the platinum wire, which is held by a 

micrometer stage near the mass spectrometer source interface.    The voltage leads are 

attached, and the tip of the needle is moved slowly closer to the front of the counter 

electrode, off to the side of the orifice.  If this is done slowly, a fine mist will appear on the 

counter electrode, instead of a single large droplet.  Once the spray has initiated, the needle is 

backed up slightly and moved in front of the orifice.  Generally a greater distance (5 mm) is 

better than a shorter one (1 mm).  If the distance is too small the orifice can clog, and the 
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signal will be intermittent.  Also, if the needle is too close, the solution can be drawn out of 

the needle very quickly, and alignment is more difficult.  If everything is done properly, 50 

µL of solution can spray for several hours.  The distance between the orifice and the needle 

and/or the ESI voltage can be varied to give the best ion current.  To a certain degree, lower 

voltages and greater distances give less noise and greater signal.  

The analyte solution used for peptides and proteins is typically 1-100 µM in 75/20/5 

v/v/v of methanol, water, and acetic acid, respectively.  Other proportions of the same 

chemicals seem to work just as well, such as 80/20/0.1, or 50/50/1.   The voltage required to 

start the spray depends on the viscosity of the solution.  Thus, when the solution contains 

more water, more voltage is needed and vice versa.  

2.1.2. Atmospheric Pressure Matrix Assisted Laser Induced Desorption 

Like nano-ESI, the AP-MALDI process is performed outside the vacuum chamber, 

and the ions are transferred to the analyzer using differential pumping.  The Glish lab only 

has one instrument configured for AP-MALDI, the Bruker Esquire.  A good description and 

drawings of the aerodynamic based source can be found in Ryan Danell’s dissertation.1 

To carry out AP-MALDI on the Bruker, the same analyte solution as for nano-ESI 

can be used.  For the experiments in this dissertation, a matrix solution of 2,5-

dihydroxybenzoic acid (DHB) was made up at 100 mM or 200 mM, and mixed in a 4:1 ratio 

with the analyte solution to give a 4000:1 final molar ratio of matrix to analyte.  The solution 

was spotted in the sample wells and allowed to evaporate.  When prepared properly, the 

crystals were formed around the edge of the sample hole, but not clogging the hole.  The 

sample plate was placed against the glass transfer capillary of the Bruker and sealed against it 

with a piece of rubber.  The output end of the fiber optic carrying light from the N2 laser was 
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placed into the sample hole, as close as possible to the crystals.  The N2 laser fires at 10 Hz, 

triggered during the ion accumulation time of the Bruker.  Therefore, for 2 laser shots the ion 

accumulation time must be set to 200 ms.  Generally more laser shots give greater ion signal, 

but deplete the sample quicker.  No matter how many laser shots are used, eventually the 

sample in a particular region will be used up, and the laser must be moved to a fresh part of 

the bunch of crystals.   

There are a few significant conditions for making AP-MALDI work after crystals are 

formed.  The temperature of the capillary is very important.  Ion signal is not observed below 

about 140 C, and is generally best at greater than 200 C.   Note that this temperature depends 

somewhat on the position of the thermocouple in the heating device.  If the heating device is 

ever replaced, optimum signal sometimes will occur at a different temperature.  This could be 

due either to how well the thermocouple is wrapped in the heating wire, or due to actual 

power dissipation of the different heater configurations.  The power of the laser is also 

important.  Laser power can be measured with the Rm-6600 Universal Power Meter from 

Laser Precision Corporation.  The measurement is more accurate when the power meter is 

triggered off of the same signal as the N2 laser.  The laser power may be maximized by 

translating the elements that focus the beam into the fiber optics, and by exposing a fresh end 

of the fiber optics on the delivery end.  Cutting the fiber optic properly seems to be 

something of an art.  In the end, a laser power of 10-20 µJ was usually obtained when AP-

MALDI was successful.   

2.1.3. Electron Impact 

Although EI has the notable limitation that sample must be volatile, the robustness of 

the technique makes it invaluable in an instrument development laboratory.2  Optimizing the 
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various lens voltages to give good performance in nano-ESI can be very difficult, so the 

analyzer of a new instrument should be tested first with a constant beam of EI ions.  Besides 

providing a constant high flux of ions, EI also allows one to define the kinetic energy of the 

ions very easily.  Ion kinetic energy is a key variable to the proper performance of a mass 

spectrometer.  For EI, the kinetic energy of the ions at the analyzer is simply the potential 

difference between the source region and the analyzer.  For nano-ESI the situation is a little 

more complicated because of the ion expansion through several different pressure regimes.  

For example, although the end of the transfer capillary in ESI is held at 200 V, when the ions 

reach the analyzer they will not have 200 eV of kinetic energy.  The high pressure of air in 

the volume around the capillary dampens ion motion such that kinetic energy is no longer 

simply defined, as it is in the absence of collisions.  Measuring the distribution of ion kinetic 

energies for EI or nano-ESI can be done by measuring ion signal as the voltage of a lens 

element is increased.  The plot generated with this method is a “stopping curve”, and the first 

derivative of ion signal with respect to voltage gives the most probable ion kinetic energy.  

A diagram of the ionization source from a Finnigan TSQ 70 is given in Figure 2.2. 

The simplest EI experiment is to turn on the filament and ionize residual air and water in the 

vacuum chamber.  Other gases can be metered into the ionizing volume with needle valves.  

Although pressure gauges are calibrated for N2, an indicated pressure of 1x10-6 -1x10-5 Torr 

is sufficient to give good signal for many analytes.  Vapor from liquid samples can be 

ionized easily as well.  Typical voltages for TSQ EI source are given in Appendix D.   
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2.2. Ion Accumulation 

When a continuous source of ions, such as for nano-ESI or EI, is coupled to a non-

continuous analyzer, such as a QITMS, the beam of ions must be periodically interrupted so 

they do not disturb the analysis or detection events.  This gating of the ion beam can be 

accomplished by pulsing the voltage on a lens element to deflect or pass ions during the 

appropriate times.  A typical circuit for pulsing between two dc voltages is given in 

Appendix C.  The Bruker Esquire pulses the voltage on the skimmer interface between the 

high pressure source and mid-pressure octopole region, the ion trap in Chapter 3 (IR-Trap) 

pulses the voltage on the lens after the octopole, and the ITMS pulses the voltage on one half 

of a split circular lens.  Observations show that the least leakage of any charged particles 

through the gate is found when the blocking voltage is >100 V.     

Figure 2.2.  Diagram of electron ionization (EI) source 
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A careful balance of parameters is required to trap ions formed in an external source.  

Ions must have sufficient kinetic energy to overcome the electric field barriers at the entrance 

holes of the trap, yet the kinetic energy must not be so great that the He buffer gas is unable 

to slow the ions down in the center of the trapping volume.  The optimum ion kinetic energy 

for injection is 7-25 eV.3  The amplitude of the trapping rf voltage during the ion 

accumulation period is also a key parameter.  The rf voltage threshold for trapping ions 

scales as the square root of mass, presumably because larger ions are collisionally dampened 

less efficiently.3  Larger potential wells are therefore required to trap larger ions.  In terms of 

qz, however, larger ions are trapped at slightly lower values and over smaller ranges of qz.  

Typically on the ITMS, a rf voltage corresponding to LMCO 40 during ion injection works 

well, however for higher masses LMCO of 50 or more is better.  The QITMS’s in the lab that 

run at lower frequency require a higher LMCO during ion injection.  The Bruker Esquire 

uses LMCO 50-80 Da, while the IR-Trap typically works best at LMCO 80-150.  These 

differences in optimum LMCO for ion injection over different instruments may be due to the 

pseudopotential well dependence on the square of trapping frequency, as in Equation 1.8.  

However, the IR-Trap currently runs at around 950 kHz, the Bruker at ~800 kHz, and the 

ITMS at 1.10 MHz, therefore the trend in LMCO during injection versus trapping frequency 

is not perfectly linear.  Another hypothesis is that special focusing requirements on the IR-

Trap necessitate higher ion kinetic energies and therefore larger trapping wells than the other 

two instruments.  When all three instruments are operating correctly, accumulation times 

need only be ~5 ms to get sufficient ion populations for experiments. 
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2.3. Ion Dissociation 

2.3.1. Collision Induced Dissociation 

Background information on CID was given in Chapter 1.2.1.4.2.  When performing 

a tandem MS method, typically the parent ion must first be isolated to get rid of unwanted 

background ions.  Ions at a mass-to-charge less than the parent ion can be ejected from the 

trap by ramping up the rf voltage so that the parent ion has a qz value slightly less than 0.908.  

A representation of rf voltage amplitude versus time, or scan function, is given in Figure 

2.3a.  If resonance ejection is being used, then the parent ions are brought to a qz value just 

less than the qz of resonance ejection, typically ~0.25.  To eject ions of mass-to-charge 

greater than the parent ion a supplementary voltage is applied that corresponds to a higher 

mass and the rf voltage is ramped down.  One starts by ramping down 100 Da or so and 

visually verifying how well the parent ion has been isolated.  The endpoint of this ramp down 

Figure 2.3.  Scan functions for ion activation by conventional CID or IRMPD a) 

and by HASTE CID b).  Y axis is rf voltage or LMCO, x axis is time. 
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is adjusted until all the high mass ions are gone and the parent ion intensity has not been 

reduced unnecessarily.  About 10-30 ms each for ramping up and ramping down is typically 

sufficient. 

The ions are allowed to cool for about 20 ms to lose kinetic energy gained during the 

isolation process.  The importance of cool time will be discussed in more detail in Chapter 

7.  Next, the frequency and amplitude of the supplementary voltage for ion activation are 

ascertained.  A starting point for the ion secular frequency can be calculated with Equations 

1.9 and 1.10.  This frequency is only a starting point because Equations 1.9 and 1.10 assume 

that only one ion is in the trap.  When multiple ions are in the QITMS, their motion begins to 

be affected by mutual charge repulsion.  The cumulative effect of many ions adds a dc 

voltage component to the trapping voltage, creating an appreciable az term in Equation 1.10.  

Thus, multiple positive ions tend to have secular frequencies a few hundred to a few 

thousand Hz less than the theoretical secular frequency for one ion.  To find the optimum 

excitation frequency, the excitation frequency is set to the theoretical ion secular frequency, 

and the amplitude is set to approximately 4 V.  This is a large voltage for CID, therefore the 

ion will absorb sufficient power, even with off-resonance excitation, to dissociate 

extensively.  The amplitude is then adjusted such that about 50% fragmentation efficiency is 

reached (Equation 1.12) and then the excitation frequency is varied to get 100% 

fragmentation efficiency.  The voltage amplitude is lowered again to 50% fragmentation 

efficiency and the process is repeated until the maximum MS/MS efficiency is achieved 

(Equation 1.11).  Extensive fragmentation information can be obtained at high excitation 

amplitudes, but the goal is to dissociate every parent ion without unintentionally ejecting any 



48 
 

of them out of the trap.  Excitation amplitudes of 500-1200 mV and excitation times of 10-40 

ms are generally used.  

2.3.2. High Amplitude Short Time Excitation 

A new set of parameters for doing CID, called HASTE CID, was recently developed.4  

Quite simply, the main difference is that HASTE CID uses excitation amplitudes of 2500-

6000 mV and 0.5-2 ms are used instead of the values given above for conventional CID.  

Excitation and dissociation of an ion are distinct events, separated in time.  Because 

excitation happens so quickly in HASTE (shown in Figure 2.3b), the rf amplitude can be 

dropped to a lower qz value before some ions dissociate, and the low mass cut-off problem 

can be partially circumvented.  The large excitation voltages used in HASTE cause MS/MS 

efficiency to be poorer than conventional CID, but because the trapping voltage is lowered 

after excitation, the poor efficiency can be offset in part by raising the qz value (a larger 

pseudopotential well) during excitation.  Values of qz as high as 0.89 have been used.5         

2.3.3. Infrared Multiphoton Dissociation 

IRMPD is performed with the same general procedure as conventional CID except 

that instead of applying a resonant excitation voltage after parent ion isolation, an IR laser is 

turned on during this time with a TTL signal from the QITMS hardware.  The CO2 lasers 

used for IRMPD are a 10.6 µm, continuous output (cw), 0-100 W Synrad Firestar f100 on the 

IR-Trap, and 0-50 W Synrad Model 48-5 on the ITMS.  The laser beam is delivered with 

silicon mirrors and focused to the center of the trap with a 38.1 cm focal length ZnSe lens.  

Laser power is set by a manufacturer supplied digital controller (analog for ITMS).  Power 

was generally set at ~ 10 to 30 W, depending on pressure, temperature, and ion species. 
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Photons do not appreciably change the momentum of the ions they interact with, so 

there is no competition between excitation and ejection like with CID.  Thus, before HASTE 

CID, the low mass cutoff problem was traditionally solved by using photodissociation.  

IRMPD does present its own complications, however.  The collisions of the He bath gas 

thermalize ions down to the bath gas temperature.6-9  Only when the ions are given extra 

kinetic energy through resonance excitation do the collisions add appreciable internal energy 

to the ions.  Therefore, during IRMPD there is a competition between energy deposition 

through photoabsorption and energy dissipation through collisional deactivation.  In some 

cases the bath gas pressure is lowered to slow the collisional cooling rate and allow 

photodissociation, sacrificing trapping efficiency10.  However, the addition of an optical lens 

to focus the laser beam to the center of the trapping volume creates a higher density flux of 

photons which can dissociate many ions even at normal He pressures.        

2.4. Theoretical Methods 

2.4.1. Structure Calculations 

For optimizing ion geometries to lowest energy conformers, calculating structure 

energies, and calculating vibrational modes, the program Gaussian 03 was used.11  This 

program can be accessed through the scientific computing facilities at UNC.  The current 

cluster being used (Emerald) and the current protocol for running scientific computing 

programs and submitting jobs can be ascertained at http://www.renci.org.   A good resource 

to begin with is http://www.renci.org/unc/computing/.  A program called X-Win32 is useful 

to log into the research computers and display the graphic user interface (GUI) for Gaussian.  

Help on setting up X-Win32 can currently be found at http://help.unc.edu/4696.  There are 

constant changes happening to the scientific computing services at UNC, and now two years 
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after the last job was submitted for the experiments in this dissertation, the computers utilized 

at that time are being phased out.  Instead of describing the outdated way these services were 

formerly used, the current protocol for running scientific computing programs and submitting 

jobs can be established at the above links.   

Once the user has access to scientific computing, the program GaussView should be 

run.  GaussView is a program that allows the user to define molecule and ion geometries and 

the type of analysis they want run with a GUI, instead of a script-based protocol.  For 

geometry optimizations and vibrational analysis, best results are obtained if optimization is 

done first using a small basis set like 3-21G (see Chapter 1.3.3) and then moving up to more 

computationally expensive methods.  One must remember that vibrational analysis is only 

valid using the same basis set as the one that produced the optimized structure, and must be 

done only at stationary points on the potential energy surface.12, 13  For this reason users are 

recommended to use the command “Opt+Freq” that optimizes the geometry and then 

calculates the vibrational frequencies.13  The vibrational frequencies of an ion are needed for 

comparing two calculated IR spectra, and also calculating properties like densities and 

summations of states. 

2.4.2. Internal Energy Distributions 

There exist many mass spectrometry applications where knowing the distribution of 

internal energies of an ion is useful.  Often this distribution is difficult to obtain, but when the 

ion is in thermal equilibrium with the surroundings then statistics can be of great help.  The 

probability that an ion with internal temperature T has energy E is given in Equation 2.l. 
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Here kb is Boltzmann’s constant, and ρ(E) is the density of states at energy E.  Density of 

states represents the number of ways to distribute energy such that the molecule has an 

energy between E and E+dE.14   Thus, the units of density of states are states per energy unit 

e.g. states/cm-1.  The summation of states, a related parameter used later in this dissertation, 

is the integral of density of states from energy 0 to E.   Programs for calculating density and 

summation of states are given in several publications.14, 15   

When one can calculate the probability that an ion has any particular internal energy, 

the average internal energy is a simple extension, given in Equation 2.2. 
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Q is the vibrational partition coefficient ∫
∞
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kTEρ .  Appendix A shows a program 

written in LabView that takes a Gaussian output file and computes density of states, 

summation of states, internal energy distribution, and average internal energy.      

2.4.3. Ion Trajectory Modeling 

For simulating ion trajectories SIMION 7.0 was used.16  SIMION allows the user to 

define electrodes or magnets of any shape and size and calculates the fields around these 

elements using Laplace’s equation.  SIMION files can be created such that the fields are 

scalable, that is, the electric fields can be multiplied by a time-dependent factor to simulate 

the rf fields used in mass spectrometry.  Help getting started with SIMION and about setting 

up advanced user programs and geometries can be found at 

\\Asntdomain1.cas.unc.edu\users\chemistry\share\glishgroup\Group Files\Programs and 

Templates\Simion How-To's.       
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SIMION “simulation quality” was set to 3 for all simulations, and grid spacing was 

0.05 mm/grid unit.  Ions were placed in the starting point plus or minus a random offset, 

phase, and kinetic energy, within certain parameters.   The subscript for randomizing initial 

conditions was written by Dahl and is given in the SIMION 7.0 example files.  Collisions 

with He neutral gas were simulated using the 3D hard sphere model developed by Manura.17  

For this model, a gas mass, temperature, pressure, and ion collisional cross section must be 

specified.  Lacking information on an ion cross section, σ, the relation in Equation 2.3 was 

used, where m is the ion mass.18   
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An IMS study of the collision cross section of many hundreds of peptides of different sizes 

and sequences is useful for estimating cross section as well.19  Interactions between ions 

could be simulated with the SIMION point charge model.  In this mode, a total amount of 

charge is designated to be distributed amongst all the ions being simulated.  For example, if 

10 ions were being simulated and the total charge was 1.6x10-16 C, then each affects the 

others as if it has the charge of 100 ions, and it would be expected that the ions behave as if 

there were 1,000 total ions in the trap.  Selected user programs from various projects can be 

found in Appendix B.     

 

 

 

 

 

 



53 
 

2.5. References 

1. Danell, R. M.; Glish, G. L. Advances in ion source and quadrupole ion trap performance 

and design. Doctoral Dissertation, The University of North Carolina, Chapel Hill, 2001. 

2. Schwartz, J. Measuring ion number and detector gain. U.S. Patent 7109474 Patent 2006. 

3. March, R. E.; Todd, J. F. J. Practical Aspects of Ion Trap Mass Spectrometry; CRC Press: 
New York, 1997. 

4. Cunningham, C., Jr.; Glish, G. L.; Burinsky, D. J. High Amplitude Short Time Excitation: 

A Method to Form and Detect Low Mass Product Ions in a Quadrupole Ion Trap Mass 

Spectrometer. J Am Soc Mass Spectrom 2006, 17, 81 - 84. 

5. Schwartz, J. High-Q pulsed fragmentation in ion traps. U.S. Patent 7102129 Patent 2006. 

6. Goeringer, D. E.; McLuckey, S. A. Relaxation of Internally Excited High-mass Ions 

Simulated under Typical Quadrupole Ion Trap Storage Conditions. Int. J. Mass Spectrom. 
1998, 177, 163-174. 

7. Asano, K. G.; Goeringer, D. E.; Butcher, D. J.; McLuckey, S. A. Bath Gas Temperature 

and the Appearance of Ion Trap Tandem Mass Spectra of High-Mass Ions. Int. J. Mass 

Spectrom. 1999, 190/191, 281-293. 

8. Remes, P. M.; Glish, G. L. Theoretical Estimation of Peptide Internal Temperature for 

High Amplitude Short Time Excitation Collision Induced Dissociation in a Quadrupole Ion 

Trap. J Am Soc Mass Spectrom 2007, Submitted. 

9. Remes, P. M.; Glish, G. L. Collisional Cooling Rates in a Quadrupole Ion Trap at Sub-

Ambient Temperatures. Int. J. Mass. Spectrom. 2007, 265, 176-181. 

10. Colorado, A.; Shen, J. X.; Vartanian, V. H.; Brodbelt, J. Use of Infrared Multiphoton 

Photodissociation with SWIFT for Electrospray Ionization and Laser Desorption 

Applications in a Quadrupole Ion Trap Mass Spectrometer. Anal. Chem. 1996, 68, 4033-
4043. 

11. Frisch, M. J. Gaussian 03, Revision C.02 Gaussian, Inc., Wallingford CT. Gaussian 03, 

Revision C.02 Gaussian, Inc., Wallingford CT 2004. 



54 
 

12. Ochterski, J. W. Vibration Analysis in Gaussian. Technical Support Information: 

Gaussian Inc. 1999. 

13. Foresman, J. B., Frisch Aeleen Exploring Chemistry with Electronic Structure Methods; 
Gaussian, Inc.: Pittsburgh, PA, 1993. 

14. Baer, T.; Mayer, P. M. Statistical Rice-Ramsperger-Kassel-Marcus quasi-equilibrium 

theory calculations in mass spectrometry. J. Am. Soc. Mass Spectrom. 1997, 8, 103-115. 

15. Stein, S. E.; Rabinovitch, B. S. Accurate evaluation of internal energy level sums and 

densities including anharmonic oscillators and hindered rotors. The Journal of Chemical 

Physics 1973, 58, 2438-2445. 

16. Dahl, D. A. SIMION 3D 7.0. 

17. Manura, D. Collision Model HS1  http://www.simion.com/info/Collision_Model_HS1. 
Collision Model HS1  http://www.simion.com/info/Collision_Model_HS1 2007. 

18. Quarmby, S. T.; Yost, R. A. Fundamental Studies of Ion Injection and trapping of 

Electrosprayed Ions on a Quadrupole Ion Trap. Int. J. Mass Spectrom. 1999, 190/191, 81-
102. 

19. Valentine, S. J.; Counterman, A. E.; Clemmer, D. E. A Database of 660 Peptide Ion 

Cross Sections: Use of Intrinsic Size Parameters for Bona Fide Predictions of Cross 

Sections. J. Am. Soc. Mass Spectrom. 1999, 10, 1188-1211. 
 

 



 
 

 

 

 

Chapter 3 
 
3. Design and Operation of a Quadrupole Ion Trap for Infrared Action Spectroscopy 

 

3.1. Introduction 

Chapter 1.1.1 introduced the idea of three dimensional structure and its importance 

in the proper functioning of biomolecules.  A wealth of information can be derived from 

discerning the structure of any molecule, not just biological molecules.  The structure of a 

molecule determines which inter- and intra-molecular reactions are possible, making 

conformational studies of molecules and ions an area of intense study.  As described in 

Chapter 1.1.2, gas-phase, mass spectrometry-based techniques have several advantages over 

solution-based methodologies for structure determination, and the past ten years have seen a 

rapid increase in the number of studies aimed at exploiting these benefits.  Although the 

Glish lab has traditionally focused on developing MS and MS/MS for proteomics, the study 

of higher order structure is not an entirely new direction.  The influence of ion structure on 

peptide fragmentation was recognized in our lab many years ago.2-4  In recent years, however, 

the availability of higher power, tunable IR lasers opened up the possibility of studying 

peptides and other many other ions with spectroscopic structure determinations.5-15.  This 

chapter will discuss the design and operation of an instrument for doing these studies:  a 

QITMS for IR laser spectroscopy of ions at low temperatures.  This instrument is referred to 

as the “IR-Trap” in the Glish lab and in the rest of this dissertation.  
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  The project started as a collaboration between the Glish, Miller, and Baer labs.  The 

large number of possible systems for study, coupled with the Glish lab knowledge of the 

QITMS, the Miller lab expertise in laser spectroscopy, and the Baer lab proficiency with 

fundamental gas-phase ion studies  prompted the building of a new instrument for IR action 

spectroscopy of ions.  The bulk of the studies performed to that date were done using free 

electron lasers (FEL) as the IR light source coupled with Fourier transform-ion cyclotron 

resonance mass spectrometers (FT-ICR).  The expense associated with building and 

maintaining a FEL facility and FT-ICR is beyond the means of most research labs, and it was 

felt that there was room for a rugged, high performance instrument based on a different 

platform.  The QITMS is a lower cost, lower maintenance instrument with less mass 

resolution and accuracy than the FT-ICR, but for these types of experiments those attributes 

are not so important.  That is, in IR action spectroscopy, the identity of the analyte is known 

and the parameter of interest is fragmentation efficiency, not product ion mass-to-charge 

value.  The QITMS also offers the possibility of effectively lowering the temperature of the 

ions to create a more ideal spectroscopic environment.  Low temperatures cool the ions that 

are vibrationally excited down to the ground state, simplifying the IR spectra and 

concentrating ion intensity into fewer IR stretches.  When the QITMS electrodes are cooled, 

the He bath gas will equilibrate with these surfaces, and also equilibrate with any trapped 

ions.  The FT-ICR works best at very low pressures, making the collisional cooling 

procedure much more inefficienct and difficult.   

The Miller lab also had gained significant experience building some of the world’s 

most high power, constant waveform (cw) periodically polled lithium niobate – optical 

parametric oscillators (PPLN-OPO) lasers.16  This type of laser has very good resolution 
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(0.001 cm-1), tunability (2500-5000 cm-1), and power (3.5 W), which would offer an 

alternative to the FEL-based experiments, which operate in the fingerprint IR region of 40-

2000 cm-1 with resolution of 3-120 cm-1 (~6% of laser wavelength) and power of 60 mJ per 5 

µs pulse, repeating at 10 Hz.11, 17  The vibrational modes that may be studied with a FEL are 

more complex bends and stretches, while the PPLN-OPO frequency range overlaps with 

more simple C-H, N-H, and O-H stretches that are easier to predict and compare to 

calculated structures.  The combination of a high power cw PPLN-OPO and QITMS has the 

potential to generate data of a high quality that would compliment the FEL-FTICR work that 

has already been done.      

3.2. Method of Low Temperature Ion Trap IR Spectroscopy  

The basic method for performing action spectroscopy was described in Chapter 

1.3.1.  Several of these studies have employed electrodynamic trapping devices with cooled 

electrodes.18-20  Performing spectroscopy on ions at low temperatures simplifies spectra by 

reducing the number of hot vibrational bands.  Sensitivity at a particular laser wavelength is 

also increased because the ions are concentrated into a smaller number of energy states. 

Previous IRMPD experiments had shown that the collisional cooling effect, discussed 

in Chapters 2.3.3 and Chapter 4, was significant even at room temperature with a 50 W, cw 

CO2 laser.21  Although the photons from the tunable PPLN-OPO laser have more energy than 

a CO2 laser, difficulties dissociating ions at low temperatures were expected because 

collisional cooling is expected to be magnified at lower temperatures.  Therefore the 

proposed action spectroscopy procedure was modified to use the “two-color” excitation 

scheme previously implemented22, 23 with low power tunable lasers.  This technique uses the 

lower power tunable laser to vibrationally excite the ion at a specific resonance, and a high 
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power CO2 laser to dissociate only the vibrationally-excited ions.  The wavelength of the 

high power laser is insignificant, because an ion, once excited to the quasi-continuum of 

states, can absorb any wavelength of light.11, 24, 25  Figure 3.1 shows one method of irradiating 

the QITMS trapping volume with two different lasers. 

3.3. Low Temperature Considerations 

3.3.1. Closed Cycle Helium Refrigeration 

The electrodes of the QITMS are cooled with a two stage Sumitomo RDK-408S 10K 

closed-cycle helium cryostat, or “cold head”.  Figure 3.2 depicts the cold head, with its 35 W 

first cooling stage and 6.3 W second stage.  Using two stages instead of one decreases the 

heat load on any one stage, in much the same way as differential pumping decreases the gas 

load on any one vacuum pump.  Because the blackbody radiation from a room temperature 

CO2 Laser

PPLN-OPO

Ion Trap 

Position 

Figure 3.1.  Proposed positioning of CO2 and PPLN-OPO lasers 

for IRMPD spectroscopy. 
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object is appreciable, there must be a buffer between the QITMS and the vacuum housing if 

very low temperatures are to be reached.  The 35W first cooling stage serves as this buffer, 

when a thermally conductive “shield” is placed in contact with it.  The element to be cooled 

to lowest temperature, in this case the ion trap electrode, goes inside the shield in thermal 

contact with the 6.3 W second stage. 

 The cryostat cools itself by expanding and compressing He gas inside its various 

compartments, in what is called the Gifford-McMahon process of refrigeration.  Very low 

temperatures can be achieved at the second stage of 

the cryostat through this mechanism.  The minimum 

attainable temperature for the RDK-408S cryostat is 

10 K with no heat load.  When the MS components 

are attached to the cryostat, described below, a 

lowest temperature of 23 K has been reached.  

Lower temperatures might be possible by better 

polishing of the outer 1st stage shield surface to 

reflect blackbody radiation and act as a better buffer.  

The 1st stage shield could alternatively be gold 

plated or wrapped in mylar for the same reason. 

3.3.1.1.Temperature Controller 

The cryostat has only two modes; on and off.  Therefore, to reach a constant 

temperature at any state higher than the minimum, a heater must be attached to the cold head 

with a temperature sensing feedback loop.  The temperature of the system is regulated with a 

Lakeshore 340 controller, which controls a 100 W heater attached to the cold head, and 

Figure 3.2.  Closed-cycle 

helium cryostat  

a) 
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receives feedback from a silicon diode mounted on the ion trap holder.  The output 

impedance of the Lakeshore 340 heating loop is 25 Ohms.  Three Minco, 78.4 Ohm, flexible 

Kapton heaters were hooked up in parallel to give 26 Ohms resistance.  The power supply 

output impedance and heater impedance are therefore nearly matched, and near maximum 

heating capacity is possible.  The heaters are attached with special epoxy to the side of the 

second stage.  Care must be taken not to operate the heating circuit at 100 W output near 

room temperature because the heater ability to dissipate power begins to decrease as the heat 

sink temperature rises.  The cryostat has actually been heated to 330 K, but burn spots were 

later found on the heaters.  A better method to achieve hot temperatures for this instrument is 

to wrap the vacuum housing with a heating jacket.   

3.3.2. Thermal Properties of Materials 

The QITMS electrodes must be simultaneously in thermal contact with the cryostat 

and electrically insulated from it.  Some material properties relevant to this problem are 

given for copper (Cu), stainless steel (SS), and high purity alumina (Al2O3) in Table 3.1. 

Rough calculations of the power required to change the temperature of a given mass 

of material can be performed using these numbers.   Equation 3.2 gives the power P 

necessary to change the temperature ∆T of a mass m of material with specific heat capacity 

Cp in time t.   

Material Thermal Conductivity Specific Heat Capacity Electrical Conductivity Density

(W/m K) (J/g K) (Ohm/cm) (g/cm3)

Cu 385.0 0.385 1.70E-06 8.96

SS 16.2 0.500 7.20E-05 8.00

Al2O3 30.0 0.850 1.70E+14 3.96

Table 3.1.  Properties of materials used in the IR-Trap.    
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t

TCm
P

p ∆⋅⋅
=

       (Equation 3.2) 

Equation 3.2 helps calculate what power refrigerator or heater is required for a given 

situation.  The thermal conductivity, on the other hand, describes the efficiency of heat 

transfer through a given medium.  In the case of an ion trap separated from a copper holder 

with alumina spacers, the alumina has a much lower thermal conductivity than copper, and is 

one of the limiting factors in cooling the QITMS electrodes.  In practice, the temperature of 

the trap drops fairly quickly from room temperature down to around 100 K, after which much 

more time is needed to reach 23 K, on the order of several hours.  Short jumps in temperature 

on the order of 25 K take only a few minutes, with a steady equilibrium temperature being 

achieved in 15-20 min.  The temperature controller manual should be consulted for 

optimizing the temperature control algorithm. 

3.4. Vacuum Housing Design 

3.4.1. Trap Enclosures 

A cut-away, side view of the QITMS inside a copper enclosure is shown in Figure 

3.3a.  The enclosure with the QITMS inside is mounted on top of the 2nd stage of the cryostat 

as in Figure 3b.  The larger copper piece surrounding the 2nd stage enclosure is the 1st stage 

shield.  Holes of 0.635 cm are drilled in the shield, on-axis with the entrance and exit holes of 

the ion trap, to allow ions to enter and leave the mass spectrometer.  Ion lenses placed 

halfway between the first and second stage enclosures serve to focus incoming ions into the 

trap, and focus ejected ions into a channeltron-type electron multiplier for detection.  Two 

more 0.635 cm holes, placed 90 degrees from those described above, allow a laser beam to 

traverse the instrument. The laser beam enters and leaves the trap through 3.18 mm holes in 

the ring electrode, passing through the center of the ion trapping volume.  The He gas needed 
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for ion trap MS, as discussed in Chapter 1.2.1.1, flows through a 1/16” copper tube that 

winds around the outside of the 1st stage for several turns.  The reduced temperature of the 1st 

stage shield pre-cools the gas before introducing it through the top of the 2nd stage enclosure.  

Mechanical drawings for these enclosures are in Appendix E.         

3.4.2. Pressure Calibration 

Due to the necessity of drilling holes in the enclosures for allowing ions to enter and 

leave, neither of the enclosures is gas-tight.  However, the holes are small enough to make 

the flow of He into the main vacuum chamber be conductance-limited.  Therefore the 

pressure gauge, mounted in the main vacuum chamber, does not read the same pressure as in 

the QITMS trapping volume.  One method to estimate the pressure inside a conductance-

limited QITMS is to observe a reaction of known kinetics.  An attempt was made to react 

Alumina Spacers 

electron

muliplier

focusing lenses

Ion trap holder

1st stage

shield

2nd stage

Figure 3.3.  a)  QITMS in gray inside copper enclosure.  Endcap electrodes are 
separated from copper by alumina ceramics.  Voltage leads and He gas enter 
enclosure through top piece.  b) QITMS in holder from a) on top of 2nd stage of 

cryostat.  Electron multiplier is mounted on backside of 1st stage shield. 

a) b) 

Ions 

rf lead He gas 
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H3O
+ with isoprene and calculate isoprene pressure using the reaction rate constant26 of 

2.0x109 cm3 s-1 and pressure gauge sensitivity factor (gauge is calibrated for N2) of 0.268.  

The gauge sensitivity factor was calculated with a program written by John Bartmass called 

ADO.  The factor for He gas pressure (including x7 factor for gauge sensitivity of He) inside 

the QITMS calculated with this method was x280.  Because the He flow is typically set to an 

indicated pressure of 3x10-5 Torr, the reaction rate method gives an actual He pressure of 

8.4x10-3 Torr.  The factor of x280 appeared to be much too high.  Even using EI, appreciable 

numbers of ions begin to be trapped at ~7x10-6 Torr indicated pressure, and up to 1x10-4 Torr 

has been set without arcing.   

A different method of estimating the actual He pressure in the QITMS was attempted.  

Collisional cooling rates were measured by the method of Chapter 4 at different indicated 

pressures for two conditions; the normal setup with conductance-limited He flow from 

QITMS to gauge, and with enclosure tops removed giving unobstructed gas flow from 

QITMS to gauge.  The rate of collisional cooling depends strongly on He pressure, therefore 

when the same rate is observed for the two above conditions, a correspondence between 

actual and indicated pressure can be calculated.  This factor (including x7 for He sensitivity) 

was x98, therefore an indicated pressure of 3x10-5 Torr corresponds to an actual He pressure 

of 3x10-3 Torr in the QITMS.  Of note is that the pumping calculations described in the next 

section can also be used to give an estimated pressure factor, which was x140, much closer to 

x98 than to x280.  These values seem much more reasonable.  Also, the most probable error 

in the pumping calculation is an underestimation of the gas flow out of the enclosures, 

because the enclosures were assumed to be gas tight except for the 0.635 cm holes.  This 

assumption means that x140 is probably an overestimation.  The reason for the large error in 
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the previous ion/molecule reaction method is unclear, but because many repetitions at two 

different pressures of isoprene resulted in the same pressure factor, accurate measurement of 

isoprene pressure could be the problem.       

3.4.3. Pumping Calculations 

Atmospheric pressure ionization (API) sources utilize differential pumping to 

maximize ion transmission from outside the vacuum housing to the analyzer, and to 

minimize gas load on any one vacuum pump.  A few equations prove to be very useful for 

calculating the pressure in a vacuum housing for a given gas conductance into the region, and 

a given pumping speed.  Equation 3.3 is the system balance equation, which says that the gas 

throughput (mass flow rate) out of a region is equal to the gas throughput into a region.27  P1 

and P2 are the pressures in regions 1 and 2, where P1 > P2.  Pumping speed (L/s) is S which is 

given by the vacuum pump manufacturer, and C is the conductance (L/s) between regions 1 

and 2.    

        (Equation 3.3) 

Equations for C have been postulated for various pressure regimes and types of apertures27.  

One easily overlooked aspect of Equation 3.3 is that S is generally given by the manufacturer 

for the best case scenario, where the pump opening is not obstructed at all.  When the pump 

is attached to the vacuum housing via an opening that constricts gas flow in any way, the 

actual pumping speed is affected as in Equation 3.4. 

                (Equation 3.4) 
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3.4.4. Main Vacuum Chamber 

The IR-Trap was designed to use API sources with the typical configuration of three 

stages of differential pumping.  However, the main vacuum housing for the IR-Trap was an 

early model ITMS chamber, sketched in Figure 3.4.  Coupling two more stages of differential 

pumping with a trap mounted on a cryostat required some non-traditional and perhaps non-

optimal design elements.  Mass spectrometers are generally built in such a way so to ensure 

proper alignment of all apertures and ion lens.  Because aperture sizes are on the order of 1 

mm, alignment is a key consideration to optimum ion transmission.  Optical rails are one way 

to ensure alignment, and the instrument described in Chapter 8 uses this form of alignment.  

Another way to ensure alignment is to mount as much of the instrument as possible to the 

same flange, and attach the various MS components to posts mounted off of that flange.  The 

necessity of placing the QITMS on the cryostat complicated the situation.  The final design 

mounted the QITMS on the cryostat, which is introduced into the chamber from the bottom.  

Figure 3.4.  ITMS vacuum housing used as base for IR-Trap.  The 
cold head (figure 3.1a) is inserted from the bottom into one of the 
two 8” flanges, and the two other differential pumping stages are 
attached to a 10” flange and mounted onto the side flange.   

x 

y 

z 

Ions from API 
source must 
intersect center of 

QITMS 

QITMS on cryostat 

inserted from below 

15.2 cm 
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The idea was to place the QITMS in the exact center of the x and y planes in Figure 3.4.  The 

API source (Figure 3.5, described below) is mounted on a flange at a right angle to the 

cryostat, therefore care had to be taken to ensure that the ion beam from this source would 

intersect the center of the QITMS. 

3.4.5. nano-Electrospary Ionization Source 

The API source was modeled after the design of the Bruker Esquire and a QITMS 

donated from Monsanto.  Currently this source is configured for nano-ESI, although AP-

MALDI or other API techniques could be performed with modifications. A schematic of the 

inside of the source was given in Figure 2.1.  A glass capillary with a metal cap on both ends 

is the interface between atmospheric pressure and the first stage of differential pumping.  

This first region is at a pressure of about 0.3 Torr.  The ions formed by nano-ESI expand into 

the first region and are focused to the opening of a skimmer that is 0.70 mm in diameter.   A 

a) b) 

Figure 3.5.  a) 3d rendering of nano-ESI source b) 2d side view of nano-ESI 
source.  The region on the right contains the glass transfer capillary and is 
pumped by rough pumps to 0.3 Torr, and the region inside the 10” flange and to 

the left houses the octopole and is pumped by a turbo pump to 3 mTorr.  
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drawing showing the outside of the source is shown in Figure 3.5.a  and .b.  In Figure 3.5 the 

nano-ESI needle would be on the right side, and the ions pass to the QITMS which would be 

just on the left side. 

3.4.6. Octopole Ion Guide 

After the ions pass through the skimmer in the first pressure region, they expand into 

the second region of differential pumping.  This region has a pressure of about 3 mTorr.  Ion 

transmission through spaces of more than a few centimeters at these pressures is inefficient 

with static dc ion lenses.  Multipole ion guides with rf voltages, in contrast, can transmit ions 

through these regions with efficiencies that approach 100%.  Additionally, studies have 

shown that transmission increases as bath gas pressure is increased due to collisional 

focusing of ions down to the center of the ion guide.28  On the new instrument described in 

Chapter 8, the benefits of collisional focusing peak at 3-4 mTorr for peptides around 1000 

Da, but proteins are transmitted better at lower pressures.  Presumably this difference is 

because proteins have larger collisional cross sections and are more easily kinetically cooled.  

a) 
 

b) 
 

Figure 3.6. a) Side view of octopole ion guide b) detail of metal holders separated by 
machinable ceramic (should have used PEEK).  Each metal holder is in contact with 
every other rod.    
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The octopole ion guide design used in the IR-Trap is shown in Figure 3.6.  Figure 

3.6a shows a sideview of the rods, with alignment fixed at two points along the rods.  Each 

point has a pair of metal holders shown in Figure 3.6b, each of which is affixed to opposite 

sets of four rods.  Each metal holder has 8 holes for the rods, 4 smaller holes which contact 

the rods and 4 larger holes which do not contact the rods.  A rf voltage is applied to the rods 

such that each rod has a signal 180 degrees out of phase of its neighbors.  A pure octopolar 

field would be established in the space between all rods if they had a hyperbolic shape.  

Hyperbolic electrodes are difficult to machine, however, so circular rods are generally used 

instead.  The best approximation to an octopolar field can be obtained with circular rods if 

the ratio of the rod radius (r) to the field radius (ro) is 0.355.29  No one has demonstrated, 

however, that this ratio gives optimum ion transmission.  Two commercial octopoles in the 

Glish lab have ratios of 0.370 and 0.355, although some other values are in use.30  The actual 

ratio used by commercial companies is usually a trade secret.  Both octopoles designed for 

the experiments in this dissertation have r/ro = 0.355, where r = 1.0 mm.  The second, more 

robust, cheaper design is described in Chapter 8, and has r = 1.59 mm. 

3.4.6.1.  RF Oscillator 

A home-built rf oscillator circuit, based on previous models1, was designed in the 

UNC Electronics lab for supplying the high voltage to the octopole.  The circuit is self-

tuning, where the resonance frequency depends on the capacitance of the octopole, rf leads, 

and vacuum feedthroughs.  The capacitance of these components is approximately 150 pF.  

With these conditions, the oscillator can output a maximum of 1200 Vpp at 970 kHz.  

Commercial instruments typically use higher frequencies (2-4 MHz) which confines the ions 

closer to the center axis, but higher frequency waveforms sacrifice maximum output voltage.  
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A tradeoff therefore exists between waveform frequency and voltage, however, enough ions 

can be transmitted with the current setup that further improvements are not necessary.  In any 

case, sensitivity is not a major concern for the experiments planned for the IR-Trap.  The 

general scheme of the oscillator circuit is shown in Figure 3.7.  The fundamental operation of 

the circuit is this:  the two transistors turn on and off, effectively connecting the HV supply to 

ground or isolating it.  The transistors operate in tandem, such that when one is open the 

other is closed and vice versa.  The coil on the far left is the feedback loop that provides a 

signal 180 degrees out of phase with each collector so that oscillation is possible.  The 

feedback coil alternately raises each emitter above the ground potential of the base, turning 

one transistor off, while lowering the other emitter below the ground potential of the base, 

Figure 3.7. General schematic of octopole oscillator circuit.1  Description in 

text. 



70 
 

turning that transistor on.  Where the circuit says “Emitter bias” there really is a transistor 

that acts as a variable resistor to change the amount of current flowing through the 

transistors, and thus control the output voltage amplitude.  The secondary coil may be biased 

at a center tap to float the output voltage.  The octopole dc bias is generally one of the most 

important voltages of an ESI instrument, because this potential referenced to the analyzer 

potential tends to set the kinetic energy of the ions, especially when the pressure in the 

octopole is high enough to collisionally cool the ions down to thermal velocities.   

3.4.7. Electron Ionization Source 

As described in Chapter 2.1.3, an EI source is invaluable for testing out the analyzer 

of a new instrument, and the same was true with the IR-Trap.  To perform EI, the octopole 

ion guide in Figure 2.1 is replaced by the EI block of a TSQ 70, and the skimmer assembly is 

replaced by a flat piece of 

metal with no apertures, to 

seal off the EI region from 

atmosphere.  A drawing of 

the EI source as it relates to 

the cryostat and analyzer is 

given in Figure 3.8.  The 

base pressure in the EI 

region is 2.0x10-7 Torr as 

measured by a cold cathode 

gauge, and the base 

pressure in the main 

Figure 3.8  IR-Trap configured for EI.  EI block 
from a Finnigan TSQ 70 replaces the octopole ion 

guide and is sealed off from atmosphere. 

EI source block
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Electron multiplier
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1st stage shield
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vacuum chamber is 8.8x10-8 Torr, as measured by a separate cold cathode gauge.   

3.5. Operation of Instrument 

3.5.1. Tuning the rf Circuit 

Figure 3.9 is a diagram of the basic circuit for generating the trapping voltage for the 

IR-Trap.  A constant-amplitude, 960 kHz sinewave is generated with a function generator.  

This signal is multiplied with a waveform representation of the scan function (Chapter 2.3) 

for the particular ion trap experiment.  The resulting waveform is a sinewave with the scan 

function superimposed.  This waveform is amplified from about 0.4 V to a few hundred volts 

and several amps by a broad-band, linear power amplifier.  The gain in power is converted to 

a gain in voltage (loss in current) with a resonant LC circuit.  Maximum waveform 

amplitudes of 7000 Vo-p or more are obtained.  The resonance frequency of the parallel LC 

circuit is set by the inductance (number of coil windings) and capacitance of the ion trap and 

tuning capacitors.  Equation 1.7 for qz value shows that for a given maximum voltage 

Figure 3.9.  RF circuit for QITMS in open loop (no feedback) configuration.   
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amplitude, changing the frequency of the waveform changes the maximum ion mass-to-

charge that may be analyzed.  Lower drive frequencies allow a higher mass-to-charge range.  

Higher frequencies are only suitable for a lower mass-to-charge range but give better 

resolution, so there is a trade-off in choosing a drive voltage frequency.   

The capacitive “pickup” in Figure 3.9 is used to monitor a representation of the 

output voltage amplitude.  Especially at very high amplitudes, special probes are needed to 

monitor the voltage, therefore a calibration of actual voltage to “pickup voltage” is made at 

low output amplitude, so that at high voltages, the actual output can be estimated.  A 

capacitive pickup is used in commercial systems to provide feedback for stabilizing the 

output amplitude as temperature fluctuations cause circuit parts to swell, altering circuit 

impedance.  A stable output is required for high mass accuracy and mass resolution, 

however, the current system, which is open loop, performs reasonably well (resolving power 

of 700 at 1000 m/z) once it has warmed up.    

In MS systems that use only one permanent drive frequency, the LC circuit must be 

tuned to the correct frequency by means of adjusting the capacitance and number of coil 

turns.  The system in Figure 3.9 is advantageous in that the coil can be tuned to any desired 

frequency, and the function generator parameters can be changed as needed to give a 

resonance condition.  Although the frequency of maximum output (as measured at low 

voltage with a variable frequency function generator) can be used to drive the trap, in reality 

higher maximum outputs can be obtained at slightly different frequencies.  This is because 

the resonant frequency does not necessarily optimize power transfer from the power 

amplifier to the coil.  Reflected power begins to be a problem at higher outputs when there is 

a mismatch in coil and power amplifier impedances.  An impedance analyzer can be used to 
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characterize the impedance of the coil.  The frequency that gives a coil impedence of 50 Ω is 

the best, as this is the output impedance of the power amplifier.  When the coil is driven at 

high voltage, further frequency optimization can be done by monitoring reflected power, if 

the power amplifier has a suitable meter.     

3.5.2. Calibrating the Mass-to-Charge Scale 

Once the rf circuit parameters are set, the scan-function input to voltage output 

relationship should be ascertained.  At any particular output, Equation 1.7 can be used to 

calculate the ion mass-to-charge that will be ejected.  A calibration of dc control voltage 

versus requested ion mass-to-charge can then be made, which is referred to as the instrument 

calibration in the IR-Trap software.  Often the first calibration equation, made from the 

capacitive pickup to actual voltage calibration, will be slightly off, and there are two methods 

to make adjustments in the software; a local calibration, and a global calibration. 

The global-calibration program compiles a peak list of observed ion mass-to-charge 

values, converts to the dc control voltages used to eject those ions, and plots them versus the 

theoretical ion mass-to-charge.  The slope m and intercept b of the best fit line to this data is 

the instrument calibration that gives the best average mass accuracy across a broad mass-to-

charge scale.  The local calibration program optimizes the instrument calibration for one 

particular ion mass-to-charge, which is useful for making small adjustments as the circuit 

heats up and stabilizes.  When running CID experiments for a long period of time, the secular 

frequency of the parent ion needs to stay constant, otherwise there is difficulty comparing 

spectra taken at different times.  The local calibration is done using Equation 3.9, where mnew, 

mold, massobs, and masstheory are the new and old instrument calibration slopes, and observed 
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and theoretical peak positions, respectively.  A similar equation using the new and old b is 

also used, ie. instrument calibration y intercept. 

       (Equation 3.9) 

The current circuit parameters and calibration give a maximum analyzed ion mass-to-charge 

of 600 m/z with ejection at qz 0.908.   

3.5.3.  “Finding” Ions 

Ions are produced in the manner described in Chapter 2.1 for nano-ESI and EI.  

During the initial testing portion of the instrument, when the correct parameters for trapping 

ions were not known, simplification of the instrument tuning process was useful.  A valuable 

technique was to disable the rf voltage on the ring electrode and find the conditions to pass 

ions through the trap to the electron multiplier.  Although the conditions to pass ions through 

the trap and the conditions to optimally trap ions are not necessarily the same, the former can 

be a good starting point for the latter.  This procedure is largely unnecessary now, but still 

valuable for troubleshooting. 

3.6. Computer Control of Instrument 

3.6.1. Summary of Control Software  

The software to control the IR-Trap was written jointly with Desmond Kaplan.  A 

thorough description of the rationale and inner workings of the instrumentation software 

written for ion traps in the Glish lab was documented.31  Kaplan had written experimental 

design and control software for a previous instrument, and applied the lessons from that 

experience to the experimental design software of the IR-Trap.  Wanting to understand how 

these instruments were controlled but not as versed in programming, the author of this 

dissertation was in charge of the instrument control software, which required less knowledge 
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of syntax.  A brief, broad description of instrument control software will be presented here, 

that supplements Kaplan’s dissertation.  This description is useful for understanding the 

general idea of the program, or for outlining the general structure of a new instrument control 

program. 

Figure 3.10 is a schematic of the instrument control program, using shapes similar to 

the National Instruments G programming language in which the software was written.  The 

program is composed of three main while loops, which continue running as long as certain 

conditions are met.  The first loop, the “Reload While Loop,” is where data from global 

variables are used to create the scan function and parse the values into the appropriate format.  

The next loop is the “APC While Loop,” where APC stands for automatic parameter 

Figure 3.10.  Structure of instrument control program for IR-Trap.  Description 

in text below. 
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changing.  This loop is used when the user wishes to run several experiments in a row while 

incrementing a certain parameter, such as excitation voltage, start mass, or the time of a 

process.  As detailed by Kaplan, the APC function will average a certain number of spectra, 

increment the parameter, and continue for a given number of steps.  The APC functions are 

in a loop only to have an extra counter for each set of spectra.  At the end of each step, the 

APC loop is stopped, the Reload loop brings the new scan function parameters into memory, 

and the APC loop starts over again from zero.  The addition of the APC loop to the program 

allows setting without ending the entire program.  Finally, the “Run” button in the user 

interface allows the third “Runtime While Loop” to output the correct voltages and acquire 

spectra continuously.  The hardware does not need to be reset after each scan because the 

card functions all run off the same timing clock.      

3.6.2. Interface with PPLN-OPO 

The APC function allows incrementing any experimental parameter.  However, the 

main purpose of the IR-Trap was to run in concert with the tunable PPLN-OPO.  As 

described in Chapter 1.3.1 and Chapter 3.2, IR action spectroscopy monitors the 

fragmentation efficiency of an ion as a function of excitation frequency.  A “handshaking” 

routine was programmed into the IR-Trap APC software to facilitate this experiment.  The 

routine is: At a particular laser wavelength, the IR-Trap takes a certain number of spectra and 

averages them, and then sends a signal of 5V to a digital line monitored by the PPLN laser 

software.  The PPLN software would scan to a new laser frequency and then send a 5V signal 

on a digital line monitored by the IR-Trap.  This process repeats until the entire range of laser 

frequencies is scanned.  There are two spare analog input lines that could be used to read a 

signal corresponding to the PPLN-OPO wavelength and save this value in the spectrum.  An 
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additional data storage mode was created for action spectroscopy as well, whereby instead of 

saving hundreds or thousands of spectra, fragmentation efficiency at each wavelength is 

saved, which drastically reduces file size.          

3.6.3. Data Workup 

One problem with APC files, and spectra files in general, is that they can require a lot 

of computer memory to store.  Anything a programmer can do to decrease the size of the 

stored files is advantageous to computer performance.  One way to cut the size of files by one 

half is to store them as 32 bit signed integer values instead of 64 bit double precision values.  

When one wishes to analyze the data, the integer values are converted to double precision 

values with a polynomial transformation as described below.  Double precision values can be 

written as in Equation 3.10, where DB is double precision value, I is an integer value, and a, 

b, c, and d are constants. 

      (Equation 3.10) 

To convert double precision numbers to integers, the roots of Equation 3.10 are computed 

and the first real root is stored.  The scaling values a, b, c, and d are computed by the 

hardware driver such that this root will always be an integer.   

3.6.4. IR Spectra 

As described further in Chapter 4, the collisional cooling effect of He bath gas is 

significant in a QITMS, necessitating higher power lasers for dissociation than FT-ICR 

instruments.  An attempt was made to acquire IR action spectra using the two-color method 

with a 30 mW, cw, commercial PPLN-OPO laser and the CO2 laser, but no resonant 

dissociation was observed.  We expect that the two order of magnitude increase in power 

afforded by the Miller lab PPLN-OPO lasers would be able to get better results.  As a last 
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resort, ambient temperature spectra might be acquired using the 30 mW laser through the use 

of pulsing gas into the QITMS for injection and analysis and pumping out the gas for 

dissociation.  This scheme was demonstrated on our system to decrease laser power 

requirements for dissociation by 2 fold.32  

3.7. Summary  

A QITMS for doing low temperature IR action spectroscopy has been built.  The 

QITMS is enclosed in a copper box on top of a closed cycle helium cryostat.  This system 

currently allows the ion trap holder and electrodes to reach a low temperature of 23 K.  Mass 

spectra can be acquired using nano-ESI and EI over the range of possible temperatures from 

23 K to 330 K.  Presently the instrument is interfaced with a CO2 laser for future 

implementation of the two-color resonant excitation scheme, but non-resonant IRMPD are 

possible at this time.  Two studies utilizing IRMPD and CID on the “IR-Trap” will be 

described next in Chapters 4 and 5.  Unfortunately, IR action spectra have not been 

acquired due to difficulties with the PPLN-OPO laser.  With a working PPLN-OPO laser, 

high quality IR action spectra should be possible.   
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Chapter 4 

4. Collisional Cooling in a Quadrupole Ion Trap at Sub-Ambient Temperatures 

4.1. Introduction 

4.1.1. The Quadrupole Ion Trap as a High Pressure Instrument 

Since the development of the quadrupole ion trap as a commercial instrument, helium 

gas (He) has been introduced into the trapping volume at a relatively high pressure (~1 

mTorr) to damp the ions’ kinetic energy.1  The high pressure of neutral gas in a quadrupole 

ion trap makes it unique among mass analyzers in that the ion/neutral collision frequency is 

quite high; it has been estimated at 20 collisions per millisecond during normal storage 

conditions.2  As described in Chapter 1.2.1.1, the initial goals of kinetic energy damping on 

ion trap performance were increased mass resolving power and increased sensitivity.  The 

addition of external ion sources to ion traps allowed for the analysis of high molecular weight 

ions produced by ESI3 and MALDI.4-6  However, to trap the injected ions, collisional 

damping, and thus the helium bath gas, is necessary. 

While the objective of adding the bath gas is to reduce the kinetic energy of an ion, 

the internal energy of the ion is also affected such that during normal storage periods it may 

be described by a Boltzmann distribution at the temperature of the bath gas.7-11  Whenever an 

ion is activated, such as during CID12-14 or IRMPD15-18, a simultaneous collisional de-

excitation process acts to cool the ion back down to thermal internal energy.  It has been 

proposed that the average internal temperature decrease per collision increases as the ion is 
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activated above the temperature of the bath gas.19  The collisional cooling rate constant has 

been measured previously for the peptide leucine enkephalin at a series of trapping pressures 

and temperatures, at or above ambient temperature.20  The pseudo first-order rate constant for 

ambient temperature and 1 mTorr He was 400 s-1.  This cooling process has been shown to 

effectively compete with activation by IRMPD; thus, many larger ions such as peptides are 

difficult to dissociate under normal operating conditions.15   

4.1.2. Perceived Challenges of Low Temperature Operation for IRMPD 

Spectroscopy 

 

A quadrupole ion trap instrument was recently built in our lab for the purpose of 

doing IRMPD spectroscopy experiments at low (<100 K) temperatures (Chapter 3).  One of 

the important questions in the design of this instrument was to what extent collisional cooling 

would limit the ability to perform experiments at these low temperatures.  The fact that 

trapped ions equilibrate with the He bath gas is simultaneously an advantage and a 

disadvantage: low ion internal temperatures can be reached, which is favorable for 

spectroscopy, at the price of higher collisional cooling rates and thus a need for greater laser 

powers to effect dissociation. The purpose of this work is to quantify the effect of collisional 

cooling at sub-ambient temperatures.  To this end, two experiments were performed.  The 

first experiment demonstrates the relationship between the energy required for dissociation 

and ion temperature.  Naturally, as the temperature of the ion decreases, the amount of input 

energy required to reach a given internal energy will increase.  It is not immediately obvious, 

however, if the input energy to temperature relationship should be linear, or follow some 

other dependence.  Therefore, fragmentation efficiency curves showing the extent of 

dissociation versus CID voltage were obtained for various peptide ions at a series of low trap 

temperatures.  The second experiment quantifies the collisional cooling rate constant for the 
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ion n-butylbenzene at a series of low trap temperatures.  The two experiments are then 

compared and the input energy required to reach a certain internal energy can be correlated 

with collisional cooling rate constant.  

4.2. Methods  

Experiments were performed on the home-built QITMS designed for laser 

spectroscopy applications.  The details of this instrument are discussed Chapter 3.  The 

protonated molecules of the peptides GHK, YGGFL and FLLVPLG were produced by nano-

ESI as in Chapter 2.1.1.   The molecular ion of n-butylbenzene was produced by EI as in 

Chapter 2.1.3.  YGGFL, GHK, and n-butylbenzene were purchased from Sigma Aldrich (St. 

Louis) and FLLVPLG was custom synthesized by Bayer Corp.   All samples were used 

without any further purification. 

Collisional cooling rates were measured for n-butylbenzene by the two-pulse method 

described by Dunbar and coworkers.21  After equilibrating with the He bath gas, the ions are 

irradiated by two 3 ms pulses from the CO2 laser, separated by a variable delay time.  The 

delay time between laser pulses was increased sequentially from 0 ms to a time great enough 

for the ions to finish cooling, generally a time between 4 and 50 ms, depending on He 

pressure.  The cooling time was varied automatically from spectrum to spectrum under 

computer control.  The experimental timing diagram is shown in Figure 4.1a.  A mass 

spectrum is obtained at each of a series of cooling times, and fragmentation efficiency is 

plotted as a function of cooling time as in Figure 4.1b.  Fragmentation efficiency is defined in 

Equation 1.12.  The collisional cooling rate can be found by fitting the fragmentation 

efficiency plot to an exponential decay, which will be discussed in more depth in the 

following theoretical section.  The laser power is set such that when the variable cool time is 
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0, fragmentation efficiency is ~50%.  Setting a constant initial fragmentation efficiency 

ensures that ions are relaxing from a constant maximum internal energy level.  Each recorded 

spectra was the average of 25 scans.  Each curve in the data reported here is the average of 15 

separate experiments, and error bars are calculated as 95% confidence intervals.  

 

Figure 4.1. a) Experimental timing diagram for determination of collisional 
cooling rate constant b) theoretical cooling curve showing fragmentation 
efficiency decreasing as cooling time is increased. 
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CID is performed as described in Chapter 1.2.1.4.2 and 2.3.1.  Plots of fragmentation 

efficiency versus excitation voltage were obtained at various trap temperatures, at an 

estimated He pressure of 3 mTorr.  The excitation voltage applied to the endcap electrodes 

was varied under computer control such that spectra were recorded with fragmentation 

efficiencies from 0 to 100%.  Each recorded spectrum was the average of 40 scans, and 6 

separate experiments were averaged to produce each fragmentation efficiency curve. 

Because the trapping volume is enclosed in a conductance limiting copper box, the 

He pressure in the trapping volume is higher than what is measured by the pressure gauge.  A 

relation between the trapping volume pressure and main chamber pressure was established by 

comparing collisional cooling rates at two experimental conditions: the rates when the 

electrodes were enclosed were compared to those rates measured with the electrodes not 

enclosed (tops of boxes removed).  The correction factor is approximately 14 times the 

pressure read on the pressure gauge (times an additional x7 factor for gauge sensitivity for 

He).  This experiment was done at ambient temperature, therefore at lower temperatures the 

pressure inside the copper box is likely different.  However, the collision frequency of ions 

and He is quite possibly not changed (Equation 1.1), because the increase in He density is 

offset by a decrease in He velocity.  The decrease in He velocity is significant, because 

experiments with SIMION have shown that the ion kinetic energy during normal storage 

conditions is very close to thermal kinetic energy.  As temperature is decreased, mass spectra 

resolution and sensitivity do not change noticeably, supporting the hypothesis that the 

collision frequency is constant.  In any case, the pressures reported herein are those values 

measured at the cold cathode gauge and adjusted by x98.  
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4.3. Theory 

4.3.1. Energy Transfer Mechanisms 

The possible mechanisms of energy transfer in the IR activation experiment have 

been described before 19, 20 and are outlined in the following equations, where M+ is the singly 

charged parent ion, M+* is the activated parent ion, and He is helium bath gas. 

HeMHeM
CAk

+→+ ++ *        (Equation 4.1) 

*++ →+ MhM
irk

υ        (Equation 4.2) 

HeMHeM
ccoolk

+→+ ++*       (Equation 4.3) 

υhMM
radiativek

+→ ++*        (Equation 4.4) 

productsM
ondissociatik

→+*        (Equation 4.5) 

           

The total rate of change of M+* is the summation in Equation 4.6, where the rate constants, 

kCA, kIR, kccool, kradiative, and kdissociation  respectively refer to the rates of collisional activation, 

infrared activation, collisional cooling, radiative emission, and unimolecular dissociation.20   

][][]][[]][[]][[
][ ***

*
+++++

+

−−−+= MkMkHeMkhMkHeMk
dt

Md
ondissociatiradiativeccoolIRCA υ  

(Equation 4.6) 

Two energy transfer processes may be disregarded for the present experiments; the rate of 

collisional activation and the rate of radiative emission.  The collisional activation rate is zero 

because no resonance excitation is used and the ions are allowed to reach equilibrium 

kinetic/internal energy levels before being photoexcited.  The radiative emission rate constant 

for n-butylbenzene has been measured previously as being 0.97 s-1. 22  This rate constant is 2-
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4 orders of magnitude smaller than the collisional cooling rate constants obtained in the 

present study, and can thus be ignored.    During the two laser excitation pulses, the change 

in [M+*] is then given in Equation 4.7. 

][]][[]][[
][ **

*
+++

+

−−= MkHeMkhMk
dt

Md
ondissociaticcoolIR υ   (Equation 4.7) 

4.3.2. Relationship Between Population of Excited Ions and Fragmentation   

Efficiency 

 

The two-pulse method uses the second laser pulse to gauge the rate of cooling 

occurring between the laser pulses, where collisional cooling is the only significant energy 

transfer process taking place.  With no cooling time between the two pulses, the ion will 

reach a certain maximum internal energy and a corresponding maximum level of 

dissociation.  As the two pulses are separated more in time, the M+* population is depleted 

through collisional cooling, and the number of fragments formed decreases.  Monitoring 

fragmentation efficiency is therefore a way of following the evolution in [M+*].  The 

collisional cooling rate is subsequently given by Equation 4.8, and the pseudo first-order rate 

constant is given by Equation 4.9. 
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Equation 4.8 describes an exponential decay process of the form of Equation 4.10.  ][ *+
oM is 

the initial population of activated ions and t is cooling time.  Fragmentation efficiency is 

being taken as a measure of [M+*], therefore plots of 
oFE

FE
 were fit to an exponential decay 
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equation and the rate constant was obtained from the curve of best fit.  FEo is fragmentation 

efficiency at zero cooling time. 

4.4. Results and Discussion 

4.4.1. Experimental Determination of Activation Energy Required to Reach a 

Constant Internal Energy as Temperature Decreases by CID 

 

Plots of fragmentation efficiency versus CID excitation voltage for protonated 

YGGFL are shown in Figure 4.2a.  When the CID voltage required to reach 50% 

fragmentation efficiency (a constant internal energy) is plotted versus ion trap temperature, 

the exponential shaped curves shown in Figure 4.2b are obtained for the three peptides 

studied.   The exponential decay fitting parameters for the data in Figure 4.2b are given in 

Table 4.1.   

Table 4.1.  Parameters for exponential fit to BTemp

o eAyy
/−⋅+=  

Species yo A  B R2 

GHK 0.60 1.99 71.2 0.998 

YGGFL 0.95 3.2 68.8 0.996 

FLLVPLG 1.12 3.92 62.6 0.998 

 

These curves follow a trend according to the size of the peptide investigated; the 

smallest peptide, GHK, requires the least voltage to dissociate at all temperatures, and has the 

smallest slope, while the biggest peptide, FLLVPLG, requires the most voltage to dissociate, 

and has the largest slope.  This trend makes sense in the RRKM statistical dissociation 

model, where a larger ion will have more modes to distribute internal energy into, and thus 

require more energy input to dissociate.  When these curves were normalized for degrees of 

freedom in Figure 4.2c, the curves for the smaller peptides overlap, while the curve for 
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FLLVPLG is slightly lower than the other two.  This result is anticipated based on the slow 

time frame of CID activation, which allows energy to be randomized throughout the ion.  

Naturally it is expected that as ion temperature is decreased the energy required for 

dissociation increases.  However, the fact that the curves in Figure 4.2b are exponential at 

Figure 4.2.  a) Fragmentation efficiency curves for [YGGFL+H]+ at various trap 
temperatures from 295 K (left side) to 25 K (right side).  Error bars are included in only 
the 295 K data to show typical reproducibility. b) CID voltage required to reach a 
constant fragmentation efficiency (a constant internal energy) at various trap 
temperatures.  Squares are for [GHK+H]+, circles for [YGGFL+]+, and triangles for 
[FLLVPLG+H]+, and the black line is an exponential decay fit to the data. c) Data in (b) 
normalized for degrees of freedom. 
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very low temperatures is not expected.  Previous studies have shown a relatively linear 

relationship of CID voltage to internal energy gain 23.  

4.4.2. Experimental Determination of Energy Required to Reach a Constant Internal 

Energy as Temperature Decreases by CID 

 

Internal energy considerations actually suggest that the slope of the curves in Figure 

4.2b should get less steep at very low temperatures.  The latter point is demonstrated in 

Figure 4.3, where the average internal energy for n-butylbenzene molecular ion is plotted in 

the solid line as a function of ion internal temperature using Equation 2.2 for temperatures 

from 10 K to 900 K.  Density of states were calculated by the established procedure24 using 

vibrational frequencies calculated at the B3YLP/6-31G(d) level in Gaussian 03.25  At lower 

internal temperatures, a small input of energy results in a larger increase in internal 

temperature.  This is because at lower internal temperatures there are fewer states throughout 

which to distribute energy, and so the effective temperature of the ion changes faster.  

Density of states increases very quickly with ion internal temperature, so that at higher 

internal temperatures there are more ways to distribute energy throughout the ion.  The result 

is a slower increase in effective temperature with energy input.  The red, dashed line in 

Figure 4.3 shows the shape that might be expected for CID voltage versus ion trap 

temperature, based on the above argument.  The red dashes assume 860 K as the critical 

dissociation temperature (the onset of parent ion fragmentation) and denote the internal 

energy that needs to be added to the ion to reach the critical dissociation energy of 1.9 eV.       
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4.4.3. Determination of Collisional Cooling Rates 

The fact that the relationship between CID voltage and internal temperature in Figure 

4.2b is exponential suggests that another process must be involved, and collisional cooling is 

an obvious candidate.  Figure 4.4a shows an experimental cooling curve for n-butylbenzene, 

fit to an exponential decay equation.  Figure 4.4b is a composite graph of pseudo first-order 

rate constants determined at a range of He pressures and trap temperatures.  A linear 

relationship between collisional cooling rate constant and pressure has been demonstrated 

before in an ion cyclotron resonance mass spectrometer; however, these data were obtained 

at much lower pressures.26  The curves in Figure 4.4b appear to increase exponentially with 

pressure, especially at lower trap temperatures. The same exponential increase with pressure 

was observed in a previous study in a QITMS. 20  At the very lowest pressures, a steady-state 

Figure 4.3. Relationship between internal energy and internal 
temperature for n-butylbenzene molecular ion (solid line).  The 
dashed line is energy needed to raise the ion’s temperature to 860 K. 
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ion internal energy was reached within 50 ms.  This time to reach equilibrium decreases 

rapidly with increasing pressures, and at most normal operating pressures, equilibrium is 

reached in less than 10 ms.   

In Figure 4.5, the pseudo first-order rate constants for collisional cooling from Figure 

4.4b at a constant pressure of 7x10-4 Torr are normalized and plotted on the same trap 

temperature axis as the normalized CID data from Figure 4.2b.  It is apparent in Figure 4.5 

that the voltage curves start to increase rapidly below  ~100 K, the same trap temperature 

where the collisional cooling rate constant increases most rapidly.  It is natural to conclude 

based on these data that the collisional cooling process is responsible for the exponentially 

increasing energy requirement for dissociation at low trapping temperatures.  A possible 

interpretation of the results comes from the same density of states argument discussed in 
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Figure 4.4. a) Experimental cooling curve for n-butylbenzene at 5.8x10-4 Torr He, 
295 K.  The pseudo first-order rate constant was 334 s-1 for this curve.  Squares are 
experimental points with 95% confidence bands.  The solid curve is an exponential 
decay fit with R2 = 0.996. b) Pseudo first-order collisional cooling rate constants 
versus pressure at 36 K (squares), 70 K (circles), 100 K (up triangle), 150 K (down 
triangle), 200 K (diamond), and 296 K (45 degree triangle). 
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relation to Figure 4.3.  If it is assumed that each collision with a He atom takes away a given 

amount of energy, then at lower ion temperatures that same collision will decrease the ion’s 

internal temperature more than at higher ion temperatures.  Again, this would be because at 

lower ion temperatures there are fewer available energy states, so that a given input/output of 

energy increases/decreases the ions internal temperature to a greater extent. 

 

4.5. Conclusions 

The CID voltage required to reach a constant internal energy has been determined for 

a series of protonated peptides at internal temperatures from 25 K to 295 K in a QITMS.  A 

greater than linear increase in voltage is needed, especially at trapping temperatures lower 

Figure 4.5.  Comparison of collisional cooling rate constants vs trap temperature and 
CID voltage required to reach a constant internal energy vs trap temperature.  The CID 
data are normalized to the highest voltage, and the cooling rate data is normalized 
separately to the highest rate constant.  Squares are for [GHK+H]+, circles for 
[YGGFL+]+, up-triangles for [FLLVPLG+H]+, down-triangles for collisional cooling 
rate constants of n-butylbenzene, and the black curves are an exponential decay fit to 
the data. 
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than 100 K.  Collisional cooling rate constants have also been determined for a combination 

of pressures and trap temperatures for the molecular ion of n-butylbenzene.  Collisional 

cooling rate constants increase exponentially as trap temperature decreases, which correlates 

well with the increased voltage needed for CID.  Collisional cooling is an important energy 

transfer process in ion traps, especially at high He bath gas pressures and low trap 

temperatures.  In low temperature IRMPD studies, such as action spectroscopy experiments 

where an ion must be dissociated in the presence of thermalizing bath gas pressures, it is 

important to have enough laser power to overcome the collisional cooling effect.  We have 

observed in other experiments, comparing IRMPD efficiencies at different trap temperatures, 

that the increased laser power needed to dissociate an ion at ambient vs low trapping 

temperature can be 3 fold or greater.  As interest shifts towards studying the structures of 

larger biomolecules in the gas phase, laser power could be a limiting factor, since generally 

speaking, larger ions have higher activation energies due to the increased number of degrees 

of freedom.     
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Chapter 5 
 
 
5. Mapping the Distribution of Ion Positions as a Function of Quadrupole Ion Trap 

Mass Spectrometer Operating Parameters to Optimize Infrared Multiphoton 

Dissociation 

 
5.1. Introduction 

Lasers have been used as a tool for the photo dissociation of ions in mass 

spectrometers for at least 35 years.1  Trapping instruments such as the QITMS are 

advantageous for photo dissociation because they serve to hold the ions in the laser path, 

allowing multiphoton processes such as IRMPD.  Lasers and trapping instruments have been 

employed in a variety of applications, ranging from determination of radiative and collisional 

cooling rates 2-4, ion tomography5, 6, primary structure elucidation of proteins and peptides 7-12, 

assistance of electron capture dissociation (ECD)13, and finally more recently, infrared 

action-spectroscopy 14-18.   

Of fundamental importance in any laser photo dissociation experiment is that the 

volume defined by the ion trajectories, henceforth denoted as the ion cloud, intersects the 

irradiating volume of the laser.  Satisfying the condition of ion/laser overlap might seem 

trivial, necessitating only optimization of the laser alignment optics, until the dynamic nature 

of the ion cloud in a QITMS is considered.  As will be discussed in detail in later sections, in 

a QITMS the force pushing an ion towards the center of the trap (where the laser is typically 

focused) depends on a number of instrumental parameters.  Any alteration of this force is 

reflected in the dimensions of the ion cloud.  Thus, when the laser beam profile is near the 
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same size as the ion cloud radius, a change in instrumental parameters can have an effect on 

the efficiency of photo dissociation.  This effect is more pronounced when the laser beam is 

focused to very small diameters relative to the ion cloud size, but is also noticeable with 

larger diameter laser beams, due to the Gaussian (non-homogenous) beam intensity profile.  

Ion cloud dimensions were measured previously in a QITMS for an ion tomography 

experiment.6  The ion radial and axial distributions were mapped by scanning the position of 

a XeCl excimer laser and measuring fragmentation efficiency.  The purpose of that study was 

to correlate ion cloud dimensions to space charge related mass shifts, therefore the parameter 

that was varied was the number of ions trapped, and the other trapping parameters were kept 

constant.   The present work will demonstrate that various other QITMS instrumental 

parameters affect the efficiency of IRMPD, contrary to conventional wisdom.  A 

combination of experimental and theoretical methods is used to map the distribution of ion 

positions as a function of these parameters. 

5.2. Influence of qz, Mass, and Trapping Frequency on Pseudopotential Well Depth  

 

In Figure 5.1, the axial pseudopotential well depth has been plotted as a function of 

various ion trapping parameters using Equation 1.8.  Figure 5.1a varies qz values for a 445 

Da ion at a trapping frequency of 838 kHz, Figure 5.1b varies rf trapping frequency for a 445 

Da ion at qz = 0.25, and Figure 5.1c varies ion mass-to-charge at qz = 0.25 and rf trapping 

frequency of 838 kHz.  The restoring force pushing an ion towards the center of the ion trap 

(the “bottom” of the pseudopotential well) increases with potential as in Equation 5.1. 

Φ⋅∇⋅−=⋅= eamF        (Equation 5.1) 

Where m is ion mass, a is acceleration, e is the fundamental unit of charge, and Φ is 

potential.  Therefore, all other parameters being equal, a smaller ion cloud is expected for 
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traps operating at higher rf voltage (qz), at higher frequency, and for ions of larger mass-to-

charge ratios.  The depth of the 

pseudopotential well approaches zero at 

values of the parameters that might be 

considered close to typical, especially for 

IRMPD.  If a small well depth leads to a 

diffuse ion cloud, then trapping conditions 

may need to be adjusted for optimum 

dissociation efficiency. 

The goal of this study is to vary qz 

value, rf drive frequency, and ion mass-to-

charge ratio to examine the effects of these 

parameters on the positional distribution 

of ions in the trap.  Similar to previous 

studies,6, 19 laser dissociation will be used 

as a tool to observe these changes.  In the 

present study, however, IRMPD with a 

CO2 laser is used, and the operating 

parameters of the QITMS are varied.  

There is no provision for scanning the 

position of the laser beam; the beam is 

kept centered in the middle of the trapping 

volume, and changes in the efficiency of 
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dissociation are monitored as trapping parameters are varied.   The changes in dissociation 

efficiency are linked to changes in ion cloud size because as an ion’s radius of oscillation 

gets smaller it will spend more time inside the laser beam absorbing photons, and will more 

readily dissociate.  When an ion is stored in the QITMS at conventional He bath gas 

pressures (~1 mTorr), collisional processes effectively bring the ion’s vibrational temperature 

into equilibrium with the room temperature He bath gas.4, 20, 21  Ion activation via IRMPD can 

be significantly retarded by this collisional cooling, which is on the order of 400 s-1.4  

However, with a smaller ion cloud that receives a higher flux of photons, the IRMPD process 

will compete better with the collisional cooling effect of the bath gas, resulting in more 

dissociation.   

5.3. Experimental Methods 

5.3.1. Instrumental 

The QITMS used in this experiment is described in Chapter 3.  Nano-ESI was 

performed as in Chapter 2.1.1 for the protonated peptide molecules of tetracycline, GHK, 

and FLLVPLG.  EI was performed on n-butylbenzene as described in Chapter 2.1.3.  

Samples were purchased from Sigma Aldrich (St. Louis) and FLLVPLG was custom 

synthesized by Bayer Corp.   All samples were used without any further purification. 

For these experiments the laser beam profile was characterized.  The manufacturer 

specified beam width is 3.5 mm with a 4mR full angle divergence.  The theoretical beam full 

width at half maximum at the center of the trap is therefore (half angle divergence x focal 

length) equal to 0.76 mm.  This was verified experimentally by using a razor blade mounted 

on a precision translation stage to find the positions where the beam power was attenuated by 

7% and 93%, and dividing this distance by 2 .  The average of 3 measurements obtained in 
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this manner was 0.78 ± 0.02 mm.  Great care was taken to ensure that the laser beam passed 

through the center of the trapping volume.   

IRMPD was performed as described in Chapter 2.3.3.  Each spectrum was the 

average of 25 scans.  Generally, each curve in the data reported here is the average of 5 

separate experiments, and error bars are calculated as 95% confidence intervals.  The rf level 

during irradiation by the laser was varied from one spectrum to the next with a computer-run 

script.  The rf levels used corresponded to qz values ranging from 0.05 to 0.60.  When it was 

necessary to change the frequency of the main drive rf, the location of the tap on the 

secondary coil of the rf amplification tank circuit was changed and capacitors were added or 

taken away.  The new resonant frequency of the system was characterized, and the frequency 

of the trapping rf function generator was changed to the new resonant value.  A new mass 

scale calibration was then made at the new frequency using a capacitive pickup to monitor 

the rf voltage levels.  

5.3.2. SIMION Simulation Parameters 

Ions trajectories were simulated with SIMION 7.0 (Chapter 2.4.3) for 1 ms with a 

time resolution of ~ 5 ns.  Initial kinetic energy was set to 0.15 eV ± 20% in a random 

direction.  This value was chosen based on separate simulations characterizing the kinetic 

cooling of an ion for extended periods of time while subjected to ~ mTorr pressures of 

helium.  Ions of 445 Da at various kinetic energies up to as great as 25eV were all observed 

to relax down to kinetic energies in the 0.02-0.20 eV range.  The ions therefore have kinetic 

energies comparable to that of the He bath gas, which is 0.039 eV at 300 K.  Most of the 

kinetic relaxation takes place in the first 10 ms, with equilibrium levels being reached by ~15 

ms for all conditions except low pressure (1x10-4 Torr He).  100 ions were independently 
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simulated at rf levels corresponding to qz values of 0.05 to 0.90, with a step size of 0.05.  The 

amount of time that an ion spent in various parts of the trap was recorded and averaged for 

each qz value, and then used to create probability maps of ion position.  Figure 5.2 illustrates 

how the time an ion spends in each of 30 concentric volumes was tracked.  Each volume in 

Figure 5.2 is 0.05 mm thick, thus volume 1 is the solid cylinder from 0 mm to 0.05 mm away 

Figure 5.2.  Close up of center of SIMION electrode array used to simulate ion 
trajectories.  The time an ion spends in each of 30 cylinders in the center of the trap 
was recorded to produce a distribution of probability as a function of radius.  An ion 
trajectory at qz = 0.10 is shown, where the ion color is changed in each of the 30 
cylinders for emphasis.  The left and right electrodes are the endcaps through which 
ions enter and exit the trap.  The top and bottom electrodes are actually one cylindrical 
ring electrode where the trapping voltage is applied. 
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from the center, volume 2 is a hollow cylinder from 0.05 mm to 0.10 mm away from the 

center, etc. The 30 cylinders are collectively the largest ion trapping volume that a laser beam 

could possibly irradiate, because the hole in the ring electrode is ~3 mm.         

To attempt to validate the modeling, several checks were performed.  A theoretical 

model was fit to the experimental data by assuming that IRMPD fragmentation efficiency 

depends on the probability of the ion being inside the laser beam, as is described below.  Two 

other validations of the modeling were comparing collision frequency and the axial cloud 

size from the literature to SIMION determined values.  The number of collisions per 

experiment for the tetracycline simulation was determined to be 23.1 collisions/ms, during 

normal “storage” qz values of 0.05-0.60.  This is in good agreement with the value of 20 

collisions/ms reported previously 22, although this number should vary depending on ion 

cross section.  A previous study determined the ion cloud radius to be 0.60 mm in the axial 

direction for an ion of 105 Da, at a qz of 0.30, and a pressure of 1.75x10-4 Torr. 6  These 

conditions were simulated in SIMION and only the axial position of the ions was recorded.  

The result showed an ion cloud full-width-half-maximum radius of 0.57 mm, in good 

agreement with the experiment.   

5.3.3. Theoretical Fragmentation Efficiency 

With experimental IRMPD spectra, the definition used for fragmentation efficiency is 

given in Equation 1.12.  To show that the SIMION modeling was giving accurate results, a 

method of computing simulated fragmentation efficiency was devised.  The simulations were 

then compared with the experimental results.  The fragmentation efficiency is expected to be 

a function of the probability of finding the ion in the laser beam volume multiplied by a 
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constant which is dependant on molar absorptivity and the ion’s critical energy of 

dissociation.  Equation 5.2 gives this simulated fragmentation efficiency. 

%1000 ⋅⋅=
∑
=

= C
T

t

FE

radiusi

i

i

      (Equation 5.2) 

FE is fragmentation efficiency, ti is the time spent in ion volume i of the 30 volumes that 

were recorded, T is total time, and C is a constant.  The times spent in volumes 0 up to some 

critical radius (the laser beam radius) are summed:  beyond this critical radius the calculation 

assumes that the rate of collisional cooling is greater than the rate of IR activation, resulting 

in no dissociation.  The SIMION probability maps described in the Ion Trajectory Modeling 

section were used with Equation 5.2 to generate a theoretical fragmentation efficiency. 

Generally, for a given ion and trap pressure, C was set constant, and the critical radius was 

varied for each laser power used, from 0.10 mm to 0.50 mm.  This is because as laser power 

increases an ion absorbs more photons per unit time, thus less time is needed for dissociation 

to occur.  Increased laser power, therefore, should cause the ions at larger radii to absorb 

enough photons to dissociate.   

5.4. Results 

5.4.1. Effect of rf Voltage on Ion Cloud Size 

The result of IRMPD of tetracycline at constant laser power and increasing the rf 

voltage level (qz value) is shown in Figure 5.3.  Clearly as qz value is increased, the parent 

ion is dissociated more efficiently.  Presumably this is because at higher qz values the ions are 

experiencing a stronger restoring force (see Equation 1.8) pushing them towards the center of 

the trap, which increases the overlap of the ion cloud with the laser beam.  At high laser 

power, fragmentation efficiency levels off at a maximum value around qz=0.3.  At lower 
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laser powers, fragmentation efficiency keeps increasing past a qz of 0.3, although at a slower 

rate.  Lower laser power effectively allows more “resolution” in the observation of ion cloud 

size, since at higher laser powers an ion may absorb enough photons to dissociate even away 

from the center of the laser beam profile.  Rf heating should not be a factor, since it has 

already been shown in a thermal dissociation experiment in a QITMS that rf level did not 

significantly affect the level of dissociation.23 

5.4.2. Ion Trajectory Simulations 

Figure 5.3 also shows a comparison of experimental fragmentation efficiency with 

theoretical values calculated from SIMION results.  This fitting of experimental and 

Figure 5.3: Experimental fragmentation efficiency versus qz value for tetracycline at 
various laser powers.  Large diamond is 12 W, down-triangle is 13.5 W, up-triangle is 
15 W, circle is 17.5 W, and square is 20 W.  Fits to calculated fragmentation efficiency 
are shown in solid, using Equation 5.2.   
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simulated fragmentation efficiency shows that the changes in fragmentation efficiency with 

qz value can indeed be explained by changes in ion cloud size.  It would be difficult to try to 

extract an ion cloud size directly from the experimental data, although it seems fair to 

conclude qualitatively that the ion cloud is getting smaller as qz gets bigger.  The assumption 

can be made that the ion cloud diameter is on the scale of the laser beam waist of 0.78 mm, 

and is fully contained within this area at higher qz, but it would be hard to be more precise.  

A more quantitative ion cloud size can be determined through examination of the calculated 

results.  The probability of finding a protonated tetracycline ion (445 Da, 1.56x10-18 m2, 

7.0x10-4 Torr) at a given radius is plotted in Figure 5.4 at various qz values.  There are several 

features of interest in this plot.  At low qz the ion cloud is spread out over a greater volume, 

and then progressively gets smaller until around qz = 0.4.  The ion cloud size stays fairly 

constant until qz = 0.7 where it starts to experience higher amplitude excursions from the 

center of the trap.  It may be significant that ion cloud size stops decreasing at qz = 0.4, 

because this is the limit beyond which higher order ion oscillations have appreciable 

amplitude and the pseudopotential model is not valid.  Notice also that the peak of ion 

probability is not at the very center of the trap, rather around a radius of 0.25 mm.  This is 

presumably because the ion velocity is at a maximum through the center of the trap and so 

the ion spends less time in the center than at the “turn-around” point of the ion’s trajectory, 

where its velocity decreases to zero and then reverses direction.  The shape of the ion 

distribution may actually suggest that a laser beam located just slightly off center axis could 

give better overlap with the ion cloud than a beam aligned perfectly at the middle of the trap.       
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5.4.3. Effect of Drive Frequency on Ion Cloud Size 

IRMPD was performed on the n-butylbenzene ion generated by EI.  Again, the qz 

value was varied and the fragmentation efficiency was recorded.  This was done at two 

different drive frequencies: 844.5 kHz and 1148 kHz.  The results are shown in Figure 5.5a, 

where the squares represent data points taken at 1148 kHz and the triangles are 844.5 kHz 

data points.  Curves of the same type/color represent equal laser powers.  Comparing 

different frequency results at the same laser power, the high frequency curve is at 

significantly higher fragmentation efficiency than the lower frequency curve.  This result 

makes sense because well depth varies as the square of trapping frequency (Equation 1.8), so 

Figure 5.4.  Calculated probability distribution for ion position at various qz 
values for protonated tetracycline ion (445 Da, 1.56x10-18 m2, 7.0x10-4 Torr).  
In the vertical dimension, each line denotes a probability of 0.02.  Therefore, 
the area at the far right is at a probability of 0.0, while the peak at a radius of 
0.3 mm and qz value of 0.5 is a probability of 0.14-0.16. 
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at higher frequencies, ions are in a smaller ion cloud.  A true comparison of the effect of two 

different frequencies on ion cloud size can be made, because all other experimental 

parameters are the same.  That is, at both frequencies the ion requires the same number of 

photons to dissociate, because the trap pressure and the calculated collision frequency were 

equal at both frequencies.  The only difference, therefore, is the ion cloud size, which is 

affecting laser overlap and the photon absorption rate.  Trajectory modeling (Figure 5.5b) 

shows that the most probable ion position at a qz of 0.30 is at a radius of 0.35 mm at 844.5 

kHz, while this position is 0.26 mm at 1148 kHz. 

5.4.4. Effect of Mass on Ion Cloud Size 

Unfortunately an experiment to probe the ion cloud size for ions of different masses is 

difficult to design.    Observing the IRMPD fragmentation efficiency at different qz values for 

different size ions does not allow conclusions about relative ion cloud size to be drawn, 

because larger ions will require more photons to be absorbed for dissociation. Thus, the 

positional dependence of fragmentation efficiency is convoluted with different energetic 

requirements for dissociation.  One can hypothesize that since mass is in the numerator in 

Equation 1.8, that heavier ions will be at smaller radii than lighter ions when compared at the 

same qz value.  Naturally, however, when different size ions are stored in the QITMS at the 

same time, they have different qz values.  In this second case, one expects the smaller ions at 

higher qz to be closer to the center of the trap.  Fragmentation efficiency vs qz curves for the 

peptides GHK and FLLVPLG were qualitatively similar to those obtained for tetracycline.  

An attempt was made to normalize the different energetic requirements of different size ions 

to a CID breakdown curve experiment and/or to the number of degrees of freedom of each 

ion, without success, as of yet.  Trajectory calculations, however, can illuminate the situation, 
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as is shown in Figure 5.5b.  The 134.2 Da n-butylbenzene ion, plotted as triangle data points, 

is most likely found at a radius of 0.45 mm, as opposed to the 445.5 Da tetracycline ion, 

shown in circles, which has a highest probability at 0.35mm.  

5.5. Conclusions 

The size of the ion cloud in a QITMS has a noticeable effect on IRMPD dissociation 

efficiency.  Maximal overlap of the ion cloud with the highest flux volume of the laser beam 

can be obtained by optimizing several parameters that determine the magnitude of the 

restoring force pushing the ion towards the center of the trap.  From the equation for the 

depth of the pseudopotential well (Equation 1.8), the most important factors are trapping 

voltage, trapping frequency, and ion mass.  Ion mass obviously is not a parameter that can be 

optimized, although it is interesting that a higher mass-to-charge ion (eg. a protein) should 

actually experience better laser overlap then a smaller peptide, if both ions were irradiated 

Figure 5.5.  a)  Fragmentation efficiency versus qz value for n-butylbenzene 
molecular ion at 7.0x10-4 Torr, for several laser powers and trapping frequencies.  
Squares are 1148 kHz and triangles are 844.5 kHz.  Lines of the same type/color 
are the same laser power.  b)  SIMION modeling of ion probability versus distance 
from center of trap at qz=0.30.  Square points are for 1148 kHz, 445.5 Da, circles 
are for 844.5 kHz, 445.5 Da, and triangles are for 844.5 kHz, 134.2 Da. 
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while at the same qz value.  Trapping frequency is generally not a parameter that maybe 

adjusted easily; however, this study suggests that when one is designing an instrument for 

IRMPD, a higher frequency drive voltage can be advantageous, especially when laser power 

is seen to be a limiting factor in the experiment.  Because rf trapping instruments are 

commonly operated a high bath gas pressures, the rate of collisional cooling competes with 

the rate of energy deposition through photon absorption.  Therefore the qz value may be 

adjusted to higher values to allow maximum activation of the ion.  A high qz value increases 

the low mass cut-off and lower mass product ions may not be trapped.  A possible operating 

procedure to address this issue would be to start IRMPD at a high qz value and decrease the rf 

voltage over the course of laser irradiation, so that successive generations of product ions 

could be formed and continue to be trapped in the instrument.   
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Chapter 6 

6. Theoretical Estimation of Peptide Internal Temperature for High Amplitude Short 

Time Excitation Collision Induced Dissociation in a Quadrupole Ion Trap 

 

6.1. Introduction 

As described in Chapter 1.2.1.4.2, CID is done by accelerating an ion into a target, 

generally neutral gas molecules.  The kinetic energy of the ion motion is converted into 

internal energy, causing the ion to dissociate.  The amount of energy converted from kinetic 

to internal energy is not a simply derived quantity.  Each collision of an ion with a bath gas 

molecule may result in internal energy deposition ranging from no energy (elastic collision) 

to the full center of mass collision energy.  Another possibility is for internal energy of the 

ion to be converted into kinetic energy of the neutral atom, that is, the ion’s internal 

vibrational modes may be cooled by the collision.  With larger ions, several collisions with 

the same neutral target may even occur.3 Furthermore, in a QITMS each collision can occur 

with a wide range of ion kinetic energies, making the kinetic energy converted to internal 

energy a more widely varying quantity than it would be.  Based on these considerations, the 

amount of internal energy gained with each collision in a CID experiment is not trivial to 

calculate.  

Because of the complexity of the CID process, theoretical studies have been 

conducted that estimate the extent of ion activation by conventional CID in a QITMS as an 

increase in internal temperature.2, 4  This, of course, assumes that the activation is a thermal 

process, where the internal energy distribution of ions can be described by Boltzmann’s 
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equation.  The assumption appears to be reasonable for CID in trapping instruments under 

multiple (>15) collision conditions, at least as a first order approximation. 5-7   

Chapter 2.3 describes the parameters for doing conventional and HASTE CID.  As 

the acronym suggests, HASTE differs from conventional CID in a QITMS in terms of the 

voltages used, and the time scales of the CID event.  HASTE involves much less activation 

time than conventional CID, and appears to increase the internal energy of the parent ion 

significantly.  Increased product ion formation is observed for HASTE CID, some of which 

comes from dissociation pathways that cannot be accessed by conventional CID.  An added 

benefit of using such a short activation period is that a clear temporal distinction can be made 

between when the ion is activated and when it is dissociated.  With HASTE, parent ions can 

be quickly excited at optimal instrumental conditions for CID, but then product ion formation 

can occur under conditions which allow ions in a wide mass-to-charge range to be trapped.8  

Conventional CID suffers from the fact that optimal excitation conditions do not allow the 

product ions whose mass-to-charge values are less than ~1/3 that of the parent ion to be 

trapped.9  The present study does not explore the temporal advantage particular to HASTE, 

but instead focuses on HASTE’s energetic gain. Experiments showed fragmentation patterns 

for HASTE CID that suggested the ions were activated to higher internal energies than for 

conventional CID.  The purpose of this study is to semi-quantitatively estimate this increase 

in internal energy as an effective ion temperature.  Unfortunately, the method previously 

proposed for estimating ion temperatures under conventional CID conditions cannot be 

simply applied under HASTE conditions.2  Internal temperatures of thousands of Kelvin are 

the result, which is unreasonable based on calculating mass spectra at these temperatures.  

This may suggest that the HASTE activation process is not thermal. However, the results of 
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this work show that the thermal approximation, at least as far as it concerns the internal 

energy distribution of the ions immediately before dissociation, may be reasonable.    

6.2. Unimolecular Reaction Basics 

The dissociation of an ion in a CID experiment can be thought of as having an 

activation step and a dissociation step.10  In the activation step, shown in Equation 6.1, the 

internal energy of the parent ion ABC+ is increased by collisions with the neutral bath gas N.  

In the dissociation step (Equation 6.2), some bond(s) of ABC+ are broken, yielding product 

ions AB+ and C 11, 12.  

+∗+ →+ ABCNABC       (Equation 6.1) 

CABABC +→ ++∗       (Equation 6.2) 

The rate of the second step can be qualitatively understood by looking at the Rice-

Rampsberger-Kassel (RRK) Equation 6.3,  
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where k(E) is the rate constant of dissociation, v is a factor related to entropy, E is the internal 

energy of the parent ion, Eo is the critical energy of dissociation, and s is the number of 

degrees of freedom.  As E is increased, the term in parenthesis approaches one, and the 

dissociation rate approaches some maximum defined by v.  The parenthetical term is the 

probability that the critical bond has enough energy to break, if internal energy is distributed 

statistically through out all the bonds in the ion.  In a QITMS, product ion AB+ (Equation 

6.2) remains trapped, and will dissociate if its internal energy is great enough, as in Equation 

6.4.   

BAAB +→ ++        (Equation 6.4) 
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The internal energy of product AB+  in Equation 6.2 can be determined quantitatively as a 

statistical partitioning of excess internal energy between AB+ and C, as will be described in 

detail in a later section.  However, in general terms, as the internal energy of the parent ion 

ABC+ increases, so too will the internal energy of product ion AB+ increase, increasing the 

rate of appearance of A+.13  The formation of more product ions by a variety of different 

pathways gives more information about the parent ion ABC+, facilitating structural 

elucidation.  Therefore, to some extent, the more ABC+ can be activated, the more useful the 

CID experiment becomes.   

6.3. Methods and Theory 

6.3.1. Experimental Parameters 

The internal energy of ions activated by HASTE and conventional CID was estimated 

as an internal temperature by comparing calculated MS/MS spectra at different parent ion 

internal temperatures with experimental spectra.  The simulated spectra used parent ion 

effective temperatures of 300 K to 900 K.  The experimental spectra were taken at ambient 

temperature, with resonant excitation voltages of 0.75 Vpp to 6.00 Vpp. When a simulated 

spectrum at a given internal temperature matched the experimental spectrum, this 

temperature was taken to be the experimental effective temperature of the parent ion.   A 

match was determined by minimizing the sum of the squared differences between relative ion 

intensities of the two spectra. The ions investigated were [YGGFL+H]+, [YGGFL+Na]+, 

[YGAFL+Na]+, and [CH3COONa]6Na+.  The experimental spectra were taken using nano-

ESI on a Bruker Esquire QITMS, as described in Chapter 2.1.1.  Spectral comparison was 

done with software written in LabVIEW 7.1 14.  The CID conditions used for each ion can be 

found in Table 6.1.  The qz value (Chapter 1.2.1.2) was adjusted slightly to optimize the 
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experiments for MS/MS efficiency.  Adjusting qz value to more than the typical qz = 0.25 

was necessary because the higher voltages used during HASTE increase the likelihood that 

the parent ion is ejected before it dissociates.  For conventional CID there was no noticeable 

difference in efficiencies in the qz range between 0.25 and 0.30.   Typical optimized MS/MS 

efficiencies (Equation 1.11) were 75-95% for conventional CID, 10-50% for HASTE CID.  

Although the slightly higher qz value used for HASTE raises the nominal low mass cutoff 

value for trapping ions in the QITMS,8, 9 it has been demonstrated that quickly ramping down 

the main rf voltage after HASTE will trap many ions formed below this cutoff, so that using 

a higher qz value for HASTE does not have to be a disadvantage.8   

 
Table 6.1:  Experimental CID parameters 
    
 [YGAFL+Na]

+
 [YGGFL+Na]

+
 [YGGFL+H]

+
 [CH3COONa]6Na

+
 

Conventional 

CID 

    

Vpp 1.15 1.15 0.85 0.75 

qz 0.25 0.25 0.25 0.25 

Time (ms) 40 40 40 40 

HASTE CID     

Vpp 6.00 5.00 4.90 2.20 

qz 0.30 0.30 0.29 0.28 

Time (ms) 2 2 2 2 

 
6.3.2. Simulation of Mass Spectra 

All calculations were done in LabVIEW 7.1, unless stated otherwise.  The procedure 

for simulating a MS/MS spectrum has 3 basic steps, outlined here and subsequently 

discussed in more detail.  (1) The probability p(E) that an ion has a certain internal energy is 

determined.  p(E) is also known as the internal energy distribution.  (2) Rice-Rampsberger-

Kassel-Marcus (RRKM) theory is then used to determine the rate of fragmentation of the 

parent ion into its product ions, once certain reaction parameters are determined.  Relative 
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intensities of parent and product ions can then be calculated. (3) The internal energy for those 

product ions that dissociate is calculated, and RRKM theory is again used to compute second 

generation parent and product ion intensities.  Step (3) is repeated for each subsequent 

product ion generation, i.e. AB+ dissociating to give A+.  

6.3.2.1.  Internal Energy Distributions 

The internal energy distribution, p(E), is calculated as described in Chapter 2.4.2.  

This method requires the knowledge of the vibrational frequencies of the ion, which for this 

work were calculated on energy minimized structures at the B3LYP/6-31G(d) level of theory 

with Gaussian 03, as described in Chapter 2.4.1. 15  These frequencies were scaled by a 

factor of 0.9614 to account for anharmonicity effects which are not considered in the 

frequency calculations.16   

As an approximation, it was assumed that the internal energy of the parent ion after 

activation in the CID event could be described by an effective temperature Teff.  p(E) was 

Figure 6.1.  Thermal internal energy distributions at different 
effective temperatures for [YGGFL+H]+. 
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calculated for a range of different Teff, shown in Figure 6.1.  At each Teff  a MS/MS spectrum 

was simulated.  When a calculated spectrum matched well with an experimental spectrum, 

the Teff used in the calculation was deemed to be the internal temperature achieved by the 

parent ion. 

6.3.3. Rates of Dissociation 

The RRKM equation, given by Equation 6.6, more accurately describes rates of 

unimolecular reaction than the RRK form.11 

)(
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EEN
Ek o

ρ⋅
−

=
≠

       (Equation 6.6) 

N
≠
(E-Eo) is the summation of states for the transition state, calculated again by the direct 

count method, and h is Plank’s constant.  While computational programs such as Gaussian 03 

can be used to find transition state structures and their vibrational frequencies17, such 

calculations are computationally expensive, especially for larger structures.  However, the 

transition state frequencies can be estimated from the parent ion frequencies by deleting a 

vibration assumed to be the reaction coordinate and scaling the first few frequencies (which 

have the most effect on N≠) by a factor S.11  Values of S  > 1 give a transition state with 

entropy ∆S
≠  <  0, while values of S < 1 give a transition state with ∆S

≠  >  0.  This treatment 

of the transition state is acceptable because RRKM theory is sensitive only to ∆S
≠, not to the 

absolute transition state frequencies.5  If Eo and S are known for a particular dissociation(s), 

then the calculation of a MS/MS spectrum with a certain p(E) can be performed.  Figure 6.2a 

demonstrates this process visually.  The internal energy distribution p(E) of the parent ion is 

shown in the top part of Figure 6.2a.  The rate versus internal energy relationship (RRKM 

curves) for two competitive dissociations of the parent ion are depicted in Figure 6.2b.  The 

dotted, horizontal line in Figure 6.2b is the experimental time scale of the CID event.  The 
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intersection of the RRKM curves with the experiment time scale line defines the internal 

energy necessary to observe these reactions, which also divides p(E) into three sections in 

this case.  Section 1 (diagonal forward-slashes) in Figure 6.2a is the fraction of the parent 

ions that do not have enough internal energy to dissociate during the experiment; section 2 

(diagonal back-slashes) refers to the fraction of ions that dissociates only by reaction 

pathway 1; and section 3 (horizontal lines) refers to the fraction of ions that dissociates by 

both reaction pathways 1 and 2.  Section 3 can be distributed between reaction pathways 1 

and 2 based on the relative magnitudes of the dissociation rates at a given internal energy.  

The resulting mass spectrum, plotted on a relative abundance axis in Figure 6.2c, is then the 

integral of section 1 for the parent ion intensity, integral of section 2 plus part of section 3 for 

product ion 1 intensity, and part of section 3 for the product ion 2 intensity.  The procedure 
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Figure 6.2. a)  Internal energy distribution divided into three sections: section 1, the 
portion of ions not having enough internal energy to dissociate, is diagonal bars slanting 
low to high, section 2, the portion of ions that dissociate by pathway 1 only, is diagonal 
bars slanting high to low, section 3, the portion of ions that dissociate by both pathways 1 
and 2, is horizontal bars. b) Dotted line is instrumental time scale.  Dash-dash and dash-
dot-dash lines are rate vs internal energy relationships for two competing reactions 
pathways 1 and 2, respectively.  c) The resulting simulated mass spectrum, where the 
style of bar denotes the ions’ energetic origin in Figure 6.2a. 
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outlined above, integrating at an energy interval of 50 cm-1, was used to calculate MS/MS 

spectra. 

6.3.4. RRKM Parameters 

Unless Eo and the transition state frequencies are already known for a particular 

dissociation, they must be obtained experimentally.  A procedure for doing this has been 

described previously for CID in a Fourier-transform ion cyclotron resonance (FT-ICR) mass 

spectrometer.5, 18, 19  The same basic procedure was followed in this study.  Conventional CID 

was performed on the parent ion and on each of the relevant product ions at various 

resonance excitation voltages.  Breakdown curves of ion abundance versus voltage are shown 

in Figure 6.3.  These experimental breakdown curves were constructed from spectra obtained 

on the Bruker Esquire.  Note that the Bruker Esquire effects CID by applying the resonance 

excitation voltage only to one endcap electrode, while the other endcap is grounded.  The 

Figure 6.3.   Experimental breakdown curves for the a4
+ ion of YGGFL 

dissociating to its product ions in conventional CID.  Squares are a4
+, circles are 

[a4-17]+, up-triangles are the rearrangement ion at 323 u1, down-triangles are b3
+, 

and diamonds are GGF+ 
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electric field gradient is half as big as it would be if this voltage was applied to each endcap 

with a 180○ phase difference, so the voltages needed to dissociate an ion are larger than in 

ion traps that use excitation on both endcaps.  In previous experiments5, 18, 19 the experimental 

CID voltages were transformed into collision energies, and experimental breakdown curves 

were fitted to calculated breakdown curves, varying Eo and S to get the best possible match.  

This procedure is possible in a FT-ICR instrument where the collision energies can be 

calculated more precisely, but not in a QITMS, where the kinetic energy of the ions are 

constantly changing.  In our study, CID voltage was converted into average parent ion 

temperature, using a method described for conventional CID in a QITMS.2  The details of 

this transformation are too lengthy to describe here, but are straightforward to implement in 

practice.  It has been noted that the temperature scale is not absolute, and calibration may be 

necessary. 2  Temperature scale calibration has been done for various ions.4  A comparison of 

these two methods 2, 4 is shown in Figure 6.4a, where resonance excitation voltage versus 

average parent ion temperature is plotted for an ion of m/z 515 at a bath gas pressure of 

1mTorr in the Bruker Esquire.  The two methods agree closely in the range of temperatures 

used in this study.  Figure 6.4b shows the results of fitting an experimental breakdown curve 

to one calculated for the a4
+ ion of YGGFL.  The dots are experimental points, with CID 

voltage converted to internal temperature via the above method 2, and the lines represent peak  
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Figure 6.4. a)  Comparison of two methods for calculating the internal temperature of 
ions during conventional CID.  Solid line is method from Ref2, dotted line is method 
from Ref4 b)  Fit of experimental breakdown curves to calculated breakdown curves 
for the a4

+ ion of YGGFL, using Ref2  method for voltage to Teff transformation. 
Symbols are as in figure 6.3. 
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intensities calculated at 10 K intervals.  The actual resonance excitation voltage used by the 

Bruker Esquire was measured with a Tetronix TDS 420 digital oscilloscope, triggered off a 

Stanford Research DG535 pulse generator, which in turn was triggered by a signal produced 

by the Esquire electronics during the ion gating period of the CID experiment.  The on-screen 

requested voltage was found to match the measured voltage, as long as the “Fast Calc” button 

on the MS/MS screen was not selected.  The dissociation pathways of the four ions in this 

study are given in Scheme 6.1.  The dissociation pathways for [YGGFL+H]+ had been 

elucidated previously. 1, 20, 21  The breakdown curve procedure was carried out for all the 

relevant ions, that is, for all the ions that have dissociation products coming from 

[YGGFL+H]+ in Scheme 6.1. 

 

YGGFL+H 

b4
+ a4

+ b3
+ y3

+ GF+ GF-28+ 

a4
+ b2

+ b3
+ a4-17+ RA+ b3

+ GGF+ GGF+ b2
+ a3

+ GFF-28+ GGF+ 

a4-17+ RA+ b3
+ GGF+ GGF+ b2

+ a3
+ GGF+ b2

+ a3
+ 

Scheme 6.1:  Dissociation pathways for a) [YGGFL+H]+ b) [YGXFL+Na]+ c) 

[CH3COONa]6Na+ RA denotes the rearrangement ion at 323 u1 

a) 

[YGXFL+Na]+ [b4+NaOH]+ [b3+NaOH]+ [b2+NaOH]+
-L -F -X

b) 

[CH3COONa]6Na+

-CH3COONa

[CH3COONa]5Na+ [CH3COONa]3Na+ [CH3COONa]2Na+

-CH3COONa-[CH3COONa]2

[CH3COONa]6Na+

-CH3COONa

[CH3COONa]5Na+ [CH3COONa]3Na+ [CH3COONa]2Na+

-CH3COONa-[CH3COONa]2

c) 
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6.3.5. Product Ion Internal Energy 

Once a set of Eo and S values is found for each unimolecular reaction, two more 

procedures must be completed before a full mass spectrum, one that includes all consecutive 

and competitive dissociations, can be calculated.  The first procedure is the calculation of the 

internal energy distribution of the product ions that consecutively dissociate.  This 

distribution is given by Equation 6.7, 13 

∫
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−−

−−
=

oEE

o

o

dEE

dEE
Ep

0

21

21

)()(

)()(
),(

εερερ

εερερ
ε      (Equation 6.7) 

where p(E,ε) is the internal energy distribution of the product ion (given a parent ion internal 

energy of E), ε is the internal energy of the product ion, ρ1(ε ) is the density of states of the 

product ion, and ρ2(E-Eo- ε) is the density of states of the product neutral.  The procedure for 

finding the final p(E, ε) is outlined in figure 6.5.  Figure 6.5a shows the internal energy 

distribution of those parent ions that had enough internal energy to dissociate.  p(E,ε) was 

then calculated at each E represented by the dots in Figure 6.5a.  The p(E,ε) curves are shown 

plotted together in Figure 6.5b.  These curves were then summed and multiplied by a 

normalizing factor so that the integral of the final curve in Figure 6.5c equaled one.  This 

final p(E) curve is then used to calculate the intensities of the next generation product ions. 

6.3.6. Final Scaling of Calculated Intensities 

Finally, a set of parent and product ion intensities can be calculated for each 

generation of ions.  However, each generation’s intensity is normalized to one, because each 

p(E) curve has an integral equal to one.  Therefore, each generation of product ions must be 

scaled by the intensity of its precursor.  For example, in Equation 6.8, if 80% of ABC+ goes 
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to AB+, and 25% of AB+ goes to A+, then in the actual MS/MS spectrum, ABC+ has relative 

intensity 20%, AB+ has relative intensity 60%, and A+ has relative intensity 20%. 

CABABC +→ ++*  
  20%  80%  
          (Equation 6.8) 
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Figure 6.5. Procedure for 
calculating the product ion 
internal energy distribution 
(p(E)), demonstrated for 
[YGGFL+H]+ at 500 K internal 
energy a) p(E) of only those 
[YGGFL+H]+ parent ions that 
have enough internal energy to 
dissociate b) b4

+ product ion 
p(E,ε) calculated at each point 
shown in a) c) final b4

+ product 
ion p(E) obtained by summing 
curves in b) and normalizing  
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6.4. Results and Discussion 

6.4.1. RRKM Parameters 

The Eo and S values obtained by fitting breakdown curves are shown in Table 6.2.  

Critical energies for the [YGGFL+H]+ to b4
+ transition and b4

+ to a4
+ transition were taken 

from the literature 22, and S was varied to fit the breakdown curves.  Initial estimates for the 

parameters of other reactions could be determined by comparing the supplementary voltage 

at the onset of dissociation of an unknown pathway to a known pathway.  Other studies have 

shown that the values obtained in the breakdown curve method are not reliable as absolute 

thermodynamic values if there is more than one reaction in competition.18  If a parent ion 

dissociates by a low and high energy pathway, the low energy pathway will compete with 

further activation of the parent ion, lessening the amount of the high energy product ion that 

will form.  However, within the limits of the conventional CID experiment, the parameters in 

Table 6.2 were able to accurately describe the dissociation of the parent ions. 

 
Table 6.2a:  RRKM parameters derived from fitting of breakdown curves for [YGGFL+H]+.  

RA denotes the rearrangement ion at 323 u 1 

Parent Ions                                                   Product Ions 

  b4
+
 a4

+
 b3

+
 y3

+
 GF

+
 GF-28

+
 

[M+H]
+
 Eo(eV) 1.10 1.17 1.17 0.96 1.09 1.07 

 S 0.83 0.82 0.84 1.12 0.97 1.00 

b4
+
  a4

+ b3
+ b2

+    

 Eo(eV) 1.32 1.37 1.41    

 S 0.42 0.45 0.49    

a4
+
  a4

+-NH3 RA+ b3
+ GGF+   

 Eo(eV) 1.605 1.69 1.685 1.63   

 S 0.63 0.57 0.58 0.67   

b3
+
  b2

+ a3
+ GGF+    

 Eo(eV) 1.22 1.19 1.18    

 S 0.85 0.93 1.07    

y3
+
  GF+ GF-28+     
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 Eo(eV) 1.27 1.45     

 S 0.70 0.60     

 

 

Table 6.2b:  RRKM parameters derived from fitting of breakdown curves for 
[YGAFL+Na]+, [YGGFL+Na]+, [CH3COONa]6Na+ 

 

Parent Ions Product Ions 

[YGAFL+Na]
+
  [b4+NaOH]

+
 [b3+NaOH]

+
 [b2+NaOH]

+
 

 Eo(eV) 1.30 1.22 1.40 

 S 0.84 0.84 0.97 

[YGGFL+Na]
+
  [b4+NaOH]

+
 [b3+NaOH]

+
 [b2+NaOH]

+
 

 Eo(eV) 1.31 1.40 1.78 

 S 0.84 0.84 0.97 

[CH3COONa]6Na
+
  [CH3COONa]5N

a
+
 

[CH3COONa]3Na
+
 [CH3COONa]2Na

+
 

 Eo(eV) 1.05 1.13 1.04 

 S 0.60 0.60 0.80 

 
 

6.4.2. Comparison of Simulation and Experiment 

When the first, preliminary simulations were performed, it was observed that product 

ions were formed with more internal energy than expected.  This was clear from observing 

the b4
+/a4

+ ratio of YGGFL, which has been used as an indicator of the internal energy 

deposited into the parent ion.23, 24  Typically for YGGFL, the b4
+/a4

+ ratio is much greater 

than one at low CID voltages, and makes a transition to less than one as CID voltage is 

raised.  In the first simulations, the b4
+/a4

+ ratio was less than one as soon as b4
+ was formed, 

indicating that b4
+ was being formed from [YGGFL+H]+ with an average internal energy 

much higher than the critical energy for dissociation to a4
+ of 1.32eV.  Experimentally, 

however, when product ions are formed they are no longer in resonance with the CID voltage 

(their mass and therefore secular frequency in the ion trap has changed) and collisions with 

the He bath gas have an overall cooling effect instead of an activating effect.  Thus, product 

ions possibly are cooled significantly before they dissociate.24  A collisional cooling term, 

kcc, was therefore subtracted from the RRKM calculated rates to obtain the final dissociation 
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rate of the product ions, as in Equation 6.9.  The collisional cooling term is not subtracted 

from the dissociation rates of the parent ions because they are being accelerated by the 

excitation field, and therefore the probability of a collision resulting in a loss of internal 

energy is much smaller. 

ccreactionfinal kkk −=          (Equation 6.9) 

The collisional cooling rates of peptides in a QITMS at 1 mTorr have been calculated 

previously.25  When the diffuse scattering method is applied to YGGFL25, the resulting kcc is 

1800 s-1 when activated to 830 K, and 1100 s-1 when activated to 545 K.  A recent 

experimental study in our lab found this rate to be 400 s-1 for YGGFL at 1 mTorr when 

activated for 5 ms with a 50 W CO2 laser (an activation of 90 K or 0.9 eV).26, 27  This result 

agrees with the master equation modeling25, where extrapolation of the master equation data 

for an ion with the number of degrees of freedom of YGGFL yields kcc=600 s-1 for a 300 K 

activation.  The best results were found when kcc=500-2000 s-1.  2000 s-1 was used in the 

results shown.  This number, which was obtained empirically, is reasonable when compared 

to the above theoretical and experimental values.  Figure 6.6 shows the results of comparing 

simulated to experimental MS/MS spectra for conventional and HASTE CID.  The sum of 

the squared differences in relative peak intensities between experiment and calculation was 

used to find the temperature that gave the best fit.  Differences in internal temperature 

between HASTE and conventional CID, as opposed to absolute temperature values, are more 

informative for analyzing the results across all the ions studied, because disparities in ion 

structure and vibrational modes have an influence on the calculated p(E) at a given 

temperature.  For the sodiated peptide ions, the internal temperature of the HASTE activated 

parent ions was 80-90 K higher than the conventional CID activated ions, while the sodiated 
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cluster ion had a difference of 115 K.  The protonated peptide ion, YGGFL, was activated 

285 K higher with HASTE than conventional CID.    Table 6.3 summarizes this temperature 

data.  The above temperature differences translate to an average parent ion internal energy 

about 1.0 eV higher for the sodiated ions, and about 3.5 eV higher for protonated YGGFL.  

The resulting increase in product ion intensities for HASTE compared to conventional CID is 

apparent in Figure 6.6a-h.  The result that the protonated ion [YGGFL+H]+ was activated to 

much higher internal temperature than the sodiated ions stands out.  This higher calculated 

temperature might be explained by the complexity of the [YGGFL+H]+ dissociation 

pathways.  The many competitive dissociations present may compound the error in 

determining dissociation parameters, and a Boltzmann distribution might be a worse 

approximation for [YGGFL+H]+ internal energies after HASTE activation than for 

conventional CID.  It should be noted that if only a4
+, b4

+, and [M+H]+ are considered for 

[YGGFL+H]+, then an activated temperature of 650 K results, which is in better agreement 

with the sodiated ion data.   

 

Table 6.3:  Effective Temperatures Achieved During Conventional CID and HASTE CID 
 

  [YGAFL+Na]
+
 [YGGFL+Na]

+
 [YGGFL+H]

+
 [CH3COONa]6Na

+
 

Conventional 

Teff(K) 

610 675 545 500 

HASTE Teff(K) 690 765 830 615 

∆Teff(K) 80 90 285 115 

 
The calculated intensities of the [b2+NaOH]+ ions and [CH3COONa]2Na+ ion did not 

match the experiment very well, as is seen in Figure 6.6, even though the breakdown curves 

from their respective parent ions had a very good fit.(not shown)  It is possible that the later 

generation ions are formed through multiple pathways, which could be determined through 
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double resonance experiments.  Overall, there is a good visual fit between experimental and 

simulated CID spectra.  This lends some credence to the original approximation that a 

thermal distribution of ion internal energies could be assumed for CID activated parent ions. 
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a) 
b) 

c) d) 

e) 
f) 

g) h) 

Figure 6.6.  Blue, x-striped boxes are calculated ion abundances, green, diagonally-striped 
boxes are experimental ion abundances.  Calculations were done at 1 mTorr with kcc = 2000 
s-1. (a)(b) Conventional and HASTE CID for [YGAFL+Na]+, where theoretical effective 
temperatures were 610 K and 690 K, respectively.  (c)(d)  Conventional and HASTE CID 
for [YGGFL+Na]+, where theoretical effective temperatures were 675 K and 765 K, 
respectively.  (e)(f)  Conventional and HASTE CID for [CH3COONa]6Na+, where 
theoretical effective temperatures were 500 K and 615 K, respectively.  (g)(h)  
Conventional and HASTE CID for [YGGFL+H]+, where theoretical effective temperatures 
were 545 K and 830 K, respectively. 
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6.5. Conclusions 

The temperature of ions activated by conventional CID and HASTE CID has been 

estimated via a comparison of theoretical MS/MS spectra calculated at different parent ion 

effective temperatures with experimental MS/MS spectra.  The effect of collisional cooling 

had to be included in the calculations to adequately fit the experimental to calculated spectra.  

Reaction parameters for each dissociation pathway were determined by fitting experimental 

and theoretical breakdown curves.  The results indicate that the sodiated ions were activated 

to an average internal temperature of 95 K higher, and the protonated ion was activated 285 

K higher using HASTE CID over conventional CID.  This translates into an average internal 

energy of 1.0 eV higher for the sodiated ions and 3.5 eV higher for the protonated ion.  As 

mentioned in the results section, the protonated ion result is somewhat suspect, and the 

difference in internal temperatures for the protonated ion may in fact be closer to 105 K, 1.0 

eV higher internal energy.  This study does not claim to provide exact values of the extent of 

ion activation for the investigated ions, rather, an estimation has been made of the advantage 

of HASTE CID over conventional CID in terms of internal temperature increase.  Relatively 

simple algorithms were used describe the dissociation kinetics of the ions fairly accurately, as 

is apparent from Figure 6.6.  The likelihood that a thermal internal energy distribution would 

approximate the activation of ions by HASTE CID was questionable in the onset of the 

study, because the HASTE CID process probably involves a smaller number of much higher 

energy collisions than conventional CID.   Activation by HASTE may therefore be 

comparable to higher collision energy CID, such as those obtained on a triple quadrupole 

instrument.    
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Chapter 7 

7. On the Time Scale of Internal Energy Relaxation of AP-MALDI and Nano-ESI Ions 

in a Quadrupole Ion Trap 

 

7.1. Introduction 

An understanding of ion internal energy is of primary interest to researchers studying 

the structures of gas phase ions.  As mentioned in Chapter 1.1.1, how fast an ion will 

dissociate, which mechanisms will be involved, and how many products will be observed all 

have a large dependence on the amount of internal energy in the ion and the experimental 

time window for dissociation.1-4  If background information on the dissociation pathways is 

available, then RRKM theory can determine the dissociation kinetics of the various 

dissociation pathways as a function of internal energy, and mass spectra or tandem mass 

spectra (MS/MS) can be predicted. 5-7  Internal energy also dictates the possible three 

dimensional (3D) structure adopted by the ion, and 3D conformation has been shown to 

influence dissociation pathways in MS/MS.8, 9 

Because MS/MS spectra have a dependence on conformation and internal energy, the 

various factors that determine ion internal energy and how its magnitude might change over 

the course of an experiment are important to understand.  A typical experiment using a 

QITMS lasts several hundred milliseconds, during which time a large number of variables 

can effect an ion population’s distribution of internal energy.  The theoretical calculation of 

ion internal energy in a QITMS is a complex quantum chemical calculation, in which many 

factors must be considered, such as the kinetic energy of the ion, the vibrational energy states 
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of the ion, and the probability of energy transfer from one state to another.10  These 

considerations are complicated by the necessary presence of helium (He) bath gas at ~1.3x10-

3 mbar in the QITMS to improve sensitivity and mass resolution.11  Other types of mass 

spectrometers typically operate at pressures low enough to ensure that the flight path of the 

ion is shorter than the mean free path between collisions with background neutral gas.  

Conversely, in a QITMS, with several tens of collisions per millisecond, an ion may 

experience many thousands of collisions over its lifetime in the experiment.12  Each of these 

collisions has the potential for changing the internal energy of the ion, ultimately having an 

effect on the mass spectrum that will be produced. 

Indeed, the collision of an ion with a neutral gas molecule is one of the most 

important means for energy transfer in mass spectrometry, with the most common 

application of this process being CID.  When an ion collides with a neutral molecule such as 

He, kinetic and internal energy may be inter-converted.  Because energy is conserved, 

Equation 7.1 can be written, where KE0, KEF, IE0 and IEF are respectively, initial kinetic 

energy, final kinetic energy, initial internal energy, and final internal energy of the ion and 

colliding He atom.  He, being monoatomic, has no internal energy unless electronically 

excited in the collision. 

HE

F

ION

F

ION

F

HEIONION
KEIEKEKEIEKE ++=++ 000      (Equation 7.1) 

The change in internal energy of the ion is the quantity of interest, and so Equation 7.1 may 

be rearranged to Equation 7.2, where ∆ denotes the final value minus the initial value.  

Consideration of Equation 7.2 shows that an ion may be excited in a collision through a 

conversion (reduction) of either the ion’s or He’s kinetic energy, and conversely an ion may 
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be cooled by transferring its internal energy into an increase in kinetic energy of the ion or 

He.   

HEIONION
KEKEIE ∆−+∆−=∆      (Equation 7.2) 

Whether an ion gains or loses internal energy in a collision depends on the probability of 

energy transfer between states, and is a problem that has been considered theoretically for a 

QITMS. 10, 13  In particular, the evolution of peptide internal energy with time due to 

collisional cooling in a QITMS has been investigated.13   Plots of calculated internal energy 

versus time revealed that a series of homologous peptide ions (AG)n, where n=8-32, excited 

to 450 K would all relax to room temperature in less than 10 ms.  Experiments designed to 

test this theoretical treatment have been published recently14, 15, where two laser pulses are 

used to probe ion internal energy as a function of time (see Chapter 4).  Ions were irradiated 

with one laser pulse and allowed to cool for a set amount of time before being irradiated 

again.  During the time between pulses, the ions lose internal energy to collisions with He, 

causing the second laser pulse to dissociate a smaller percentage of parent ions.  Using the 

efficiency of fragmentation as a measure of internal energy, relaxation times for excited ions 

at typical operating pressures of 9.3-1.5x10-3 mbar were observed to be on the order of 5 to 

20 milliseconds. 

7.1.1. Reexamination of Reported Results 

 Recently, a study has been reported that concludes internal energy relaxation of 

peptide ions through He collisions to be a relatively inefficient process requiring several 

hundred milliseconds when the experiment is conducted in a QITMS.16  Supporting the 

results was a cited observation that the process of internal vibrational relaxation through 

collisions is ~100 times slower than collisional kinetic energy relaxation.  If true, the 
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conclusion could be drawn that if kinetic relaxation takes place in 1-10 ms, then internal 

energy relaxation must take place in 100-1000 ms.  The referenced study described the 

vibrational relaxation of N2
+. through collisions with a variety of noble gases, in which the 

cooling process with He was least efficient.17  It would be an over-simplification, however, to 

assume that the collision induced vibrational relaxation behavior of N2
+., which has 1 

vibrational degree of freedom and a density of states of 1 per cm-1 at room temperature, could 

be used as an accurate predictor of the collision induced vibrational relaxation behavior of a 

medium sized peptide such as leucine enkephalin (YGGFL), which has 228 degrees of 

freedom and a density of states of 3.4x1036 per cm-1 at room temperature.  As our group has 

an interest in the mechanisms and kinetics of internal energy transfer processes in mass 

spectrometry experiments, the study described here undertakes a reexamination of the cited 

work. 

7.1.2. Possible Factors Leading to Discrepancies 

An important experimental parameter that could be responsible for the very long 

predicted relaxation times described in the previous study could be the use of long ion 

accumulation, or gate, periods (400 ms), and it is on this point that our investigation will 

focus.  The long gate time was justified by Konn et. al. as a desire to accumulate equal 

numbers of ions over equal lengths of time in a comparison of the internal energies of ions 

produced by atmospheric pressure matrix assisted laser desorption ionization (AP-MALDI) 

and nano-electrospray ionization (nano-ESI).  Because a lower flux of ions was produced by 

AP-MALDI, and the QITMS has a finite trapping capacity, it was reasoned that the trapping 

volume could be “overfilled” in the high ion flux, nano-ESI case such that after 400 ms, 

equal numbers of ions would be accumulated using both ionization methods.  Undeniably, a 
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plot of ion abundance versus gate time will show abundance leveling off after a time, so the 

authors’ supposition of equal ion populations for both ionization techniques is probably 

accurate.  However, operation of a QITMS under high space charge conditions introduces a 

new set of variables with respect to ion motion, namely an added dc potential.   

The stability equations for a QITMS (Equations 1.4-1.7) help demonstrate the 

probable effect of this new dc potential.  Using Equations 1.4-1.7, one observes that a 

positive U will decrease an ion’s secular frequency.  Traditionally, U would be induced 

instrumentally, but a dc potential can also be induced by a collection of charged particles.  A 

potential induced by a cloud of charged particles is, however, expected to vary as the density 

of the cloud changes.  The ion isolation event immediately preceding CID provides a likely 

opportunity for a change in ion cloud density.  During isolation, the ion cloud is likely to 

experience several different trapping environments, most notably a gain in kinetic energy as 

the qz value approaches a resonant ejection point, and a decrease in the depth of the 

pseudopotential trapping well as qz is reduced to the value used for CID.  The depth of the 

pseudopotential well is given in Equation 1.8.18, 19  The purpose of the present investigation is 

to demonstrate experimentally and theoretically that these varying trapping environments 

lead to changes in ion secular frequency when a large population of ions is present.  When 

CID is performed using a single excitation frequency on a population of ions whose secular 

frequency changes, internal energy measurements based on fragmentation efficiency taken at 

different times are inevitably inaccurate. 

7.2. Methods 

Experiments were carried out on two instruments: a Bruker (Billerica, MA) Esquire 

ion trap for AP-MALDI and nano-ESI experiments, and also a modified Finnigan (San Jose, 



145 
 

CA) ITMS that has been described previously20, used for supplementary experiments with 

nano-ESI.  The Bruker Esquire has a modified Analytica (Branford, CT) electrospray 

ionization source which has been fitted with a flared glass capillary 21.  The flared capillary 

coupled with a Lexan sample holder and Plexiglass mounting assembly create a simple 

aerodynamic AP-MALDI source as described in Chapter 2.1.2.22, 23  AP-MALDI and nano-

ESI were carried out as described in Chapter 2.1.1 and 2.1.2.  The relative stability of AP-

MALDI and nano-ESI generated ions was compared by dissociating the ions via CID (with 

an incremented excitation waveform amplitude) and recording fragmentation efficiency as 

shown in Equation 1.12. 

 
Figure 7.1 illustrates the scan function (rf trapping voltage applied to the ring 

electrode changes versus time) for the ITMS experiments.  The rf trapping voltage is 

proportional to the lowest m/z trapped, or “start mass” at any particular time.  This condition 

Figure 7.1.  Scan function for Finnigan ITMS showing rf trapping voltage as a function 
of time, and the timing of supplementary waveforms for ion ejection and excitation.  
Typical times are as follows: Gate = 30 ms, Isolation = 10 ms, Cool time = 30 ms, 
Activation = 40 ms, Scan Delay =  5 ms.  All segments are drawn to scale except the 
analytical scan segment, which is 5555 Da/sec. 
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allows “start mass” or “low mass cut-off” to be used interchangeably as the y-axis label.  

Details about the Bruker scan function were obtained using a digital oscilloscope to monitor 

the rf voltage on the dynode with the endcaps grounded.  The Bruker scan function takes 

about 90 ms to isolate the ions, with the remainder of the scan function being very similar to 

that of the ITMS.  CID was performed either with the basic scan function depicted in Figure 

7.1, or alternatively, with no ion isolation, and FE could be plotted where Σ F in Equation 

1.15 is replaced by the intensity of just one selected product ion.  To gauge the effect of 

cooling time on ion dissociation, the time before CID in the scan function was incremented 

manually for each acquired spectrum.  Spectra were acquired as the average of 20 scans, and 

error bars were calculated as 95% confidence intervals on 5-8 experiment repetitions the 

same day.   

A direct reading of the pressure inside the ion trapping volume is not possible for the 

Bruker Esquire, because transport of the He bath gas to the ionization pressure gauge is 

attenuated by conductance limiting electrode spacers.  However, previous experiments 22 

have demonstrated calibration of the pressure gauge with the ion/molecule reaction of 

cytochrome c and dimethylamine.  These experiments showed a factor of ~100x between 

ionization gauge pressure and ion trapping volume pressure for the Bruker Esquire.  The 

present experiments were performed at a pressure reading of 3.0x10-5 mbar, with the pressure 

in the trap estimated to be about 3x10-3 mbar.  The peptides desArg1bradykinin 

(PPGFSPFR), desbrg9Bradykinin (RPPGFSPF), Sar-Angiotensin II (Sar-RVYIHPF), and 

angiotensin III antipeptide (GVYVHPV) were purchased from Sigma Aldrich (St. Louis, 

MO) and used without further purification as in Chapter 2.1.  
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7.2.1. Equalizing Number of Ions for Both Ionization Techniques 

To minimize the effects of space charge, while standardizing conditions as much as 

possible between AP-MALDI and nano-ESI, the same ion accumulation time of 30 ms was 

used in both cases.  An accumulation time of 30 ms is only enough time for 1 laser pulse for 

AP-MALDI, and many fewer ions are produced by AP-MALDI than by nano-ESI over a 

given time period for the current experiments.  Therefore, to equalize the ion populations 

between the two experiments, the rf voltage amplitude of the transfer hexapole was decreased 

for nano-ESI.  In most cases, the maximum 700 Vpp hexapole voltage was used for AP-

MALDI, and ~100 Vpp was used for nano-ESI.  A 30 ms gate time only allows time for one 

laser pulse for AP-MALDI, but this was enough to accumulate a sufficiently large ion 

population for these experiments.  The ion abundance in arbitrary units of the parent ion for 

the Bruker experiments was ~3-5x103, while the maximum ion abundance allowed by the 

DAC was approximately 1x108.  

7.2.2. Higher Time Resolution Cooling Study 

The Finnigan ITMS was used to examine the effect of cool time on CID for nano-ESI 

ions.  The ITMS software controls all scan function parameters with microsecond resolution.  

Cooling time and CID excitation frequency were varied automatically under software 

control.  Isolation was achieved by increasing the rf amplitude for 10 ms to eject ions having 

mass-to-charge ratios (m/z) less than the parent ion, while no attempt was made to isolate 

higher m/z ions.  Spectra were acquired as the average of 25 scans, and error bars were 

calculated as 95% confidence intervals on 5 experiment repetitions the same day.  The 

electrodes do not have conductance limits to gas transport, so the measured ionization gauge 

pressure is the ion trapping volume pressure, after correction for the ionization potential of 
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He (i.e., multiplying by 7 to correct for the lower gauge sensitivity).  A pressure of 9.3x10-4 

mbar of He was used for the experiments. 

7.2.3. Ion Trajectory Calculations 

SIMION 7.0 was used to simulate the ion isolation event.  Simulation parameters 

were as in Chapter 2.4.3.  Ion position was monitored at regular time intervals and Fourier 

transforms of the time domain data performed to gauge ion secular frequency under different 

space charge conditions.  The user program for doing this work is in Appendix B. 

7.3. Theory 

7.3.1. Calculation of Space Charge Effects 

Some of the effects of ion interactions can be estimated using calculations having 

various degrees of sophistication.  Most pertinent to the present experiments is an estimation 

of the dc voltage magnitude induced by a group of ions, which can result in a shift in ion 

secular frequency.  The voltage induced at a particular distance (radius) r away from a point 

charge q is given by the first term in Equation 7.3, where εo is the permittivity of vacuum.  

The voltage induced by a number of point charges can be expressed as a sum as in Equation 

7.3.  

L++=
2

2

1

1

44 r

q

r

q
V

oo πεπε
      (Equation 7.3) 

7.3.2. Sphere of Constant Charge Density 

The simplest case calculation assumes that the ions are distributed uniformly in a 

sphere of a given radius.  In a general sense, the voltage induced by a volume charge is given 

in Equation 7.4, 

τ
ρ
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d

r
V ∫=

04

1
        (Equation 7.4)  
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where ρ is charge density, r is distance to a particular point, and dτ is the volume element24.  

The integral can be numerically approximated as shown in Equation 7.5, where N is number 

of ions, rs is the radius of the sphere and ri is the radius of each particular volume element. 
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     (Equation 7.5) 

7.3.3. Gaussian Distribution 

A more realistically shaped ion cloud can be described using a Gaussian distribution. 

25, 26  In this case, higher dc voltages would be expected in the center of a Gaussian 

distribution of charges than in the center of a sphere of constant charge density of similar 

size, because in the former case most of the ions are located at the center of the distribution.  

With a distribution of a given size and a certain number of ions, the magnitude of induced 

voltage at the center can be estimated using Equation 7.6, where p is the width of each slice 

of the distribution, and σ is the standard deviation of the distribution.  
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7.4. Results and Discussion 

7.4.1. Comparison of AP-MALDI vs. nano-ESI  

Figure 7.2 shows results of experiments done using the Bruker Esquire.  Plots of 

fragmentation efficiency versus CID excitation voltage show that for the peptides studied, the 

onset of dissociation and 50% fragmentation efficiency point for AP-MALDI comes at an 

equal or greater energy than for nano-ESI.  One conclusion based on these data is that the 

AP-MALDI ions have either slightly lower internal energies or slightly higher critical 

energies of dissociation.  A previous study of the dissociation onset energies of liquid 
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secondary ion mass spectrometry (LSIMS) ions versus nano-ESI ions found that the nano-

ESI ions dissociated with lower excitation energies than the LSIMS ions, suggesting that the 

LSIMS ions had either lower internal energies, or higher critical energies of dissociation.27  

However, in the LSIMS case, as well as the present AP-MALDI case, the hypothesis that 

nano-ESI ions have different internal energies is doubtful, based on studies of internal energy 

cooling in a QITMS (vide supra).  The cited works show with theory and experiment that the 

time-frame for excited ions to relax to equilibrium internal energy via collisional cooling at 

1.33x10-3 mbar is on the order of 10 ms.  Ongoing research in our laboratory on cooling rates 
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Figure 7.2.  Fragmentation efficiency versus CID excitation voltage.  Squares denote 
nano-ESI, circles are AP-MALDI using DHB matrix, and triangles are AP-MALDI using 
CHCA matrix.  a) desArg9bradykinin b) angiotensin III antipeptide c) Sar-angiotensin II 

d) desArg1bradykinin  
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of excited peptide ions indicates that at 9.3x10-4 mbar equilibrium internal energy is reached 

in about 20 milliseconds.  Therefore, if the ion internal energies imparted by AP-MALDI and 

nano-ESI are the same, then any difference in dissociation behavior must be due to different 

critical energies of dissociation, which may be attributable to different ion conformations.   

The plots in Figure 7.3 show fragmentation efficiency versus cool time before CID, 

demonstrating little or no change in dissociation as a function of time. This result suggests 

that any excess or difference in internal energy between ionization methods has already been 

dissipated through collisions with the bath gas.  Figure 7.3c shows fragmentation efficiency 

versus cool time with shorter gate times, no parent ion isolation, and 10 ms CID, to minimize 

the amount of collisional cooling possible before dissociation.  In this case, a slight decrease 

in dissociation is observed in the first 10 ms, after which fragmentation efficiency stabilizes.  

Thus, even at the limit of minimum collisional cooling before dissociation, there are no 

significant changes in fragmentation efficiency over time. 

 The present results also contradict recent conclusions made by Konn et al. on the 

effects of ionization mechanism on internal energy and cool time prior to CID.16  Differences 

in “50% fragmentation efficiency” points between nano-ESI and AP-MALDI ions were 

explained based on differences in gas-phase basicities between the analyte and the MALDI 

matrix, which has shown some correlation to ion internal energy in a study of dissociation 

rate of a dinucleotide with several different matricies.28  However, that work was carried out 

in an FT-ICR spectrometer at an approximate pressure of 1.3x10-8 mbar, which did not 

permit ions to thermalize before CID.  Therefore, any differences in internal energy 

deposition resulting from ionization could be preserved.  The conditions of AP-MALDI and 

~1.3x10-3 mbar storage in a QITMS are markedly different than conventional MALDI under 
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high vacuum conditions in an FT-ICR spectrometer.  The study of Konn and coworkers 

reported dramatic changes in fragmentation efficiency versus cool time over several hundred 

milliseconds.  An initial increase in dissociation was observed in the first 100 ms, followed 

by a gradual decrease in dissociation extending out to 250 and even 1000 ms in one example.  

In the next series of experiments, we will show that ion secular frequency can change 

substantially under high space charge conditions, which is both interesting in itself and also 

may offer an explanation for the results of Konn and coworkers that is consistent with 

measured collisional cooling rates. 
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Figure 7.3.  The effect of cooling time before CID on fragmentation efficiency.  Squares 
denote nano-ESI, circles are AP-MALDI using DHB matrix, and triangles are AP-
MALDI using CHCA matrix. a) desArg9bradykinin b) angiotensin III antipeptide c) 
angiotensin III antipeptide, 1 ms gate nano-ESI, 4 ms gate AP-MALDI, no precursor ion 
isolation d) desArg1bradykinin. 
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7.4.2. Effect of Ion Population on Cooling Curves 

Figure 7.4a shows fragmentation efficiency of desArg1bradykinin versus cooling time 

for gate times of 20 and 200 ms.  The trace for 200 ms gate time shows a dramatic decrease 

in the first few milliseconds after ion isolation and then levels off.  In Figure 7.4b, the same 

initial drop in fragmentation efficiency is observed for the angiotensin III antipeptide.  The 

second data point indicates a higher efficiency than the first, followed by a rapid decrease to 

a base level by ~2 ms.  The shape of the plot in Figure 7.4b resembles the results reported by 

Konn et. al. except that the time scales differ by 2 orders of magnitude.  Their interpretation 

was that an initial increase in dissociation after isolation could be caused by the kinetic 

dampening of the ion cloud after parent ion isolation at higher qz value.  While that 

explanation could be part of the answer, the disparity between the results for large and small 

ion populations in Figure 7.4a raises the possibility that space charge effects could be playing 

Figure 7.4.  Effect of cooling time before CID on fragmentation efficiency. a) 
desArg1bradykinin, squares and circles correspond to 20 ms, 590 mVpp excitation and 200 
ms, 400 mVpp ion accumulation time, respectively. b) angiotensin III antipeptide, short 
time scale experiment.  Solid red curve is exponential decay fit to data with decay 
constant of 1197 s-1. 
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a significant role.  Space charge has been used as a tool for effecting dissociation, via a 

technique called multipole storage assisted dissociation (MSAD).29  MSAD is a method of 

doing CID primarily in hexapole or octopole ion storage devices, wherein space charge 

causes the ion cloud to expand, resulting in acceleration of the ions at larger radii where the 

electric field is larger.  Subsequent higher energy collisions with background neutral gas then 

cause fragmentation.30  Hexapole and octopole ion traps, due to the inherent non-linear 

relationship between radial position and electric field, might be expected to exhibit MSAD 

more effectively than a quadrupole, where the relationship is linear between electric field and 

radial position.  Nevertheless, MSAD has been observed in a linear quadrupole.31  For this 

reason, experiments were performed with both the Bruker Esquire and ITMS to try to form 

ions by MSAD.  The results showed no dissociation when large ion populations were trapped 

and allowed time to fragment without any supplementary excitation waveform.  

Consequently, our attention shifted from MSAD to the prospect that ion secular frequencies 

could be changing over time as the ion cloud expands and condenses, resulting in varying 

overlap between ion secular frequency and excitation frequency. 

7.4.3. Experimentally Measured Shifts in Secular Frequency 

The effect of varying the frequency of the CID excitation voltage is exemplified in 

Figures 7.5a and 7.5b and summarized in Table 7.1.  Both plots display two curves, one 

representing no cooling time (squares), and a second showing 100 ms between isolation and 

CID (circles).   Figure 7.5a uses a 50 ms gate time, while Figure 7.5b uses 200 ms gate time.  

In Figure 7.5a, a shift in the center of the peak to -100 Hz is apparent at the longer CID delay 

time.  In Figure 7.5b a more pronounced shift of -400 Hz at the higher gate time is observed.  

The trend is an increasingly larger shift to lower frequencies as ion population increases.  
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These data could be explained if one considered that during the parent ion isolation event, the 

parent ions would be axially excited, due to off-resonant power absorption of the 

supplementary voltage used to eject the unwanted ions from the trap.  This axial expansion 

would separate the parent ions in space, minimizing their interactions.  When the 

supplementary voltage is removed and the rf voltage is lowered (see Figure 7.1), the ion 

cloud would eventually condense down to a smaller volume, where the interactions between 

the ions are maximized.  As the ion cloud goes from a large volume to small volume, an 

increase in dc trapping potential and decrease in secular frequency would be expected. 

Table 7.1: Ion Secular Frequency in kHz at Times After Parent Ion Isolation 

Gate Time (ms)

Cool Time (ms) 50 100 150 200

0 100.80 100.80 100.78 100.73

100 100.70 100.59 100.44 100.33

∆Hz -100 -210 -340 -400  

7.4.4. Ion Trajectory Simulations 

A portion of the scan function from Figure 7.1 was simulated in SIMION 7.0, using 

the parameters described in the Methods section.  An ion with m/z 905 (to simulate 
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desArg1bradykinin or 

desArg9bradykinin) was 

trapped for 3 ms at qz = 

0.598 while a 

supplementary ac voltage 

corresponding to qz = 0.605 

(256,989 Hz) and 6.0 Vpp 

was applied in a dipolar 

fashion to the endcap 

electrodes.  After 3 ms, the 

supplementary voltage was 

turned off and the rf voltage 

was dropped to a qz = 0.253 

for 37 ms.  The results for 

the simulation of a single 

ion are displayed in Figure 

7.6.  Figure 7.6a shows the 

evolution of ion kinetic 

energy, Figure 7.6b shows 

axial position, and Figure 

7.6c shows radial position.  

The ion kinetic energy is 

highest during the first 3 

Figure 7.6.  Simulation of precursor isolation.  Ion 
parameters given with respect to time.  a) kinetic energy 
b) axial position c) radial position d) histogram of ion 
axial positions during isolation (black curve), immediately 
after isolation (red curve), and at equilibrium (green 
curve). 
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ms, when off-resonance excitation from the supplementary ac voltage is absorbed and causes 

acceleration of the ion in a beat-like pattern.  When the supplementary voltage is turned off 

and the rf voltage dropped to qz = .253, the ion kinetic energy begins to subside, while the ion 

axial excursions very quickly jump up to higher values before decreasing.  The ion radial 

position is not substantially altered over the course of the entire experiment, which is not 

surprising given that the excitation from the supplementary voltage was in the axial direction, 

and ion motion in the axial and radial dimensions is uncoupled in a pure quadrupolar field.  

The initial expansion of ion motion in the axial direction after dropping the rf voltage is due 

to the accompanying drop in the depth of the pseudopotential trapping well, given in 

Equation 1.8.  Figure 7.6d is a histogram of ion axial positions during various parts of the 

parent ion isolation experiment.  The black line distribution is during isolation, the red 

distribution is immediately after isolation, and the green distribution is after equilibrium has 

been reached.  Although not apparent in Figure 7.6, when many ions with varied initial 

positions and velocities are simulated at the same time, the dished shape of each excitation 

and equilibrium distribution blends together into a more Gaussian-shaped curve, and the 

distribution immediately after isolation extends out to 7 mm.  Many ions were not simulated 

at once because of computational expense. Regardless of how many ions are simulated, the 

salient point from these simulations is that the changing trapping environment used to isolate 

a parent ion for CID has a noticeable effect on the size of the ion cloud.  Immediately after 

isolation, the high kinetic energy retained from off-resonance excitation coupled with the 

drop in pseudopotential well depth results in an axially diffuse distribution of ions.  

Subsequently through collisions with bath gas helium neutrals, the ions collapse down to the 

center of the trap, becoming much more concentrated. 
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7.4.5. Theoretical Shift in Secular Frequency 

The effect of space charge on ion motion was investigated with ion trajectory 

simulations by using the coloumbic repulsion model described in the Chapter 2.4.3.  Ten 

ions were simulated at once in a QITMS for 2 ms at qz = 0.253.  The amount of interaction 

charge on each ion was varied from 1.6x10-19 C to 1.6x10-15 C.  Therefore the simulation 

assumes that the total number of ions in the QITMS was varied from 10 to 100,000 ions.  

Fourier analysis was performed on the time trace of each ion’s axial position, and the average 

of each frequency domain spectrum was plotted, as shown in Figure 7.7a.  The solid trace is 

10 ions, dashes are 10,000 ions, dots are 25,000 ions, dash-dot is 50,000 ions, and dash-dot-

dot is 100,000 ions.  A broadening of the peak and shift towards lower frequencies is 

observed as the “number” of ions in the trap is increased.  The average frequency values for 

each condition are plotted in Figure 7.7b (95% confidence intervals). There is no significant 

change in frequency until 10,000 ions, after which the average frequency drops linearly as 

ion number is increased.  The greatest experimentally observed shift in ion secular frequency 

was 400 Hz, as seen in Table 7.1.  Because the exact number of ions in the experiment is not 

known, one must conclude that either the SIMION simulation is overestimating the effect of 

space charge, or under space charge conditions the QITMS only holds on the order of 5000-

10,000 ions.  Estimations of the expected frequency shift versus number of ions are shown in 

Figure 7.7c and 7.7d, using Equations 7.5 and 7.6, respectively.  Figure 7.7c assumes a 

spherical distribution of constant charge density, and Figure 7.7d uses a Gaussian-shaped 

axial distribution of a given width (3σ).  The largest frequency shift in Figure 7.7c is 120 Hz 

for 100,000 ions in a sphere of radius 0.40 mm.  The voltage induced by larger spheres 

decreases to the point where almost no frequency shift is calculated for a 6mm sphere with 
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100,000 ions.  The frequency shifts in Figure 7.7d are much more pronounced than in Figure 

7.7c, because the ions are concentrated at the center of the Gaussian distributions.  A 

realistically sized distribution25 with outer radius of 1 mm gives a shift of 400 Hz at 100,000 

ions.  An experiment to estimate the actual number of ions contained in the QITMS under 
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Figure 7.7.  a) Fourier transform of simulated ion axial positions over a 2 ms time period.  
The solid trace is 10 ions, dashes are 10,000 ions, dots are 25,000 ions, dash-dot is 50,000 
ions, and dash-dot-dot is 100,000 ions.  b) Average frequency for 10 simulated ion 
trajectories versus number of ions in trap.  c) Calculation of secular frequency versus 
number of ions for sphere of constant charge density.  Solid trace is 0.4 mm radius, dash is 
0.6 mm, dot is 1.0 mm, dash-dash-dot is 2.0 mm, dash-dot-dot is 3.0 mm, and small dash is 
6.0 mm.  d) Calculation of secular frequency versus number of ions for Gaussian 
distribution of ions.  Solid trace is 1.0 mm outer radius, large dash is 2.0 mm, dot is 3.0 
mm, dash-dot is 4.0 mm, dash-dot-dot is 5.0 mm, and small dash is 6.0 mm. 
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various conditions would be helpful in judging the relative merits of the various theoretical 

methods employed.  However, all the methods concur on the point that a decrease in secular 

frequency is to be expected as the density of ions increases. 

7.5. Conclusions 

Many factors contribute to the internal energy of ions in a QITMS.  Chief among 

these factors is the energy transfer process between the ion and the neutral helium bath gas 

molecules.  Evidence has been presented that upon introduction of ions into the QITMS, 

equilibrium ion internal energy is reached fairly rapidly, on the order of ~10 ms.  Peptide 

ions produced by nano-ESI and AP-MALDI dissociate with nearly the same CID onset 

voltage and 50% fragmentation efficiency point, although in some cases the AP-MALDI ions 

require more excitation voltage to dissociate.  If collisional cooling of internally excited ions 

occurs in a few milliseconds, as experimental and theoretical studies suggest, then the 

differences in dissociation of ions produced by nano-ESI and AP-MALDI must be due to 

different ion conformations. 

Typical QITMS operations such as parent ion isolation for CID may increase the 

kinetic energy of the ions, possibly increasing the ion internal energy as well.  However, 

because the rate of internal energy dissipation appears to be fast, only slight variations in 

dissociation efficiency are observed when a cool time is inserted between isolation and CID.  

Injecting large numbers of ions into a QITMS increases the space charge in the trap, which 

can add an effective dc offset to the trapping voltage, altering the secular frequencies of ion 

oscillation.  Because a voltage induced by a cloud of ions depends on the ion density, 

parameters which affect the size of the ion cloud will change the induced dc offset.  When 

ion populations were very large, decreases in secular frequency of several hundred Hertz 
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were observed, measuring from immediately after ion isolation relative to 100 ms after ion 

isolation.  This change in secular frequency could make estimations of relative ion internal 

energy problematic, particularly if the method used depends on a resonance condition being 

achieved between the frequency of excitation voltage and ion secular frequency.  If a cool 

time of approximately 20 ms is inserted between parent isolation and CID, then equilibrium 

kinetic energy and ion positions can be assured, and any shift in secular frequency induced 

by space charge will be of lesser consequence. 
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Chapter 8 

8. Design and Construction of a FAIMS-QEB for Higher Order Structure 

Determinations 

 

8.1. Introduction 

MS is used routinely to identify proteins that are digested into peptides and then 

fragmented by tandem MS, the so-called “bottom-up” proteomics methodology.1, 2  A number 

of automated sequencing programs have been developed to analyze the experimental MS/MS 

spectra produced in this way.3  Most of these programs incorporate some chemical 

information about the fragmentation process, the most common “rule” being that peptides 

typically fragment into bn and yn type ions.4  Type bn and y ions are the most commonly 

observed collision induced fragments, but other unimolecular reactions yielding high relative 

abundance product ions are possible.  These unexpected fragment ions can occur via 

rearrangement reactions, significantly complicating spectral interpretation.3, 5, 6   Although 

even b and y ions are thought to form through rearrangements7, 8, the more complex, 

unexpected rearrangements are mediated by intramolecular interactions that are more 

difficult to predict.  Improvements to automated peptide sequencing programs could be made 

by increasing the understanding of peptide fragmentation mechanisms.        

The MS/MS methods mentioned above are also applicable to the characterization of 

protein ions, not just peptide ions.  Protein identification by the “top-down” approach, where 

proteins are analyzed and dissociated intact instead of initial enzymatic digestion, has several 

advantages over the bottom up method, including less sample preparation and the ability to 
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better characterize post-translational modifications.9, 10   The larger number of atoms in 

proteins increases the complexity and number of intramolecular interactions, and thus 

increases the likelihood of complicated rearrangement reactions.  Protein ions of different 

conformation might be expected to have dissociation spectra that are more different than for 

peptides of different conformation.   

The unexpected fragmentation peaks are indicators of the ability of MS/MS to probe 

higher order structure.  The problem is that the MS/MS information is not very readily 

interpretable.  A new instrument has been proposed by the Glish lab for deciphering the 

relationship between MS/MS data and higher order structure information.  This instrument 

has a high field asymmetric waveform ion mobility spectrometer (FAIMS) coupled to a 

quadrupole mass filter (Q), multipole rf-only ion guide (q), an electric sector (E) and 

magnetic sector (B).   The intention of the instrument is to select ions by conformation and 

characterize their fragmentation products and pathways by a host of MS/MS techniques, 

including low and high energy CID, IR and/or UV photodissociation, electron capture 

dissociation (ECD)11, electron transfer dissocitation (ETD)12, and ion/molecule reactions.  By 

first selecting an ion by conformation and then dissociating it, a systematic study of higher 

order structural influences on MS/MS data can be undertaken. 

Details of some of the experiments possible with an EB instrument are explained 

elsewhere13, 14, but briefly, an EB is capable of high energy CID and kinetic energy loss 

measurements that are useful for studying ion intramolecular interactions.  These methods 

were applied to peptide ions without prior conformational selection in the past; the FAIMS-

Qq-EB will be able to apply kinetic energy loss methods to the study of shape selected 
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peptide and protein ions.  The remainder of this chapter will describe the design and initial 

results of the FAIMS-Qq portion of the instrument.   

8.2. Instrumental Layout and Rationale 

Figure 8.1 is a drawing of the entire FAIMS-Qq-EB instrument.  Ions are generated 

by nano-ESI and passed into the FAIMS device.  Conformational selection of ions based on 

differential mobilities as described in Chapter 1.4.2 is carried out.  The ions enter a high 

pressure region (1 Torr) pumped by a Leybold D 65 B rough pump with a pumping speed of 

25 L/s.  A prototype Bruker ion funnel focuses ions into the next pressure region with rings 

that start at 25.4 mm diameter and go down to an aperture size of 2.0 mm.  The middle 

pressure region is operated at about 1-4 mTorr, adjustable with a leak valve open to 

atmosphere.  An octapole ion guide transfers ions through a 2.5 mm aperture into the low 

Figure 8.1.  Diagram of FAIMS-Qq-EB instrument.  The interface between the 
Qq and EB does not exist yet, but as depicted, a quadrupole bender and linear ion 

trap capable of ECD have been planned for. 
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pressure region.  Both the middle and low pressure regions have their own 330 L/s Pfeiffer 

TPH 330 turbomolecular pumps.  The low pressure region has a pressure of about 2x10-6 

Torr.  Ions are filtered according to mass-to-charge ratio with an Extrel 8.5mm quadrupole 

with pre- and post-filters.  Following the mass analyzing quadrupole is a Finnigan TSQ 700 

quadrupole in a gas-tight housing.  The ability to introduce gases here makes a number of 

experiments possible.  Low energy CID, IRMPD, ion/molecule reactions, or collision cross 

section measurements could take place in the rf-only quadrupole.  This is as much of the 

instrument as will be discussed in this chapter, although there are plans for many other 

components in the interface between Qq and EB, including a linear ion trap (LIT) from 

Hitachi capable of ECD, shown in Figure 8.1.    

8.3. Pumping Calculations 

Equations 3.3 and 3.4 were used to determine the optimum aperture sizes and vacuum 

pumping speeds to reach the desired working pressures in each region of the instrument.  The 

results of these calculations concluded that a base pressure of 5.0x10-6 Torr could be obtained 

in the analyzer region with pumps in our laboratory, using a 2.5 mm diameter aperture 

between octapole and analyzer regions, and a 2.0 mm diameter aperture between source and 

octapole regions.  These calculations were done assuming a lower capacity rough pump for 

the source, around 12 L/s, but a 25 L/s pump was acquired, helping the situation immensely.  

The source pressure is now 0.6 Torr , the octapole region pressure is 1.3x10-3 Torr, and the 

main chamber pressure is 2.0x10-6 Torr.   

The pressure in the source is adjustable from 0.6 Torr to 1.3 Torr by choking off the 

roughing pump with a variable conductance valve.  Optimum ion transmittance was found to 

take place from 0.6 to 1.0 Torr, with a clear decrease in signal at higher pressures.  The 
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pressure in the octapole region is adjustable using a leak valve open to atmosphere that 

terminates in this region.  A pressure of about 4x10-3 optimizes transmittance of peptides, 

presumably via collisional cooling down to the center axis of the octapole.15  Within the 

operable pressure range, the optimum pressure for transmitting proteins appears to be at the 

lowest pressure of 1.3x10-3 Torr.  Proteins have larger collision cross sections than peptides 

and therefore undergo more collisions.  Perhaps for this reason a lower pressure in the 

octapole optimizes protein transmittance.           

8.4. FAIMS Considerations 

As described in Chapter 1.4.2, conventional IMS has a well-developed theory 

relating experimental signal to collision cross section, but it is a pulsed technique.  Ions must 

be accumulated in a region before a drift tube and periodically pulsed to the detector.  Unless 

multiplexing is used, the utilization of a constant ESI beam is about 1%, due to the low duty 

cycle and high ion losses at the IMS-MS interface.16  FAIMS is attractive for coupling ESI to 

a constant ion beam device like the EB because 100% of the transmitted ion beam can be 

utilized, reducing signal averaging requirements.  Although collision cross section data 

cannot be directly inferred from FAIMS spectra, supplementary energy loss experiments in 

the quadrupole collision cell can characterize collision cross sections using Equation 1.26.  

The energy loss method gives the average collision cross section of all ion species passed 

through the collision cell to the detector, therefore for best accuracy, only one conformation 

should be analyzed at a time.  This requirement ultimately dictated the type of FAIMS that 

could be used, as described in the next section.        
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8.4.1. Planar versus Cylindrical Geometry 

The choice of FAIMS analyzer geometry depends strongly on the intended purpose.  

The original FAIMS device consisted of two parallel plates.17  As will be shown, this type of 

geometry has high resolving power (Equation 1.25) but poor ion transmission.  Ion diffusion 

is not constrained in the direction orthogonal to the electric field, resulting in a ribbon-type 

ion beam and inefficient coupling to a circular aperture.  A cylindrical geometry18 allowed for 

much higher ion transmittance, with an associated decrease in resolving power.  The 

cylindrical geometry has been useful for improving signal-to-noise of high background 

samples and for decreasing liquid chromatography method development times by adding a 

second dimension of separation.  The latter application includes increasing selectivity 

between two ions of very similar mass-to-charge in MS-based quantitation studies.  In 

quantitation experiments often FAIMS resolution is not of critical importance, because 

transmittance of an internal standard at the same instrumental parameters is desirable.  These 

applications are not as feasible with the planar geometry on a commercial instrument because 

of the marked decrease in ion transmittance inherent to the planar design.     

Recently, however, a planar FAIMS device was constructed with a novel interface 

that improved ion transmission to the mass spectrometer somewhat.19  A horizontal “slit” 

consisting of eleven 0.13 mm holes spaced on a 4mm line was found to increase ion signal by 

250% over a single equal conductance circular aperture.19  The resolving power with the 

planar device was 2 to 4 times the resolving power of the cylindrical device.  The limitations 

of measuring cross section by the energy loss experiment (described in the first paragraph of 

section 8.4 of this chapter) dictate that the FAIMS separation have the highest resolving 

power possible, therefore the planar FAIMS geometry was the logical choice.  The loss in 
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sensitivity can hopefully be partially compensated by using higher analyte concentrations, 

signal averaging, and temperature gradients, the last of which will be described in the next 

section.  

8.4.1.1.Field Shape 

The differences between planar and cylindrical FAIMS arise because of the shape of 

the electric field between the electrodes.  The electric field between two cylinders is 

described by Equation 8.1. 

        (Equation 8.1) 

V is the voltage on the inner cylinder, Rout and Rin are the radii of the outer and inner 

cylinders, respectively, and r is the radial position between the two cylinders, where Rin ≤ r ≤  

Rout.  The black line in Figure 8.2 graphs the electric field between two cylinders using 

Equation 8.1 for Rin = 0.7 cm and Rout = 0.9 cm for a voltage gradient of 3300 V.  The 

electric field varies from almost 19 kV/cm near the inner electrode to 14.5 kV/cm near the 

outer electrode.  The effect of the inhomogeneous electric field is to focus ions to a particular 

radius, Req, when a suitable compensation voltage (CV) is set.20  If the ion is at r  < Req, then 

the compensation field is not great enough to keep the ion from drifting away from the inner 

electrode.  If r  > Req, then the force from the CV field overcomes the dispersion voltage 

(DV) field, and the ion moves toward the inner electrode.  Thus, the ion is focused at Req, 

where the drift from the CV is balanced by the drift from the DV.   
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The electric field between two planar electrodes is graphed in red in Figure 8.2.  

Equation 8.1 is used and Rin = 10000.7 cm and Rout = 10000.9 cm.  The electric field for a 

planar device is constant at all positions between the electrodes, such that there is no focusing 

effect with this geometry.  The planar FAIMS ions are not all focused to a Req, rather, a stable 

ion will leave the device at basically the same radius it entered.     

8.4.1.2.Simulations 

Simulations of ion motion help to better understand the FAIMS separations.  The 

basic requirement for a stable ion trajectory is that the net ion position over one waveform 

cycle does not change, or Equation 8.221. 

        (Equation 8.2) 
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Figure 8.2.  Electric field gradient at 3300 V in a 2 mm space with cylindrical 
electrodes (black) having Rin=0.7 cm and Rout=0.9 cm and planar electrodes 
(red).  The dispersion voltage (DV) electrode is at 0.00 cm. 
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Rearranging Equation 1.19 gives the integrand of Equation 8.2, i.e. the distance an ion travels 

over a given time interval.  K(t) is given in Equation 1.22, E(t) in Equations 1.24 and 8.1, and 

f  is the waveform frequency in Hz.  Ion position for [Cl]-, calculated at 1 ns intervals, is 

plotted in Figure 8.3 for a 300 kHz waveform to illustrate how ions are separated in FAIMS.  

The y axis is ion position r, relative to electrodes at 0.7 and 0.9 cm.  The black line is an ion 

with an incorrect CV applied; after one waveform cycle this ion has already drifted a net 

+0.005 cm.  To reach the outer electrode at 0.9 cm will take 180 more waveform cycles, or 

600 µs.  Conversely the red trace is for an ion with the correct CV applied; after 180 

waveform cycles, this ion will still be found in the center of the analytical gap at 0.80 cm.  

 Extending the ion simulation for longer time periods (typical residence time is 100-

200 ms) illustrates the focusing effect described in the previous section.  Figure 8.4a shows 
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Figure 8.3.  Simulation of [Cl]- for DV=-3300 V, f = 300 kV over one waveform 
cycle in FAIMS.  The black line is with an incorrect CV applied, the red line is for 

the optimum CV applied.  The green line marks the starting position.  
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simulations of [Cl]- for cylindrical FAIMS.  Each line color represents an ion started at a 

different radius.  Regardless of initial position, the ions quickly reach the same equilibrium 

radius.  The annotated numbers represent the CV used for that simulation.  For cylindrical 

FAIMS, a large range of CV can be used to pass the ion through the device at a range of 

different Req.  In Figure 8.4b are plotted [Cl]- trajectories in a planar FAIMS.  A much 

Figure 8.4.  Simulations of [Cl]- in cylindrical FAIMS a) and planarl FAIMS 
for f = 300 kHz, DV = -3300 V.  b).  Ion colors correspond to different initial 

positions, and annotated numbers correspond to the CV of the waveform. 
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smaller range of CV will pass the ion through the device in this case.  At any CV other than 

the optimum, a constant drift towards one of the electrodes is apparent.  An ion can still pass 

through the planar FAIMS at CV other than the optimum if the ion reaches the exit before 

hitting an electrode.  Therefore, the ion residence time in the planar FAIMS is one parameter 

that can be used to control the resolution of separation19.        

These simulations can be done in the manner described previously20 to calculate 

spectral peak shapes for different device geometries and conditions.  Figure 8.5 shows 

calculated peak shapes for [Leucine-H]- in a planar FAIMS for various gas flow rates.  The 

gas flow can be used to change the ion residence time and introduce a measure of control into 

the sensitivity and resolution of analysis.  Appendix A shows the FAIMS simulation 

Figure 8.5.  Calculated spectra for [Leucine-H]- in a planar FAIMS for f = 300 
kHz, DV= -3300 V and various ion residence times.  Diffusion and space charge 
were not taken into account.   
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program.  As of now, the program has the ability to calculate the effects of diffusion and 

space charge, but the manner in which these effects are implemented in LabVIEW is rather 

slow, so Figure 8.5 doesn’t include them.  A better way would be to write the program in 

C++ and run simulations using the UNC Scientific Computing resources.  Efforts to learn 

C++ are underway, and the author plans to write this program, even if it is not done before 

leaving UNC. 

8.4.2. Buffer Gas 

Some effort has gone into understanding the effect of buffer gas composition on 

FAIMS separations.22, 23  The separation of ions in homomolecular gases (as opposed to 

mixtures like N2/He) such as N2, O2, CO2, N2O, and SF6  by FAIMS can be described fairly 

accurately by Equation 1.22 when the constants a and b have been determined.23  Although 

N2 is the most commonly used gas, use of O2 sometimes requires larger magnitude CVs, 

which improves sensitivity in cylindrical FAIMS devices due to increased focusing and also 

expands the separation space.22  Mixtures of gases are also common.  The mobility of an ion 

in a mixture of gases can be described by Blanc’s law in Equation 8.3, which defines 

mobility in a mixture as the weighted sum of mobilities in individual gases.  In Equation 8.3, 

xi is the abundance of gas i, and Ki is its mobility.   

                  (Equation 8.3) 

Equation 8.3 holds when the mixed gases are of similar sizes, e.g. N2/O2, but at high fields, 

mixtures of gases with significant size differences exhibit behavior that deviates significantly 

from this theory.23  For example, He/N2 at 50/50 v/v has been used for the analysis of tryptic 

peptides in a FAIMS-MS system, resulting in an increase in peptide sequence coverage and 4 

fold increase in sensitivity over N2.
24  The effect of He is thought to be due to a decrease in 
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the long range attractive forces which initiate clustering of buffer gas on ions at lower fields.  

Evaporating of the buffer gas clusters at high fields causes an increase in mobility, and A 

type ion behavior (see Chapter 1.4.2).23  In He, however, most ions are of the C type, where 

mobility decreases at higher fields.  Impressive performance has been demonstrated by the 

gas mixture He/SF6 50/50 v/v, where a resolving power of 100 was reported for the Cs+ ion.23  

Apparently this behavior does not hold for all analyte ions, and He/SF6 is not a widely used 

FAIMS gas medium.  Mixtures of He/N2 give the best results over a wide range of analytes, 

and this mixture at up to 50/50 v/v is the current buffer gas offered on commercial FAIMS 

systems.  Although sensitivity increases as He content is raised, higher He content is not 

feasible due to lower voltage breakdown thresholds and decreased vacuum pumping 

performance.23 Gas flow regulation and mixing is done on our system with two MKS 1179A 

mass flow devices (Wilmington, MA).  

8.4.3. Temperature 

Temperature control of the FAIMS electrodes is possible on the commercial FAIMS 

system from ThermoFisher, and was recently reported.25  The temperature of a FAIMS 

system is expected to influence separation because gas number density N is a function of 

temperature, and ion mobility depends on E/N, as in Equation 1.22.  This observation yields 

two main reasons for temperature control.  The first reason is that if the electrodes are 

actively maintained at a set temperature, external influences such as heated ion sources and 

building air temperature will not influence results.25  A more complicated second reason for 

regulating electrode temperature is to tune resolving power through the use of temperature 

gradients.  Changing the temperature of one electrode changes gas number density and field 

(E/N) near the electrode surface.  For example, in Figure 8.2 the field in a cylindrical FAIMS 
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is plotted for both electrodes having the same temperature.  If the inner electrode (0.0 cm) 

was heated relative to the outer electrode (0.2 cm), the E/N near 0.0 cm would be increased.  

The ion focusing effect would likewise be accentuated, and a broader, higher intensity peak 

would result.  Lowering the temperature of the inner electrode relative to the outer electrode 

would decrease E/N near 0.0 cm, attenuating the focusing effect.  A higher resolution, lower 

intensity peak would be produced.  Interestingly, for planar FAIMS, differential heating of 

the electrodes should produce an E/N gradient where none existed before, introducing a 

focusing effect in this device.  Temperature control could provide a means for a middle 

ground between planar FAIMS resolution and cylindrical FAIMS sensitivity.  Simple 

calculation of field (V/cm) using Equation 2.1 divided by number density show that the E/N 

differential in cylindrical FAIMS in Figure 8.2 is 75.9 Td – 59.3 Td = 16.6 Td.  By heating 

one electrode of the planar FAIMS in Figure 8.2 to 396 K while actively maintaining the 

other electrode at 296 K, the E/N differential would be 89.0 Td – 66.6 Td = 22.4 Td.  This 

gradient should be able to provide a focusing effect with planar FAIMS comparable to that in 

ambient temperature cylindrical FAIMS.  Our planar FAIMS has been fitted with Peltier 

devices manufactured by Melcor (Trenton, NJ) to achieve electrode heating or cooling. 

A low temperature FAIMS has also been proposed for a purpose other than resolution 

control.  A protein study with a FAIMS-IMS-MS instrument reported some unfolding caused 

by the FAIMS device.26  Protein cross sections were measured by IMS with and without prior 

FAIMS separation.  When ions were passed through the FAIMS there was a general 

broadening of IMS peaks towards larger cross sections.  The unfolding was rationalized as 

most likely happening via collisional heating upon initial injection of ESI ions into the 

FAIMS, because protein unfolding during the actual FAIMS separation would likely result in 
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the loss of these ions against one of the electrodes.  With lower temperature electrodes (low 

temperature buffer gas), ions would need to gain more energy before they were able to 

unfold.  Analysis of IMS data of protein ions heated to different temperatures led to the 

conclusion that cooling the FAIMS electrodes to ~250 K should mitigate any unfolding 

process initiated as the ion enters the FAIMS.  

8.5. FAIMS-Qq Design 

8.5.1. Use of TSQ 700 

A Finnigan TSQ 700 triple quadrupole mass spectrometer was chosen as the 

foundation for the FAIMS-Qq part of the new instrument.  The availability of a surplus TSQ 

700 in the Glish lab was fortuitous for several reasons.  The height of the TSQ vacuum 

chamber was the exact same as the height of the ion source of the Finnigan MAT 900 EB 

mass spectrometer, so coupling the two vacuum chambers should be simplified.  Although 

the TSQ 700 had never produced any results in our lab because of computer problems, a 

number of power supplies and instrument hardware pieces were in good condition.  A set of 

National Instruments PCI cards were used to tap into the TSQ 700 boards and control various 

power supplies from a program written in LabVIEW 7.1 that will be described later.  The 

boards controlled in the LabVIEW program include a high voltage rf generator, 16 different 

±200 V DC power supplies, 4 different gas solenoids, a ±20 kV dynode, a -3.5 kV supply for 

an electron multiplier, and 3 different thermocouple pressure gauges.  The hardware items 

acquired from the original TSQ 700 consisted of the vacuum chamber itself and turbo pumps, 

an optical rail for alignment of the ion focusing elements, the two quadrupole mass filters, 

dynode and electron multiplier assembly, and various ion lenses.  A schematic of the entire 

instrument is shown in Figure 8.6 
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8.5.2. FAIMS  

The planar FAIMS constructed for our experiments is shown in Figure 8.7.  This is 

almost an exact replica of the planar FAIMS used by Richard Smith’s group at Pacific 

Northwest National Laboratories (PNNL).19  The ions traverse a length of 5 mm along the 

electrodes, which are spaced by 2.0 mm.  The surfaces of the electrodes were hand-polished 

to high smoothness to minimize the risk of arcing.  Key features given by Keqi Tang of 

PNNL should be repeated.  (1)  The CV should be applied to the electrode that the ions pass 

through during injection, so they don’t have to overcome the full strength of the DV to enter 

the analyzer.  (2)  The CV and DV voltages need to be floated at 10-30 volts above the 

potential of the vacuum chamber interface, shown in black in Figure 8.7.  In our case, the 

interface is held at about 300 V, so a small isolation transformer was acquired to isolate the 

power supplies for the CV and DV and float them at 330 V.  This raises issues with 

communicating to the CV supplies with a computer referenced to 0V versus the CV supply.  

Figure 8.6.  Schematic of FAIMS-Qq.  Ions are produced via nano-ESI at 1, and pass 
through the FAIMS into the source (purple).  A deflector bends the ions 90 degrees into 
an ion funnel, while neutrals and large solvent clusters should be unaffected.  An 
octapole (light blue) guides the ions to the Extrel quadrupole mass filter (dark blue) and 
then through a gas collision cell (green) containing a Finnigan TSQ 700 quadrupole 
(pink) operated in rf only mode.  An orthogonal dynode/electron multiplier setup (light 
blue) allows for detection of ions after the collision cell or for passing ions into the next 
part of the instrument, which will be a quadrupole bender and EB sector mass 
spectrometer. 
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One way to solve this problem is to use optically coupled devices.  An optically coupled 

transistor uses a light-emitting diode to control the base current of a transistor.  A ground 

referenced computer can in this way transmit a signal to a device with a different common 

reference.  The optically coupled CV circuit diagram is shown in Appendix C. (3) The 

FAIMS electrodes should be kept as clean as possible.  Initially the electrodes should be 

sonicated and cleaned thoroughly with methanol.  The FAIMS should then be hooked up to 

the carrier gas and a constant flow of N2 should pass over the electrodes to keep particles 

from adsorbing to the surface.  Cleanliness of the electrodes is of critical importance to the 

operation of the instrument. 

The most difficult practical aspect of FAIMS is not the building of the device itself, 

but construction of a rf generator for outputting the required asymmetric waveform (see 

Figure 8.7.  Drawing of FAIMS instrument.  ESI curtain plate is in blue, upper 
electrode (CV voltage) in red, lower electrode (DV) in orange, all surrounded by 
PEEK insulator (light blue and yellow).  PEEK holder in green attaches to vacuum 
interface in black.  A horizontal slit consisting of 11x 0.13 mm holes disposed 
evenly over 4 mm admits gas from atmosphere and ions at a calculated flow rate 
of 1.75 L/s.  
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Figure 1.7).  The UNC electronics shop has been working on a circuit based off the design 

from the company Ionalytics that was acquired by ThermoFisher (Aug, 2005).  A circuit 

diagram is given in Appendix C. 

8.5.3. Source 

A new high pressure ion source was designed for using a Bruker prototype ion funnel, 

depicted in Figure 8.8.  Ion funnels are a relatively new technology for improving the transfer 

of ions at high pressures.27-30  A rf voltage is applied to each of a series of rings such that each 

ring voltage is 180 degrees out of phase with the neighboring rings.  The ring diameter is 

generally about 25.4 mm for some distance before it linearly decreases to the conductance 

limiting aperture diameter, around 2.0 mm.  Each ring is connected to the next ring with 10 

MΩ resistors such that a voltage applied to the first ring creates a linearly decreasing dc 

gradient.  The dc gradient pushes the ions towards the funnel aperture and also towards the 

rings themselves.  The rf field pushes the ions away from the rings, such that a potential well 

is established at the balance position between rf and dc fields.29  Ions of larger mass-to-

charge reside closer to the rings, and ions of smaller mass-to-charge reside further away from 

the rings.  The mass-to-charge range of ions passed by the funnel can be controlled primarily 

by rf voltage frequency and dc voltage gradient.29  Interestingly, the low mass cut-off does 

not depend at all on rf voltage amplitude.  
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The ion prototype ion funnel acquired from Bruker operates by the same principles as 

other ion funnels except each ring is divided into four quadrants.  Instead of making a series 

of solid metal rings, the Bruker rings are made from printed circuit boards, a much more 

economical option.  The rings in this case are 1.6 mm thick and spaced by the same amount.  

There are 23 rings on one side of the conductance limiting plate, and 7 rings on the lower 

pressure side of the instrument.  This dual-funnel arrangement improves ion transfer by 

confining ions as they expand into the lower pressure region. The high pressure region source 

built to house the ion funnel can be seen in Figure 8.8.  Ions are introduced into the source 

orthogonally to the main instrument axis and deflected into the ion funnel.  In this way the 

gas load and neutral species abundance is decreased.  Currently the Bruker ion funnel is 

being driven with an rf voltage of 200-400 Vpp, at 2.1 MHz.  The deflector is set to 350 V, 

the first ring to 160 V, last ring to 0 V.  A list of all the optimum voltages needed to operate 

the whole instrument is in Appendix D.   

Figure 8.8.  Electrospray source with interface (pink) and dual stage ion funnel (green). 
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8.5.4. Octapole 

Ions are guided from the high pressure ion funnel to the low pressure analyzer by an 

octapole ion guide.  The operation of the octapole is the same as in Chapter 3.4.6, only a 

new design was constructed for the FAIMS-Qq.  The reason for the new design was that the 

octapole needed to be 20 cm long instead of 12 cm.  The UNC instrument shop raised the 

concern of warping the rods when they are welded to the metal holder plates of the previous 

design.  The new octapole was built such that the rods are held in place without welding.  

The scheme is shown in Figure 8.9.  This design requires larger diameter rods to 

accommodate the use of screws as fasteners.  The increased rod radius and thus field radius 

implies an increased rf voltage requirement to pass ions.  The octapole of Chapter 3.4.6 had 

a field radius ro = 2.81 mm, while the new octapole has ro = 4.47 mm.  The voltage 

requirement is expected to increase as the 

square of ro,
31 therefore the new octapole 

needs 2.5 times the rf voltage amplitude of 

the old octapole’s 400 Vpp.  The rf 

oscillator described in Chapter 3.4.7 is 

capable of 1200 Vpp, and experiments 

show that optimum transmission is 

achieved at around 1000 Vpp, in agreement 

with theory.  Ions can be trapped in the 

octapole by using the entrance and exit 

lenses to stop ions or pulse them out.  

Trapping in the octapole could be useful 

Figure 8.9.  Octapole ion guide rods 
(blue) are held into position on PEEK 
holder by 00-80 screws.  Rod and field 

radii are given. 
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for increasing the duty cycle of experiments in the rf-only quadrupole.    

8.5.5. Quadrupole Mass Filter 

An Extrel quadrupole with 8.5mm diameter rods and 850 kHz drive frequency was 

purchased for the Q portion of the instrument.  There was an attempt to use the TSQ rf 

boards to do mass analysis, but there were problems with the dc rod driver supplies.  Because 

mass analysis is a key part of the experiment, a full Extrel quadrupole system was acquired.  

The TSQ rf generator was modified to accommodate the Extrel rf leads and enabled 

connection to the TSQ rf feedthroughs.  The custom software system described below 

provides control voltages to operate the quadrupole.   

8.5.6. Reaction Region 

One of the TSQ 700 quadrupoles was used for the reaction region.  A gas tight cell 

was designed to hold the quadrupole and apply the rf voltage for passing or trapping ions.  

Two tubes connect to the cell, one for introduction of gas to the cell, and one for measuring 

the pressure in the cell.  So far attempts to measure gas pressure in the cell have not agreed 

with pumping calculations.  Collision cross section measurements described below seem to 

agree better with calculated pressures than with measured pressures.  Further optimization of 

the measurement scheme is needed.  Ions can be trapped by applying suitable voltages (~40 

V) to entrance and exit lenses and raising the gas pressure in the cell. 

8.6. Isolation Transformers 

Typically, EB instruments accelerate ions to 5-10 kV for analysis.  The resolution of 

mass analysis and amplification of the kinetic energy release during high energy CID 

increases with higher accelerating voltage.  The potential of the FAIMS-Qq and all its related 

power supplies must be 5-10 kV above the potential of the EB to give the ions the optimum 
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kinetic energy.  A 1:1 isolation transformer was custom built by Lenco Electronics 

(McHenry, Ill.) capable of isolating 10 kV between primary and secondary windings.  The 10 

kV dc voltage is applied to one lead of the secondary and to the instrument 3rd pin grounding 

prong.  The output from the secondary is plugged into the TSQ 700 for distribution to all the 

FAIMS-Qq power supplies.  As with the CV circuit mentioned above, the 10 kV floating 

supplies raise the issue of how to provide control from a grounded computer.  In this case 

optical coupling was used again.  A grounded computer connected to the internet is used to 

remote desktop into a floating computer (with all instrument control cards) that is connected 

to the internet via a fiber optic converter.  The converter is LGC120A from Blackbox 

(Lawrence, Pa).  

8.7. Control Software 

An instrument control program was made using LabVIEW 7.1.  National Instruments 

data acquisition and analog out boards were used to receive and transmit all necessary 

voltages.  The data acquisition board is a PCI-MIO-16E-1 with 2 analog out (AO) and 32 

analog in (AI) lines.  There are two PCI-6713 boards with 8 AO and 8 digital output (DO) 

lines each.  Finally a PCI-6703 was purchased that has 16 AO lines.  This last board has 16 

bit resolution, which is necessary for controlling the Extrel quadrupole rf level.  The other 15 

AO lines will be useful for controlling the EB later on, or for adjusting a few voltages on the 

FAIMS-Qq which are currently under manual control.  There is no card bus connecting all 

the various cards together, so software timing is used instead of the more efficient hardware 

timing used to control the IR-Trap (Chapter 3).  The control software program is given in 

more detail in Appendix A.   
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8.8. Results 

8.8.1. EI 

The instrument was first set up and tested without the FAIMS analyzer.  The 

optimum conditions for nano-ESI had not been found yet, and there was difficulty 

determining if problems with mass analysis were due to the kinetic energy of the ions or the 

improper tuning of the Extrel mass analyzer.  Nano-ESI ions would hit the detector in rf-only 

non-mass analyzing mode, but there was no signal when the Extrel would be set to scan 

through mass-to-charge values.  In retrospect, these observations are not surprising, because 

theoretical studies have shown that operating a quadrupole in mass resolving mode versus 

non-resolving mode places limitations on ion radial position and kinetic energy.32  Because 

EI sources produce better characterized ion beams, a TSQ 700 EI source was found in lab 

that could be attached in place of the high pressure ESI source.  Perfluorotributylamine 

(PFTBA) was analyzed by the EI method described in Chapter 2.1.3.  PFTBA is an ideal 

compound for testing mass spectrometry systems because it is a volatile liquid that produces 

relatively high mass-to-charge ions.  When PFTBA could be mass analyzed by the Extrel 

quadrupole, stopping curves were obtained to characterize the optimal ion kinetic energy.  

Knowledge of the optimal ion kinetic energy (4-10 eV) helped to guide nano-ESI lens 

settings.         

8.8.2. Nano-ESI 

After successfully analyzing ions produced by EI, nano-ESI was attempted again, still 

without the FAIMS analyzer.  The large number of degrees of freedom in lens settings made 

the process difficult, but eventually a set of lens voltage values was found that produces the 

correct ion kinetic energies and focuses ions to allow mass analysis of ions from 100 to 4000 
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m/z.  Ions of mass 100 Da to 69 kDa have been successfully analyzed.  While some lens 

voltages appear to have little effect on ion transmission, others must be controlled to within 

tenths of a volt for desired operation.  The most important lens voltages are the apertures 

between the high pressure source and octopole region, the octapole dc bias, and octapole 

entrance and exit lenses.  A full list of all lens voltages is given in Appendix D.  A heating 

circuit was attached to the vacuum interface to help in desolvating nano-ESI ions, and this 

seems to help signal.  When the FAIMS is attached to the instrument, a counter-current flow 

of N2 performs desolvation, making heating unnecessary.  Figure 8.10 is a montage of all the 

protein ions that have been mass analyzed thus far. 

Figure 8.10.  Overlay of all the proteins analyzed by nano-ESI on the Qq 
instrument to date. 
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8.8.3. Trapping 

Trapping of ions in the rf-only quadrupole will be necessary for ion/molecule 

reactions or photodissociation experiments.  Trapping in the octapole could be useful for 

ion/molecule reactions as well, or for increasing the duty cycle of trapping experiments in the 

rf-only quadrupole.  While a reaction is happening in the rf-only quadrupole, ions can be 

simultaneously accumulated in the octapole and then pulsed into the rf-only quadrupole when 

the reaction is finished.  Utilization of the ESI beam can be greatly increased with this 

method.   

Figure 8.11 shows the timing diagram and ion signal overlaid from a trapping event 

in the octapole.  The octapole exit lens is set to >30 V during an ion loading period, after 

which the entrance lens is set to >30 V to keep any more ions from entering.  Depending on 

the experiment, raising the entrance lens may not be necessary.  The high pressure of gas in 

the octapole dampens ion kinetic energy such that 5 V on the entrance lens will let ions in, 

but is enough to keep them from coming out in that direction.  In a third step, the octapole 

exit lens is set to a lower voltage than the octapole dc bias and the ions are pulsed through the 

two quadrupoles into the electron multiplier.  An analogous procedure is used for trapping 

ions in the rf-only quadrupole, and a combination of the steps is used to trap ions in the 

octapole and pass them to the rf-only quadrupole.  The loading and trapping times can be 

varied depending on the particular experiment being carried out.      

 The tail of ions in Figure 8.11 comes from a distribution of ion times hitting the 

detector.  Ions presumably reside along the entire 20 cm length of the octapole, and a 

significant portion of ions take many axial oscillations before they are ejected.  The ejection 

profile can be modified, however, by changing the trapping time octapole.  Longer trapping 
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times lead to a narrower range of ejection times and ions that have a lower average kinetic 

energy.  The longer time to collisionally cool creates a condition where the ions are 

concentrated along the center axis of the octapole, decreasing the number of oscillations the 

ion must make before being ejected.   

8.8.4. Collision Cross Section Measurements 

Collision cross sections were measured by the method in Chapter 1.4.2 where kinetic 

energy lost as ions travel through a gas filled collision cell was measured.  Three 

measurements are needed, the actual pressure of N2 in the collision cell, the kinetic energy of 

the ions with no N2 gas present, and the kinetic energy of the ions after passing through the 

Figure 8.11.  Timing diagram for trapping ions in octapole with ion signal on 
electron multiplier overlaid.  Event timing amplitude does not necessarily correspond 
to actual voltage experience by ions.  Further explanation of diagram is in text. 
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N2. The kinetic energy of ions after they passed through the rf-only quadrupole was 

measured by increasing the voltage on the exit lens in small increments.  The rf-only 

quadrupole dc bias was 0 V, and the lens after the exit lens was set to 0 V.  The first and 

second derivatives of ion signal with respect to exit lens voltage were used to provide a peak 

profile of ions at each kinetic energy and a value for most probable kinetic energy, 

respectively.  Previous studies have used the point of 10% decrease in ion signal as the 

average ion kinetic energy, but this method seemed to have been chosen because it gave good 

cross section results, and have no physical basis.33  Similar results were obtained with both 

methods in our case, but the first and second derivative method seems less subjective and 

gives the kinetic energy as the voltage where most ions are stopped. 

Figure 8.12 shows stopping curves taken for the 10+ charge state of ubiquitin.  The 

reproducibility of the stopping curves is good, judging from the error bars on the ion 

abundance points.  The energy loss method of cross section measurement has been shown to 

be accurate on a relative scale, but is generally higher than measurements taken by other 

methods.  Therefore these data are generally scaled to a known value to “anchor” the cross 

section scale.33  The data in Figure 8.12 were anchored to the measurement of the 13+ charge 

state of ubiquitin.  With this procedure a calculated cross section of 2080 A2 was obtained for 

the 10+ charge state, which is close to the literature value of 2035 A2 (average of both 

conformers observed for 10+).33    

At the moment, the pressure of N2 in the rf-only quadrupole is regulated with a 

metering valve and measured by a cold cathode gauge that is connected to the cell via a 

plastic tube.  The base pressure read by the cold cathode gauge is 1.4x10-4 Torr, even though 

the base pressure in the main vacuum chamber is 3x10-7 Torr.  This gauge could have a leak 



192 
 

or the connection to the vacuum housing might need to be modified.  Conductance 

calculations of the type in Chapter 3.4.3 estimate the conductance of the collision cell to be 

0.482 L/s, so that the factor between gas pressure read in the main chamber and collision cell 

pressure is 500x.  Calculated cell pressures give more realistic cross section estimations of 

100’s of square angstroms for peptides, and 1000’s of square angstroms for proteins.  

Measured pressures are generally too high, and result in wildly different collision cross 

section estimations at each cell pressure.  When calculated pressures are used, a very similar 

calculated cross section results at each pressure.  

Figure 8.12.  Stopping curves taken of the 10+ charge state of bovine ubquitin 
at different indicated cell pressures.  There are still problems with the physical 

pressure measurement of cell pressure. 
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8.8.5. FAIMS 

As mentioned previously, the difficulties in making a FAIMS device lie in producing 

the asymmetric waveform.  Two LC circuits, one resonating at frequency = f and another at 

frequency = f*2, must be coupled together with a variable DC offset.  The main complication 

is that several different circuit component impedances change as the output is varied.  The 

power supplies driving the coils have variable output impedance, and the coils themselves 

change resonance frequency slightly with output amplitude, perhaps due to thermal 

expansion of the coil forms.  The phase of the waveforms must also be 90 degrees to get the 

optimum waveform shape. The simulations from this chapter (vide supra) have been useful 

for evaluating the quality of actual waveforms produced by the circuit, before actual 

experiments take place.  Figure 8.13a shows one prototype waveform in black, along with 

several other waveform shapes.  All the waveforms have a low harmonic frequency of 664 

kHz and various ratios and phases of low frequency harmonic versus high frequency 

harmonic.  Simulation results using each of the waveforms in a planar device are in Figure 

8.13b.  The simulation CV is set to zero and the ions are allowed to drift based on their high 

to low field mobilities.  The trajectories with steepest slope are the most useful, because they 

allow for the most resolving power.  The results demonstrate that several different waveform 

shapes can give good performance, with waveform amplitude being the most important 

variable.  The lowest acceptable performance is given by the thin black line, corresponding to 

DV = 4kV, phase = 90, ratio = 2.  The prototype waveform would have a separation space of 

a few volts, and not be capable of high resolution spectra.  The UNC Electronics shop is 

improving the circuit by adding variable vacuum capacitors, which should allow for better 

performance.       
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Figure 8.13. a) Dispersion voltage waveforms.  Prototype waveform (black): DV = -2.2 
kV, phase = -119, ratio = 1.  Red waveform: DV = -5.0 kV, phase = -90, ratio = 2.  Blue 
waveform: DV = -5.0 kV, phase = -119, ratio = 2.  Green waveform: DV = -5.0 kV, 
phase = -119, ratio = 1.   
b)  Simulation results for [Leucine-H]- in a planar-FAIMS with above waveforms.  Thin 

black line labeled “Lower Acceptable Limit” is for DV = -4.0 kV, phase = -90, ratio = 2. 
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8.9. Summary 

The front end of the FAIMS-Qq-EB instrument has been built and used for some 

preliminary studies.  A TSQ 700 triple quadrupole mass spectrometer system was converted 

by the addition of a new electrospray source, octapole ion guide, resolving quadrupole, and 

collision quadrupole cell.  The tuned system is now capable of analyzing peptides and 

proteins of a wide range of molecular weights.  A planar FAIMS device was built that 

interfaces with the electrospray source.  Simulations predict that high resolution separations 

of peptide and protein conformers will be possible with this FAIMS when a suitable 

waveform generator is procured.  The planar FAIMS will have the advantage over cylindrical 

FAIMS of high resolution, with resolution and sensitivity control provided by varying the ion 

residence time.  Further control of resolution and sensitivity are predicted to arise from 

active, differential temperature control of the electrodes which introduces a focusing E/N 

gradient.   

The flexibility of the hardware and software has been tested with initial experiments 

to trap and eject ions in the octapole and collision cell, and to show that collision cross 

section determination is possible through the use of energy loss measurements.  Although the 

FAIMS-Qq still has to be coupled to the EB and several other components, the established 

project timeline is being followed, and the good performance of the current instrument bodes 

well for the future.  
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Chapter 9 

9. Conclusions and Future Directions 

9.1. Summary 

The previous chapters have described the design and construction of two mass 

spectrometers for developing three dimensional mass spectrometry methods, and specific 

experiments carried out on these platforms.  An investigation of the optimum conditions for 

low temperature IR action spectroscopy is detailed.  The way in which different instrument 

parameters affect ion internal energy in a QITMS is explored, and a theoretical analysis of 

ion internal energy after excitation by different MS/MS procedures is shown.  This chapter 

will summarize the results from each chapter and suggest directions for future research.      

9.2. Three Dimensional Mass Spectrometry 

9.2.1. Action Spectroscopy-Chapter 3 

A fully functional, temperature controlled QITMS was constructed for IRMPD 

spectroscopy studies, fulfilling the Glish lab commitment in the ion structure determination 

collaboration.  Trap temperatures from 23 K to 330 K were demonstrated, and the studies in 

Chapters 4 and 5 made used of this “IR-Trap” platform.  The most obvious future study 

needed for this instrument is to couple a tunable IR laser source to it and begin analyzing 

various ion structure problems.  One experiment that was initially proposed was the study of 

the so-called “b-ion” formed during tandem mass spectrometry.  Previous studies in the Glish 
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lab demonstrated that some b ions have structures different1 from the one that is now widely 

accepted2, and an IR structure determination would be an impressive piece of evidence.   

Another experiment that has just started on the IR-Trap is the study of protein 

unfolding.  Previous studies reported that protein ions can unfold by simply being stored in a 

QITMS for ~100 ms.3  If different protein conformations yield different product ions in 

MS/MS, as we suspect, then a study of protein folding at various trap temperatures could be 

able to reveal the kinetics of the unfolding process. 

Finally, a new set of experiments has been proposed for the ion trap, whereby FAIMS 

separation power would be added to the source.  This would allow us the ability to select ion 

conformations before photo-dissociation, which would be very interesting.  IR spectra would 

not be complicated by the presence of multiple conformers, assuming the conformation can 

be kept from changing inside the trap (as opposed to the proposed study in the previous 

paragraph).  Work on this project has already started, and a modification of the API source 

has been designed and submitted to the UNC instrument shop.  Drawings are included in 

Appendix D.  The ion source from Chapter 8 has been designed such that it could be fitted 

onto the IR-Trap for FAIMS experiments, and a recent collaboration with Bruker is seeking 

to adapt new FAIMS technology to the current IR-Trap source.        

9.2.2. Ion Mobility-Chapter 8 

The first part of a FAIMS-Qq-EB instrument for probing the conformation of 

biomolecules has been constructed.  With the FAIMS device not attached to the ion source, 

nano-ESI spectra have been obtained for a variety of peptide and protein ions.  Instrument 

control software was written to control the instrument and automatically scan certain 

parameters to obtain energy loss measurements or FAIMS spectra.  Collision cross sections 
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were measured by the energy loss method in the collision cell.  Although the pressure 

measurement scheme in the collision cell must be optimized, initial results using calculated 

pressures match with literature data.   

In the next few weeks the UNC Electronics Shop should finish the dispersion voltage 

circuit which is necessary for FAIMS.  When this is finished there are several fundamental 

FAIMS experiments to be done that do not require the interface and EB portion of the 

instrument to be attached.  Theory says that the sensitivity and resolution of planar FAIMS 

separation can be controlled by changing the ion residence time, but this has not been shown 

experimentally.   Changing the gas flow rate is the best way to change the ion residence time, 

but the current commercial instruments are not able to do this because of design limitations. 

Another method of controlling sensitivity and resolution is differential temperature control of 

the electrodes.  This method has been demonstrated for cylindrical FAIMS electrodes, but the 

leap to using planar electrodes in this manner has not been made, which could possibly make 

planar FAIMS sensitivity comparable to cylindrical FAIMS.  The combination of controlled 

ion residence time with gas flow and controlled resolution with electrode temperature could 

be very beneficial for increasing the compatibility of FAIMS with the LC separation time 

frame.  A current limitation of using FAIMS with LC is that the ion residence time in FAIMS 

is fixed to about 200 ms, such that a scan of the entire CV range takes tens of seconds at best. 

This is much too long for LC peaks eluting in the same time frame. 

As mentioned in Chapter 8, the current understanding of the mechanism of FAIMS 

separation is very limited.  Collision cross sections cannot be obtained directly from CV 

spectra in the way that IMS gives collision cross sections directly from drift time data.  

Understanding the FAIMS mechanism is therefore a prime area for research.  One way to 
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approach this problem would be to undergo a FAIMS study of a variety of proteins using 

cross sections that are either known or measured with the kinetic energy loss method.  These 

cross sections would have to be correlated with experimentally derived a, b, and c terms 

describing the ion mobility as electric field changes (Equation 1.22).  A combined theoretical 

approach using calculated ion structures might yield another intrinsic property that can be 

predicted based on CV data alone.  The information provided by the FAIMS-MS 

combination could in theory be much greater than IMS-MS, because of the fact that CV 

value is generally not correlated to ion mass-to-charge, while there is a strong correlation 

between IMS drift time and ion mass-to-charge.    

9.3. Collisional Cooling Measurements-Chapter 4 

The desire to do IR action spectroscopy studies at low temperatures raises issues with 

the laser power requirements to dissociate ions.  CID was used as a probe of internal energy 

at a series of temperatures to characterize the relationship between temperature and excitation 

energy required to reach a given ion internal energy4.  The required excitation energy 

increased dramatically at temperatures below 100 K, suggesting that collisional cooling 

interactions with the He bath gas were very significant at these temperatures.  A previously 

described method for obtaining collision cooling rate constants was applied to the cold 

QITMS.5  The measured rate constants had the same temperature dependence as the 

excitation energy required for dissociation.  The conclusion was that significantly higher 

excitation energies (3 fold or more) are needed for dissociation at temperatures less than 100 

K, and laser power is an important factor in the design of low temperature IRMPD 

spectroscopy instruments. 
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This research has already branched out into the study of collisional cooling rate 

constants and ion mass.6  The difficulty of this project lies in the fact that comparisons of 

experimental data are complicated by different energetic requirements for dissociation.  That 

is, when collisional cooling behavior is being compared for the same ion at different 

conditions, at least the critical energy of dissociation of the ion is constant.  When comparing 

results for ions with different critical energies and reaction surfaces, the meaning of 

collisional cooling comparisons is hard to assess.  Our initial studies have used a theoretical 

calculation of internal temperature versus CID voltage to estimate the internal temperature of 

ions at various fragmentation efficiencies.7  In this way the rate of internal energy loss could 

be compared across different size ions.  Initial results are interesting because they suggest 

that larger ions collisionally cool faster than smaller ions, which contradicts theoretical 

studies.  However, a few complicating factors make it difficult to fully endorse this 

conclusion and additional work is needed to improve our understanding of the results.            

9.4. Ion Cloud Size-Chapter 5 

This chapter began as a study of the optimum QITMS parameters for IRMPD.   In the 

course of this systematic “tweaking up” of parameters, a strong dependence of fragmentation 

efficiency on rf voltage amplitude was observed.  Other studies have shown that rf amplitude 

at normal ion storage levels does not noticeably change ion internal energy8, so the results 

were rationalized based on dynamic ion cloud overlap with the exciting laser that depended 

on the depth of the pseudopotential trapping well.  Fragmentation efficiency was studied as a 

function of trapping voltage amplitude and frequency, with the conclusion that parameters 

which increase pseudopotential well depth must decrease ion cloud size.  That is, increased 

trapping frequency and amplitude increase overlap with the laser and increase fragmentation 
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efficiency.  Ion trajectory simulations corroborated the experimental results, providing a 

mapping of ion cloud size as a function of voltage amplitude and frequency.  The simulations 

also explored the effect of ion mass on cloud size, which is a difficult problem to approach 

experimentally.  This study suggested that although IRMPD efficiency is often considered to 

be independent of rf voltage amplitude, in reality a number of parameters are influential.  

When the limiting factor for ion dissociation is laser power, trapping frequency and voltage 

amplitude should be considered as parameters for improving fragmentation efficiency.   

One application of the study of ion cloud size is the idea that because ions in a 

QITMS are more likely to be found at the point where they turn around and reverse direction, 

the optimum laser position might be found slightly off center of the trapping volume, 

especially if laser spot size was decreased even further.  One member of the Glish lab went as 

far as to focus the laser on a spot outside the ion cloud entirely and resonantly excite ions into 

the lasing volume with a supplementary voltage.   

Finally, the fact that the laser beam was focused to a 0.8 mm spot for this study (for 

Chapter 4 too) revealed the interesting result that higher bath gas pressures can be used 

during dissociation than was previously possible for an unfocused beam.  The higher density 

of photons competes more favorably with collisional cooling, allowing peptides to be 

dissociated at optimum bath gas pressures. Normally the bath gas pressure is reduced for 

IRMPD to maximize fragmentation efficiency9, 10, which has detrimental effects on ion 

trapping efficiency.  Researchers would be more apt to consider IRMPD as a companion or 

competitor to CID in ion traps if there was no need to sacrifice sensitivity.    
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9.5. Estimation of the Internal Temperature of Ions-Chapter 6  

When new mass spectrometry techniques are introduced, comparisons to established 

methods are constructive for assessing the usefulness of the new methods.  How the internal 

energy of ions will be affected is one of the key questions, because internal energy is such an 

important factor in mass spectrometry.  When the new technique is an MS/MS method, the 

details of the internal energy activation are especially interesting. 

This chapter used a semi-quantitative experimental and theoretical approach to 

compare conventional CID to a new CID procedure called HASTE.  RRKM modeling was 

employed to calculate mass spectra at different ion internal energy distributions.10  RRKM 

parameters were obtained by adapting previous methods to a QITMS.11-13  Internal energy 

distributions were estimated as internal temperatures, and experimental CID spectra were 

matched to a theoretical spectrum of a given temperature.  The results indicated that HASTE 

CID activated ions by about 100 K higher than conventional CID, which explained the 

increased number of low mass-to-charge, and 2nd and 3rd generation product ions formed with 

HASTE CID. 

The methodology of this chapter could be applied to any set of activation methods 

that are expected to raise ion internal energy slow enough that a temperature can accurately 

describe the energy distribution.  Therefore the method might not be very pertinent to non-

ergodic methods such as ECD, ETD, or high energy CID.  An interesting application of the 

technique, however, could be for putting quantitative numbers on ion dissociation caused by 

a new mass spectrometry component, such as an ion funnel or FAIMS device.       
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9.6. On the Time Scale of Internal Energy Relaxation of Ions-Chapter 7 

Chapter 7 looks at internal energies of ions formed by two ionization methods, nano-

ESI and AP-MALDI.  A recent comparison of these techniques reported that ion internal 

energy in a QITMS evolved over several hundred milliseconds before relaxing, and that 

parameters such as matrix basicity could play a significant role in the ultimate ion internal 

energy.14  These conclusions contradicted results from our laboratory4, 15, 16, so the experiment 

was repeated to try to understand the discrepancy.  One area of concern was the fact that the 

previous studies had operated their QITMS under severe space-charge conditions.  

Experimental and theoretical data are presented that show how ion-ion interactions change 

the secular frequency of ions in the ion trap.  Because ion secular frequency is actually 

dependent on ion cloud size when enough ions are present, internal energy estimations made 

with a frequency dependent method such as CID are prone to misinterpretation.  A method 

for obtaining equal ion numbers for both ionization techniques was implemented, after which 

ion internal energy was probed with CID.  The results concluded that less energy was 

required to dissociate ions formed by AP-MALDI than nano-ESI.  Because ions cool down 

vibrationally within a few milliseconds in a QITMS, we concluded that ions formed by the 

different methods must have the same internal energy but different critical energies of 

dissociation, and thus different conformations. 

An interesting and logical extension to this study would be to use the instruments 

built for this dissertation to further corroborate or refute the claims made in Chapter 7.  If 

the IR-Trap or the FAIMS-Qq-EB could be fitted with an AP-MALDI source, the structures 

of AP-MALDI and nano-ESI ions could be compared.  An initial idea for an AP-MALDI 

source for attaching to FAIMS was sketched already.  The main problem is that heating of 
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the ion/matrix clusters is important to dissolvation, and this heating would probably have to 

be provided prior to FAIMS separation.  A drawing of this device is included in Appendix 

D. 

9.7. Conclusions 

The observation has been made that although the instruments built for this work are 

designed to investigate three dimensional ion structures, there are no three dimensional 

structure determinations to be found in this thesis.  While unfortunate, hopefully the 

instruments constructed and the experiments in this dissertation will be of use to the next 

generation of Glish lab experimentalists interested in ion three dimension structure.  This 

work has shown that a QITMS can be mounted on a cold temperature cryostat and coupled 

with EI and nano-ESI.  A better understanding of how QITMS parameters affect 

photodissociation results has emerged.  Tools for characterizing and comparing ion internal 

energy, which plays an important role in ion structure, have been developed.  Finally, the 

first part of a FAIMS-Qq-EB has been constructed, initial experiments have been performed, 

and FAIMS spectra should be forth coming pending a waveform generator.         
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Appendices 

APPENDIX A: LABVIEW PROGRAMS 

The front panel GUI of some of the most often used programs used in this dissertation 

are shown here with a description of what the program does.  Most programs are annotated 

extensively, so this appendix will not waste space with too many explanations.  An exception 

is the FAIMS-Qq program which is explained a little more.  All programs should be found in 

the Phil folder in the Glish group space under LabVIEW. 

Internal Energy/Diffuse Scattering Cooling/Vibrations 
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 The Vibrations and Cooling program takes Gaussian output files and reads in the 

vibrational frequencies to calculate internal energy distributions and display calculated IR 

spectra.  A second part of the program calculates internal energy loss by diffuse scattering. 

Vibrations and Cooling.llb 
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RRKM Calculations 

 The YGGFL_H_RRKM_6.0 program was written to calculate mass spectra at a 

range of different ion internal temperatures, given dissociation parameters.  Due to the 

YGGFL_H_RRKM_6.0.vi 

Fragmentation efficiency comparer 2.3.vi 
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complexity of the problem, a new program has to be made for every ion that is investigated, 

for example [YGGFL+H]+ and [GHK+H]+.  If fortuitously two different parent ions have the 

same number of product ions then the same program could be used, for example 

[YGGFL+Na]+ and [YGAFL+Na]+.  The Eo and dS values must be determined 

experimentally as described in Chapter 6.  The program for deriving those values, 

Fragmentation efficiency comparer 2.3, is shown above as well. 

Data Workup 

A number of programs have been written to expedite the workup of data.  Most 

SIMION user programs have their own LabVIEW workup program that I can’t find the data 

files to anymore, so some of them aren’t in here.  The first program shown, Cooling Curves 

Workup, is for quickly analyzing “key sequences” from the ITMS or APC sequences from 

Cooling Curves Workup.llb 
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the IR trap.  These are single files made up of numerous mass spectra where a parameter is 

incremented for each mass spectrum. 

The next program, Haas DA_APC2,  is important for APC scans on the IR-Trap.  It 

takes all the microscans taken at the same condition and averages them together to save 

space.  The Cooling Curves Workup program loads these worked up files and not raw IR-

Trap APC files. 

 

 

 

 

 

 

 

Haas DA_APC2.vi 
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The KER_TOF_SIMION program takes SIMION data from a kinetic energy release 

study, plots peaks, and gives peak widths. 

To work up data from the FAIMS-Qq, FAIMS-QEB_DA will load multiple output 

files and output them to Origin.  APC files can be loaded and actually worked up 

FAIMS-QEB_DA.llb 

KER_TOF_SIMION.vi 
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automatically.  At the moment, total ion current (TIC) or TIC of a selected ion can be plotted. 

FAIMS Simulation 

The FAIMS simulation program was based off of Alex Shvartsburg’s papers, the 

main one being the 2004 paper.  With 16 ns timesteps, simulation of a swarm of ions for a 

typical residence time of 200 ms can take quite a long time.  This program is not that 

complex when you get to the bottom of it, and C++ would probably be a better platform for 

writing this up.  

 

 

 

 

 

NoDiffusionScan3.0.vi 
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FAIMS-Qq-EB Control Program 

 This program controls the FAIMS-Qq right now.  The functions of the buttons in the 

next figure are as follows:  At the top left, the first 3 buttons are for “Tune” files, little 

configuration files that will allows one save or load all the lens voltages and parameters so 

that one doesn’t have to write them down all the time.  The “Cal” button lets one change the 

calibration of the any of the AO lines, such that, for example, when one wants a octopole rf 

amplitude of 600 Vpp, 5 V dc will be put out. 

 The “Scanning” button is for going through a range of mass-to-charge values to be 

run through on the Extrel quadrupole.  When “Scanning” is not pushed, a static control 

voltage is sent to the Extrel.  Therefore when “Trapping” is pushed, only one mass-to-charge 

ion is passed.  Trapping will run through three sets of voltages:  the voltages on the front 

Qprogram_7.vi 
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panel are during ion loading, then trapping and ejection voltages are listed in the Trapping 

tab at the bottom left.   

 The APC tab is set up to run through lists of voltages and save a spectrum at each 

one.  There are two settings at the moment; you can step through the Storage Quad Exit Lens 

for measuring stopping curves in scanning or trapping mode.  The second setting is for 

stepping through CV values for acquiring FAIMS spectra.  When running the APC, make 

sure that averaging is set to “block” and not “running”.   

 Hopefully most buttons in the program are self explanatory, the last thing to mention 

might be that the “Gas Flows” tab is for turning on and off the gas solenoid valves and 

setting FAIMS buffer gas flows. 
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APPENDIX B: SIMION PROGRAM AND GEOMETRY 

FILES 
 
 In this section I will just list a couple snippets of SIMION code that are useful for 

certain things.  This first program is for operating a QITMS, adapted from the Dahl program 

in the SIMION 7.0 example programs.  This program does a rudimentary scan function: one 

qz value, resonance excitation voltage and frequency are applied for a period of time, and 

then another set of parameters are set.  I used this for the Chapter 7 study.  

seg Fast_Adjust                       ; generates trap rf with fast adjust 
                                      ; has first pass initialization 
    rcl first                         ; recall first pass flag 
    x=0 gsb init                      ; if this is first reference  --> init 
  
    rcl scaled_rf 
    rcl _AMU_Mass_per_Charge *        ; multiply by mass per unit charge 
    rcl _Qz_tune *                    ; rf tuning point 
    sto rfvolts                        ; save rf voltage 
 
 rcl _Tickle_Frequency                ; get tickle frequency 
    6.28318E-6 *                      ; to radians / microsecond 
    rcl Ion_Time_of_Flight *         ; current tof in micro seconds 
    sin  
    rcl _Tickle_Voltage * 
 
    sto Adj_Elect02 
    chs  
    sto Adj_Elect03 
 
rcl ion_time_of_flight 
rcl ramp_down_time 
x<y gsb after_ramp 
 
    rcl Ion_Time_of_Flight           ; current tof in micro seconds 
    rcl omega *                       ; omega * tof 
    rcl theta +                       ; add phasing angle 
    sin                               ; sin(theta + (omgga * tof)) 
    rcl rfvolts *                     ; times rf voltage 
    rcl dcvolts +                     ; add dc voltage 
              
    sto Adj_Elect01                   ; electrode 2 voltage 
                    
exit 
 
lbl after_ramp          ;this subroutine will just operate the trap at a different qz 
   rcl scaled_rf 
    rcl _AMU_Mass_per_Charge *      ; multiply by mass per unit charge 
    rcl _Qz_tune_after *                   ; rf tuning point 
    sto rfvolts                       ; save rf voltage 
 
    rcl _Tickle_Frequency_after           ; get tickle frequency 
    6.28318E-6 *                      ; to radians / microsecond 
    rcl Ion_Time_of_Flight *         ; current tof in micro seconds 
    sin  
    rcl _Tickle_Voltage_after * 
    sto Adj_Elect02 
    chs  
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    sto Adj_Elect03 
rtn  
 
lbl init                              ; parameter initialization subroutine 
  
    1 sto first                     ;   turn off first pass flag 
  
    RCL Effective_Radius_in_cm      ; recall effective radius in cm 
    entr *                      ; (r * r) 
    sto r 
    rcl Effective_z_in_cm 
    entr * 
    2 * 
    rcl r + 
    rcl Freqency_Hz entr * *         ; multiply by frequency squared 
    5.11456E-12 *              ;5.11456E-12 * Qz * MASS * FREQ * FREQ * (r**2+2*z**2) 
    sto scaled_rf 
    rcl _AMU_Mass_per_Charge *      ; multiply by mass per unit charge 
    rcl _Qz_tune *                    ; rf tuning point 
    sto rfvolts                       ; save rf voltage 
  
    rcl Phaze_Angle_Deg 
    >rad                              ; degrees to radians 
    sto theta                         ; phasc angle 
  
    rcl Freqency_Hz                   ; rf frequancy in hz 
    6.28318E-6 *                      ; to radians / microsecond 
    sto omega                         ; save frequency in radians / usec 
  
   rtn                               ; return from subroutine 

 

 

 The next program snippet is again from the fast adjust part of a trapping program, 

where a double waveform (sum of two sine waves) is applied to the endcaps. 

rcl _Tickle_Frequency                ; get tickle frequency 
    6.28318E-6 *                      ; to radians / microsecond 
    rcl Ion_Time_of_Flight *          ; current tof in micro seconds 
    sin                               ; sin(theta + (omgga * tof)) 
    sto A 
rcl _Tickle_Frequency2                ; get tickle frequency 
    6.28318E-6 *                      ; to radians / microsecond  
    rcl Ion_Time_of_Flight *          ; current tof in micro seconds 
    rcl TF2_phase_rad +  
    sin                               ; sin(theta + (omgga * tof)) 
    rcl A +  
    rcl _Tickle_Voltage * 
    sto waveform 
 
rcl _truncate 
    0 
    x<y gsb cut 
 
    rcl waveform 
    sto Adj_Elect02  
    sto waveform                      ; left end cap 
     
rcl waveform 
    chs 
    sto Adj_Elect03                   ; set right endcap voltage 
 
exit                                  ; exit program segment 

 
 

KE_r_z_moniterII_043007.prg 

final study of doublewaveform and FT detection 012907.prg 
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This next program snippet is what was used for the Chapter 5 study with tracking the 

time spent in 30 different volumes.  Again it is a trapping program, so the snippet is just 

showing the idea behind how to track the different volumes. 

lbl skip1         
   rcl ion_Px_gu    ;see pg 35 notebook #7 for these numbers 
   542 - 
   entr * 
   sto x 
   rcl ion_Py_gu 
   entr * 
   rcl x + 
   sto position 
   1 x>y goto inside1 
   rcl position 
   4 x>y goto inside2 
   rcl position 
   9 x>y goto inside3 

Etc…then 

lbl inside1 
       1 sto ion_color 
        rcl in_time1 
        1 +  
        sto in_time1 
rtn 
lbl inside2 
        2 sto ion_color 
        rcl in_time2 
        1 + 
        sto in_time2 
rtn 
lbl inside3 
 10 sto ion_color 
        rcl in_time3 
        1 + 
        sto in_time3 
rtn      

Etc…and finally to output the data 
rcl max_flight_time 
rcl ion_time_of_flight 
x>y gsb kill 
rtn 
 
lbl kill 
 1 sto ion_splat     
 
 rcl ion_time_of_flight 
        rcl total_time 
 rcl _qz_tune 
 rcl collision 
 
 mess ; # , # , #, # 
  
 rcl in_time1  
 rcl in_time2 
  rcl in_time3 
   rcl in_time4 
 rcl in_time5 
 rcl in_time6  
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 rcl in_time7 
  rcl in_time8 
   rcl in_time9 
 rcl in_time10 
 
 mess ; # , # , # , # , # , # , # , # , # , # 
 
 
 
 
 
 

 The last program section I’ll include is from the kinetic energy release program 

written for the new grant application.  The equations from Metastable ions by Cooks et al. 

were used to model kinetic energy release in a random direction and adjust ion trajectories.  

Ion time of flight to reach detector was output and worked up with the LabVIEW program 

mentioned above.     

SEG other_actions 
 
rcl Next_PE_Update              ; recall time for next pe surface update 
    rcl ion_time_of_flight          ; recall ion's time of flight 
    x<y exit                        ; exit if tof less than next pe update 
    rcl PE_Update_each_usec         ; recall pe update increment 
    + sto next_pe_update            ; add to tof and store as next pe update 
    1 sto Update_PE_Surface         ; request a pe surface update 
 
 
rcl ion_px_mm 
32      ; position at which CID is supposed to occur 
x<=y gsb Color exit 
 
 lbl Color 
     3 sto ion_color    ; just a visual to show at what point i'm changing the 
      rcl ion_flag     ; kinetic energies 
     x=0 gsb KER exit 
 
      lbl KER      
    1 sto ion_flag   ; turn the ion flag off so that next time we don't do 
    rcl m3 1.6605e-27 *   ; this calculation again 
    rcl T_eV * 2 * 1.602e-19 *   
    rcl m1 /    ; calculate u2, the velocity gained by kinetic energy 
       rcl m2 /    ; release 
    1.6605e-27 / 
           1.6605e-27 / 
    sqrt 
    .001 * 
    sto u2 
    
    rand 3.14159 *   ; calculate random angles for the direction the KER 
                     sto phi     ; phi is 0 to 180 degrees, theta 0 to 360 degrees 
    sin     ; x=sin(phi)cos(theta) 
    sto sin_phi    ; y=sin(phi)sin(theta) 
       rcl phi     ; z=cos(phi) 
    cos  
    rcl u2 * 
    sto u2_z 
 
    rand 3.14159 * 2 * 
    sto theta 
    sin 

3mm tracking 30 areas 031006.prg 
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    sto sin_theta 
     rcl theta 
    cos  
    sto cos_theta 
 
     rcl sin_phi  
    rcl cos_theta * 
    rcl u2 * 
    sto u2_x 
 
    rcl sin_phi 
    rcl sin_theta * 
    rcl u2 * 
    sto u2_y 
 
    rcl ion_vx_mm    ; multiply the direction vector times u2 and add to  
    rcl u2_x +   ; current velocity 
    sto ion_vx_mm  
    rcl ion_vy_mm 
    rcl u2_y + 
    sto ion_vy_mm 
    rcl ion_vz_mm 
    rcl u2_z + 
    sto ion_vz_mm 
 
 
 
 
 

SIMION Geometry Files 
 
============================================================================================= 
pa_define(76,76,788,p,xy)    ; 28x, 28y, 299z 3D Planar xy mirrored 
 
; scaled for 0.3 mm/grid unit 
; r0 = 282  rrod = 100  based on r = .35 r0 
;ion funnel 
e(1)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,0,76,76,4)} 
   notin{circle(0,0,8.35)}}  ; except for center hole 
 } 
e(2)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,10,76,76,14)} 
   notin{circle(0,0,13.35)}}  ; except for center hole 
 } 
e(3)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,20,76,76,24)} 
   notin{circle(0,0,18.35)}}  ; except for center hole 
 } 
e(4)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,30,76,76,34)} 
   notin{circle(0,0,23.35)}}  ; except for center hole 
 } 
e(5)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,40,76,76,44)} 
   notin{circle(0,0,28.35)}}  ; except for center hole 
 } 
e(6)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,50,76,76,54)} 
   notin{circle(0,0,33.35)}}  ; except for center hole 
 } 
e(7)      ; electrode number 1 
 {      ; fill ion funnel plate 

Linear_short.prg 
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 fill{within{box3d(0,0,60,76,76,64)} 
   notin{circle(0,0,38.35)}}  ; except for center hole 
 } 
e(8)      ; electrode number 1 
 {      ; fill entrance lens 
 fill{within{box3d(0,0,77,76,76,81)} 
   notin{circle(0,0,10)}}  ; except for center hole 
 } 
;octapole ion guide 
 
e(9)      ; electrode number 2 
 {      ; fill top rod 
 fill{within{circle(0,20,5) box3d(0,0,101,76,76,769)}} 
 } 
 
e(9)      ; electrode number 2 
 {      ; fill right rod 
 fill{within{circle(20,0,5) box3d(0,0,101,76,76,769)}} 
 } 
 
e(10)      ; electrode number 1 
 {      ; fill right rod 
 fill{within{circle(14,14,5) box3d(0,0,101,76,76,769)}} 
 } 
 
;exit lens 
e(11)      ; electrode number 4 
 {      ; fill ion entry plate 
 fill{within{box3d(0,0,778,76,76,788)} 
   notin{circle(0,0,4.2)}}  ; except for center hole 
 } 

 
 
 

 

 
pa_define(76,76,650,p,xy)    ; 28x, 28y, 299z 3D Planar xy mirrored 
 
; scaled for 0.3 mm/grid unit 
; r0 = 4.14  rrod = 4.75  based on r = 1.1468 r0 
;entrance 
e(1)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,0,76,76,6)} 
   notin{circle(0,0,12.5)}}  ; except for center hole 
 } 
;prefilter 
e(2)      ; electrode number 2 
 {      ; fill top rod 
 fill{within{circle(0,29.6,15.8) box3d(0,0,12,76,76,98)}} 
 } 
 
e(3)      ; electrode number 2 
 {      ; fill right rod 
 fill{within{circle(29.6,0,15.8) box3d(0,0,12,76,76,98)}} 
 } 
;mass filter 
e(4)      ; electrode number 2 
 {      ; fill top rod 
 fill{within{circle(0,29.6,15.8) box3d(0,0,100,76,76,550)}} 
 } 
 
e(5)      ; electrode number 2 
 {      ; fill right rod 
 fill{within{circle(29.6,0,15.8) box3d(0,0,100,76,76,550)}} 
 } 
;postfilter 
e(6)      ; electrode number 2 
 {      ; fill top rod 
 fill{within{circle(0,29.6,15.8) box3d(0,0,552,76,76,638)}} 

Octopole.gem: for ion funnel into octopole in FAIMS-Qq 
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 } 
 
e(7)      ; electrode number 2 
 {      ; fill right rod 
 fill{within{circle(29.6,0,15.8) box3d(0,0,552,76,76,638)}} 
 } 
;exit lens 
e(8)      ; electrode number 1 
 {      ; fill ion funnel plate 
 fill{within{box3d(0,0,644,76,76,650)} 
   notin{circle(0,0,12.5)}}  ; except for center hole 
 } 

 
 
 
 

========================================================================================== 
pa_define(399,173,1,cylindrical,y_mirror) 
                        ; 399x, 173y, 1z 2D cylindrical electrostatic array 
  
locate(271)                     ; shift working center to trap center 
    { 
    e(1)                        ;electrode 1 - trap ring electrode 
        {                       ;draw y hyperbola (ring electrode) 
        fill{within{hyperbola(0,0,70.7,100)}} 
        } 
          
locate(-7.6)  
    { 
    e(2)                        ;electrode 2 - left end cap 
        {                       ;draw left end cap x hyperbola 
        fill 
            {                   ; twist hyperbola 90 degrees 
            within{locate(,,,,,90){hyperbola(0,0,100,70.7)}} 
                                ; exclude right half of hyperbola 
            notin{box(0,0,400,400)}  
                                     
            locate(-271)        ; shift back to left edge 
                {               ; create interior of left end cap 
                                
                } 
            } 
        } 
 }      
  
locate(7.6)  
    { 
    e(3)                        ;electrode 3 - right end cap 
        {                       ;draw right end cap x hyperbola 
        fill 
            {                   ; twist hyperbola 90 degrees 
            within{locate(,,,,,90){hyperbola(0,0,100,70.7)}} 
                                ; exclude left half of hyperbola 
            notin{box(-400,0,0,400)}  
                                      
            locate(-271)        ; shift back to left edge 
                {               ; remove interior of right endcap 
                 
                } 
            } 
        fill 
             { 
             locate(-271)       ; shift back to left edge 
                { 
                within{box2d(397,0,399,14)} 
                } 
           } 
        } 
    } 
    } 

Quad.gem:  Quadrupole mass filter with lenses and pre/post filters 
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======================================================================================== 
pa_define(152,40,1,c,y,e)       ; Create a 152x, 40y, 1z  2D 
                                ; cylindrical electrostatic array 
                                  
e(1)                            ; fast adjust electrode (1) of one volt 
    {                           ; left edge blocking electrode 
    locate(0)                   ; locate electrode at x = 0 
        { 
        fill{within{box(0,0,1,200)}} 
        } 
    } 
                                  
e(2)                            ; fast adjust electrode (2) of two volts 
    {                           ; left grid electrode 
    locate(19)                  ; locate grid at x = 19 
        { 
        fill{within{box(0,0,0,200)}} 
        } 
    } 
                                  
e(3)                            ; fast adjust electrode (3) of three volts 
    {                           ; right grid electrode 
    locate(51)                  ; locate grid at x = 51 
        { 
        fill{within{box(0,0,0,200)}} 
        } 
                                ; right edge detector electrode 
    locate(150)                 ; locate electrode at x = 0 
        { 
        fill{within{box(0,0,1,200)}} 
        } 
    } 

 
 
                 
 

======================================================================================== 

 

 

 

 

 

 

 

 

Stretch2.gem:  Geometry file used for all QITMS programs 

Linear.gem:  One geometry for TOF kinetic energy release studies 
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APPENDIX C: DIAGRAMS OF ELECTRONIC 

CIRCUITRY 
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±200 V Supply:  From TSQ70 Schematics 

High Voltage Gate:  SN74L2123N, SN74AC04, SN7400, IRFU1N60A, 

PVI1050 
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General Circuit Drawing for Dispersion Voltage Generator. 
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CV circuit with optical isolation: PS2501A-1-A-ND 
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APPENDIX D TIPS ON OPERATION OF IR-TRAP 

AND TSQ 700 
 

Electron Ionization  
Source V 10  
Filament Off. -60  
Filament V 5  
Filament A 5  
Einzel Lens   
1st -20  
2nd -200  
3rd -20  

IR-Trap ESI  
Front Cap -1010 
Exit Cap 200 
Tube Lens 400 
Skimmer 30 
Octopole 
Offset 20 
Exit Lens -20 
1st Einzel -120 
2nd Einzel -300 

Start Mass 
              
60-150 

Qq ESI  
ESI 1640 
Entrance 283 
Deflector 354 
IF+ 167 
IF- grounded 
SK1 18.8 
SK2 18.3 
IF2 0.43 
OctoEntrance 6.8 
OctoDC 6.9 
OctoExit 3.4 
OctoRF 1050 Vpp 
ExtrelEntrance -10 
ExtrelDC 0 
ExtrelExit -30 
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Pre/Post DC 
-30 to -
100 

StoreEntrance -30 
StoreDC 0 
StoreExit -80 
StoreRF   600 Vpp 
Exit2 -120 
Exit3 -80 
Dynode -6000 
Multiplier -2000 
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APPENDIX E MECHANICAL DRAWINGS 

A note about the Mechanical drawings that follow:  These are mostly to get an idea 

about how pieces fit together and general sizes.  For the files actually sent to the machine 

shops, the reader should find the Phil folder in the Glish space. 

IR-Trap 2
nd

 Stage Holder  
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First Stage Shield for IR-Trap 
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Cryostat Flange Extension for IR-Trap 
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IR-Trap Source with 

Modifications for 

Bruker Capillaries: 
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Ion Source of FAIMS-Qq 
instrument (above) and 
interface between octopole and 
main pressure region 
(right)…most of the instrument 
has been displayed in Chapter 
8, but these are close-ups that 
were not included.  On the right 
figure, 1 is octopole exit lens, 3 
is PEEK spacer, 2 is Extrel 
quad holder, and  4 is interface 
between octopole and low 
pressure regions.  2 is welded 

onto 4. 
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Gas tight Quadrupole Collision Cell for FAIMS-Qq.  There are 
spaces for two lenses after Extrel quadrupole on left, and 3 lenses 

after collision cell on right side 
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Idea to make an AP-MALDI adaptor for FAIMS 


