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ABSTRACT 

 

Tyler Chase Motley: Control of Lateral Electron Transfer between Compounds Anchored to 

Semiconductor Interfaces 

(Under the direction of Gerald J. Meyer) 

 

 The need for a clean and renewable energy source is paramount to long term global 

economic and energy security and is the motivation for this work. The sun is one of the largest 

sources of renewable energy available. Dye-sensitized solar and photoelectrochemical cells 

that capture solar energy and convert it to either electricity or solar fuels provide an opportunity 

to investigate the relevant, molecular, reaction chemistry in such devices. One electron transfer 

pathway in both devices is lateral electron transfer between compounds anchored to the 

interface of the metal oxide films. The focus of this dissertation is to understand how structural 

changes to these compounds influence lateral electron transfer rates. The basic operating 

principles of dye-sensitized technologies and the relevant background to lateral electron 

transfer kinetics are given in Chapter 1. 

 Chapters 2-4 explore the effect of molecular structure on lateral electron transfer 

kinetics. In Chapters 2 and 3, the effect of 4 and 4′ substituents are examined using a series of 

compounds of the type [Ru(R2bpy)2(bpy’)]2+, where R2bpy was a 4,4′-substituted-2,2′-

bipyridine and bpy’ was a 2,2′-bipyrdine with either carboxylic or phosphonic acid binding 

groups at the 4 and 4′ positions. These studies reveal that the steric bulk is the dominant factor 

controlling the measured self-exchange rate constants. In Chapter 4, four compounds with two 

redox active groups, a bis(tridentate) cyclometalated RuII metal center and a substituted-
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triphenylamine donor connected by a thiophene bridge, are anchored to the TiO2 interface and 

lateral intermolecular electron transfer is studied. This study shows that the intramolecular 

electronic coupling influences lateral charge transport rates.  

Other processes relevant to dye-sensitized technologies are also explored. Thermal, 

bimolecular electron transfer between CoII and RuIII polypyridyl compounds that follows 

Marcus-inverted behavior is observed in acetonitrile and is the focus of Chapter 5. In Chapter 

6, the photophysical properties and excited-state decay pathways are explored for a series of 

tris(bidentate) cyclometalated RuII chromophores which have emerged as a promising new 

paradigm for chromophore design in dye-sensitized solar cells. Temperature-dependent 

photoluminescence studies indicate that the dissociative ligand field states are not accessible 

at temperature, and that these compounds are photostable. 
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CHAPTER 1: Strategies for Solar Energy Conversion and Storage and the Role of 

Lateral Charge Transport 
 

1.1 Energy Supply and Demand: A Precarious Balancing Act 

1.1.1 Current Energy Trends: The Case against Fossil Fuels 

The total energy consumption in 2015 was ~160 petawatt hours (1 petawatt hour, PWh 

= 1012 kilowatt hours) with ~85% coming from nonrenewable energy sources (coal, oil, and 

natural gas).1,2 At the present rate of energy consumption, the proven global fossil fuel reserves 

are expected to fulfill the global energy needs for only another 40 years, and continued 

extraction using new techniques, such as hydraulic fracturing and horizontal drilling, could 

continue to satisfy demand well into the current millennium.2 However, this estimate does not 

account for the projected rise in energy consumption with conservative estimates predicting 

that consumption will reach 216 PWh by 2040.1 One of the primary driving forces for this 

increase in energy demand is the growing global population that is expected to reach 9.8 billion 

by 2050, a significant increase over the 7.6 billion reported in mid-2017.1,3 Further adding to 

the rising demand is the continued growth of emerging economies and the rise of the global 

standards of living.4,5 The limited fossil fuel resources and their geographical location has the 

potential to lead to political and economic instability in the coming decades as evidenced by 

the US oil crises in the 1970s and 2000s.6-8 Therefore, alternatives to the current energy mix 

will be necessary as fossil fuel resources become scarce, and economic and political security 

become increasingly more tenuous. 

An inescapable consequence of fossil fuel extraction and use is the deleterious effects 
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on the environment and climate. The extraction of fossil fuels through surface and traditional 

mining, hydraulic fracturing, and drilling has been linked to local instances of higher stream- 

and groundwater contaminants and higher air particulate concentrations in the surrounding 

areas.9,10 These higher pollutant concentrations have been linked to increased risk of disease 

and illness among the local communities and damage to the local ecosystems.10-12 The burning 

of fossil fuels, such as coal, releases particulates into the air that affect local air quality.13 In 

Beijing and many parts of China, the industrial use of coal has caused such poor air quality 

that the World Health Organization (WHO) has attributed air pollution as one of the leading 

causes of premature death in the region.14 In recent decades, several high-profile fossil fuel 

releases have highlighted the potential short-term and long-term adverse ecological and health 

effects: the Exxon Valdez oil spill in 1989 off the Alaskan coast,15 the Deep Horizon oil spill 

in 2010 off the Gulf Coast,16 and the Aliso Canyon gas leak in 2015-2016 in the greater Los 

Angeles metropolitan area to name a few.17 

A more insidious problem with the extraction and use of fossil fuels is the release of 

greenhouse gasses with the most prominent being carbon dioxide (CO2). In fact, the possible 

consequences of high CO2 concentrations have been recognized since the late 1890s.18 

Greenhouse gasses absorb the low, infrared energy photons emitted by the earth and radiates 

this energy back towards the surface which results in higher temperatures.19,20 Low 

concentrations of greenhouse gasses are necessary to sustain life on earth.20 Since the 

beginning of the Industrial Revolution, starting around 1800, the use of fossil fuels has 

increased dramatically resulting in a large release of many greenhouse gasses.21 Pre-

anthropogenic atmospheric CO2 concentrations remained nearly constant between 150 and 300 

ppm for over 400,000 years according to the Vostok and Law Dome ice core data extracted 
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from Antarctica.22,23 However, atmospheric CO2 concentrations from the burning of fossil fuels 

and changing land-use practices has caused a surge from pre-anthropogenic levels to over 400 

ppm in 2016 due to prolific fossil fuel use, Figure 1.1.19,21,22,24 During the same timeframe, 

global temperatures have risen by about 2 °C and climate patterns have begun to shift 

drastically.19 The coincidence of rising greenhouse gas concentrations and atmospheric 

temperatures has caused many within the scientific community to implicate anthropogenic 

greenhouse gas release as the cause of these climate changes.  

 

Figure 1.1. Historical average atmospheric CO2 concentrations as measured from the Vostok 

ice core samples in Antarctica (black ■, taken from ref. 23) or from atmospheric samples taken 

at the South Pole (red ●, taken from ref. 24). 

While the extent to which human activity has affected and will continue to affect 

naturally occurring climate fluctuations is contentious in the public sphere, there are numerous 

observations that are agreed upon by the scientific community that should raise concern over 

the next several decades. First, weather patterns are becoming more extreme with the frequency 

and intensity of localized areas of draught and heavy precipitation events rising.19,21 The 
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changing weather pattern coupled with warmer global temperatures has the potential to 

negatively impact agricultural food production and alter local ecosystems, potentially 

irreversibly.19,25,26 Second, rising CO2 concentrations in the oceans have resulted in a decrease 

in ocean pH which threatens many marine ecosystems some of which are the sole food source 

for nearby coastal communities.19,21 Third, the melting of the polar ice caps and glaciers has 

led to a rise in sea levels which is resulting in more frequent coastal flooding and the loss of 

habitable lands.19,21 These three observations point to an increased risk of food shortages and 

the displacement of many communities in the coming years. Therefore, the need for an 

alternative, cleaner energy source is apparent and desired. 

1.1.2 A Brighter Tomorrow: The Case for Solar Energy 

The radiant energy from the sun represents one of the largest sources of green, 

renewable energy available on Earth. The amount of energy striking the surface of the earth 

(5.10×1014 m2) in 1 h at a typical solar irradiance (~300 W/m2) is 154 PWh.27,28 Therefore, in 

a little over an hour, the global energy demand for the entire year of 2015 could be satisfied.29,30 

Even capturing roughly 10% of the energy that irradiates the earth in a given day, assuming 12 

h of sunlight, would meet the entire global demand for a year. Even though the sun’s ability to 

power the globe has been recognized as early as 1912, the amount of energy extracted 

artificially by photovoltaics is small.31 As of 2015, roughly 1.25% of the total electricity 

produced was from solar energy with this number projected to increase to 2.5% by 2040.1 

There are three main strategies that are available to capture solar energy and convert it to 

electricity: solar-to-thermal, solar-to-electricity, or solar-to-fuel conversions.32  

Solar-to-thermal energy conversion, first commercialized in the 1980s, is accomplished 

using large solar concentrators (mirrors) to focus direct sunlight onto a receiver.33 Sunlight is 

absorbed by the receiver and is converted to thermal energy which is used to drive heat engines. 
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Through the Carnot cycle, thermal energy is converted to mechanical energy which in turn 

drives a turbine to produce electrical power. The maximum theoretical solar-to-thermal energy 

conversion efficiency is ~85%, though limits to maximum operating temperatures and 

materials performance have resulted in typical peak efficiency for these systems of only 15-

20%.33 Another downside to this conversion method is that solar-to-thermal energy conversion 

plants require large areas of land in locations that experience high average solar irradiation to 

collect the diffuse solar light and to be cost effective.33 

Direct conversion of solar energy to electricity has been the dominant conversion 

strategy used to capture solar energy through the use of photovoltaic, semiconductor materials, 

such as silicon.32,34 While photovoltaic materials have been known since the 1800s, 

commercial use of solar cells was not realized until the late 1950s, with the semiconductor of 

choice being crystalline silicon.35 These materials have electronic bandgaps that are well-tuned 

to harvest solar photons to generate electricity. While the efficiency of single-junction silicon 

solar cells is approaching 23% (theoretical maximum under solar irradiation = 33%), the price 

to manufacture these materials at the high purity required has historically been a barrier to their 

widespread implementation.35-37 The high cost has driven many to research other next 

generation technologies such as dye-sensitized solar cells, organic solar cells, perovskite 

photovoltaics, and quantum dot solar cells.29,32,38,39 However, recent improvements to the 

manufacturing techniques has dramatically reduced the costs of silicon-based solar cells 

leading to devices that are more affordable and competitive with established energy sources.40 

Thus, silicon solar cells are finding more widespread implementation in both the residential 

and commercial markets.40 Like many solar-to-thermal conversion methods, solar-to-

electricity technologies require direct sunlight to efficiently produce electricity. Therefore, the 
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implementation of photovoltaic technologies is limited to regions with abundant sunshine. 

Even in such locations, energy conversion will be limited by weather conditions and the diurnal 

cycle of the sun. 

 

Figure 1.2. Net load reported by the California Independent System Operator (CA ISO) on the 

California electrical grid for March 31st of the specified years. The increasing contribution of 

photovoltaic solar energy production is decreasing the afternoon demand as indicated by the 

black arrow.44 

An unintended consequence of the increasing adoption of solar cell technologies in the 

short term is the risk placed on the existing national electrical grid.41-43 Power plants adjust 

power production to match demand. There are two peak usage periods, a small one in the 

morning and a large one in the early evening. During the middle of the day and late at night, 

power plants ramp down the power production as less is needed. However, the peak solar 

irradiance occurs during the afternoon when demand is low. Therefore, the influx of electricity 

produced by solar devices during this period further reduces midday demand as seen in Figure 

1.2. Thus, rapid ramp-downs and ramp-ups of energy production are necessary for power 

companies to maintain profits. Current fossil fuel power plants and the national electrical grid 

were not designed for rapid changes in production and are at risk of being damaged in the 
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short-term and failing in the long-term.41-43 Therefore, efficient methods to store solar energy 

for later use are critical for the widespread implementation of solar energy technologies. 

The final method for solar energy collection is solar-to-fuel production where solar 

energy is stored in chemical bonds, sometimes referred to as artificial photosynthesis. 

Chemical bonds represent one of the most energy-dense ways to store solar energy.4 Plants and 

some bacteria have evolved over millions of years to capture solar energy and use it to form 

carbohydrates, eq 1.1.45 Known as photosynthesis, this process is only 1-4% efficient and the 

cascade of energy and electron transfer reactions required are complex with the formation of 

carbohydrates requiring a significant free energy input.45,46 Indeed, many of the target solar-

fuel generating reactions for artificial photosynthesis (i.e. CO2 reduction, N2 reduction, H2 

generation) are multielectron process which are difficult chemical transformations.45 The first 

artificial generation of solar fuel was by Honda and Fujishima in 1972 where direct bandgap 

excitation of titanium dioxide films (TiO2) oxidized H2O to O2 with proton reduction occurring 

at a platinum counter electrode, a process that requires 1.23 V vs the normal hydrogen electrode 

(NHE) of energy at pH 0. An external bias or pH gradient was needed to carry out the 

complimentary proton reduction at the platinum counter electrode meaning this was not a 

100% photodriven process.45,47 Since the Fujishima and Honda discovery, artificial 

photosynthesis has been explored with a wide range of materials and catalysts to drive artificial 

photosynthesis with some strategies reaching efficiencies of 10%.45 However, artificial 

photosynthesis remains a significant challenge in the solar energy conversion  field with 

catalyst degradation and long-term device stability being the primary issues.45 More research 

is necessary to optimize light absorption, charge transport, and catalysis to design cost-

effective, long-lasting, competitive systems. 
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6𝐶𝑂2 + 6𝐻2𝑂 
𝑙𝑖𝑔ℎ𝑡
→    𝐶6𝐻12𝑂6 + 6𝑂2  (1.1) 

Molecular approaches to capturing, converting, and storing solar energy have been an 

active area of research for the last 50 years.48-50 Two solar cell devices that have been at the 

heart of this research in recent years are the dye-sensitized solar cell, which converts photons 

to electricity, and the dye-sensitized photoelectrochemical cell, which converts solar energy 

into fuels.45,51,52 The discussion that follows will focus on these two approaches and the 

relevant fundamental processes involved. 

1.2 The Photophysics of RuII Polypyridyl Compounds 

Dye-sensitized solar and photoelectrochemical cells often utilize molecular 

chromophores to capture the sun’s energy. Therefore, an understanding of the photophysical 

and electrochemical properties of the chosen chromophore is critical when discussing such 

technologies. The most widely used chromophore in dye-sensitized solar cells are those based 

on the RuII polypyridyl compounds.30,51 This class of compounds is arguably one of the most 

well studied due to their stability, the tunability of the photophysical and electrochemical 

properties, and their synthetic ease. Owing to these properties, RuII polypyridyl compounds 

have found use in a wide range of applications from energy harvesting,30,53 

photocatalysis,45,54,55 chemical sensing,56 and photodynamic therapy57,58 to name a few. The 

prototypical compound for this class of chromophore is [Ru(bpy)3](PF6)2,
 where bpy is 2,2′-

bipyridine and PF6
- is the hexafluorophosphate anion, and the following discussion will be 

based upon it; however, the principles discussed below can easily be extended to other 

chromophores. 

A simple molecular orbital diagram for [Ru(bpy)3]
2+ in a pseudo-octahedral (Oh) 

geometry is shown in Figure 1.3A. RuII is a second-row transition metal ion with a d6 electronic 
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configuration. The five degenerate d orbitals of the free metal ion interact with the bipyridine 

ligands in two ways. First, σ-bonding interactions with the nitrogen lone pairs result in the 

destabilization of the RuII dx2-y2 and dz2 orbitals (dσ* collectively) to energies higher than the 

π* orbitals in the final molecule. Second, RuII undergoes π-backbonding interactions with the 

π* orbitals of the bipyridine rings resulting in the stabilization of the dxy, dyz, and dxz orbitals 

(dπ collectively). The ligand field splitting between the two sets of d orbitals is further 

enhanced by the diffuse nature of the 4d orbitals resulting in better overlap with those on the 

bipyridine. This large ligand field splitting and its d6 electronic configuration are responsible 

for the stability of these compounds.  

 

Figure 1.3. (A) A simple molecular orbital diagram for [Ru(bpy)3](PF6)2 in a pseudo-

octahedral (Oh) geometry. In this diagram, the gray orbital sets indicate orbitals that are 

predominantly located on the 2,2′-bipyridine ligands and the black orbital sets indicate those 

that are primarily Ru-based. Some of the resulting molecular orbitals are omitted for clarity. 

Also depicted, are the common electronic transitions that are observed in the UV-visible 

electronic spectrum. (B) UV-visible electronic and the normalized photoluminescence spectra 

of [Ru(bpy)3](PF6)2 acquired at room temperature in neat acetonitrile.  

The molecular orbital diagram in Figure 1.3A also reveals the parentage and 

localization of the frontier orbitals which govern the photophysical and electrochemical 

properties. The highest-occupied molecular orbital (HOMO) is localized primarily on the RuII 

metal center and the lowest-unoccupied molecular orbital (LUMO) is a bipyridine ligand-based 
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π* orbital. Electrochemical techniques, the most common of which is cyclic voltammetry, have 

been used to measure the energy of these orbitals. In the case of [Ru(bpy)3](PF6)2 in 0.1 M 

LiClO4 solutions in acetonitrile, the first metal-based oxidation and ligand-centered reduction, 

E°(Ru3+/2+) and E°(Ru2+/+), have been reported to be 1.51 and -1.07 V vs NHE.59 The energy 

of these orbitals can readily be tuned by substituting a bipyridine ligand with non-

chromophoric ligand, such as CN- or SCN-, or by placing substituents onto the bipyridine rings 

themselves.  

The HOMO-LUMO energy gap represents the lowest energy electronic transition that 

for [Ru(bpy)3]
2+ is a metal-to-ligand charge transfer (MLCT).55,60 As implied by the Figure 

1.3A, excitation of this transition promotes an electron from the RuII metal center to one of the 

bipyridine ligands. Figure 1.3B shows the UV-visible electronic spectra for [Ru(bpy)3](PF6)2 

in acetonitrile with a MLCT absorption band centered at 450 nm.60-65 MLCT transitions are 

spin and symmetry allowed with molar absorptivity coefficients on the order of 10,000 to 

20,000 M-1cm-1.60-65  

Also evident in the electronic spectra is the existence of higher energy transitions. The 

small absorption feature near 350 nm has been assigned to the dπ to dσ* (ligand field or metal-

centered) transition and is both Laporte and spin forbidden consistent with the small molar 

extinction coefficients on the order of 10 to 100 M-1cm-1; however, this assignment has been 

the subject of much debate.60 Population of these dσ* orbitals results in photo-induced ligand 

loss due to the fact that these orbitals are anti-bonding in nature with respect to the Ru-N 

bond.60,63,65,66 The intense transitions above 300 nm arises from the allowed intraligand π to π* 

transitions that occur with large extinction coefficients.60 For [Ru(bpy)3](PF6)2, excitation into 

the MLCT band at room temperature results in a broad, featureless photoluminescence spectra 
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with maximum that occur between 600 and 700 nm, a substantial Stokes-like shift from the 

initial excitation.60,63,65,66 In acetonitrile, the photoluminescence maximum occurs at 620 nm 

(red spectrum, Figure 1.3B).67,68 

 

Figure 1.4. A Jablonski-type diagram for the [Ru(bpy)3](PF6)2 in acetonitrile. The 1GS is 

referenced to the E°(RuIII/II) of the compound. The energy of the 1MLCT and 3MLCT states 

were determined from the energy of the peak in the UV-visible and photoluminescence spectra, 

respectively. The illustrated LF and fourth 3MLCT energies are the activation energies for 

crossing from the 3MLCT state. Intersystem crossing is abbreviated as ISC. 

The Jablonski-type diagram in Figure 1.4 depicts the time evolution of the excited state 

after photoexcitation until its return to the ground state. Initial photoexcitation of the 

[Ru(bpy)3](PF6)2 yields a 1MLCT excited state.55,65 This state is incredibly short-lived and 

quickly undergoes intersystem crossing (≤ 300 fs) and vibrational relaxation (ps) to form the 

3MLCT excited state.55,65,69-71 It is important to note that the spin-orbit coupling in these 

compounds means that the spin quantum number is a poor descriptor of the excited states; 

however, the formalism is well established in the field and is still useful when discussing the 

nature of photophysical properties.55,71-73 In accordance with Kasha’s rule, the relaxation to the 

ground state occurs from the 3MLCT excited state by radiative, kr, and nonradiative, knr, 
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pathways. The 3MLCT excited-state lifetime for [Ru(bpy)3](PF6)2 in acetonitrile has been 

reported to be 855 ns and is consistent with the 100 ns to 10 μs lifetimes typically reported for 

RuII polypyridyl compounds.74-76 These two decay pathways occur in kinetic competition with 

one another, and the quantum yield for photoluminescence, Φ, is described by equations 1.2 

and 1.3 and reports on the number of photons emitted by the chromophore relative to those 

absorbed.55,77 The reported Φ for [Ru(bpy)3](PF6)2 in acetonitrile is 0.095.78 From these 

equations, kr and knr have been found to be on the order 104 s-1 and 106 s-1.68 

𝛷 =
𝑘𝑟

𝑘0
 (1.2) 

𝑘0 = 𝑘𝑟 + 𝑘𝑛𝑟 (1.3) 

At room temperature, excited-state decay from the 3MLCT appears to occur from one 

state. However, Crosby and co-workers have shown through temperature-dependent, time-

resolved photoluminescence studies that the 3MLCT state observed at 298 K actually consists 

of at least three closely-spaced 3MLCT states with varying degrees of singlet 

character.61,62,73,79,80 Above 120 K, these three states are at thermal equilibrium and the 

ensemble is referred to as the thermally-equilibrated excited state, or “thexi” state.61,62,73,79,80 

Furthermore, the excited-state lifetime of [Ru(bpy)3](PF6)2 displays an additional, strong 

temperature dependence that has been attributed to activated crossing from the 3MLCT state 

to the ligand field (LF) excited state with activation barriers approaching 500 mV 

(4000 cm-1).58,63,81 Population of the LF states have been shown to lead to photo-induced ligand 

loss and provide additional nonradiative pathways for excited-state relaxation (krxn and knr″, 

Figure 1.4).  

In the case of other RuII polypyridyl compounds, a weak temperature dependence of 

the excited-state lifetime is observed that is not sufficiently described by models that only 
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include the thermally-equilibrated 3MLCT and LF excited states leading many to invoke the 

existence of another 3MLCT-like state often referred to as a fourth 3MLCT. 60,67,74,82-84 Barriers 

for activated crossing into this state have been found to lie between 75 and 125 mV (400 to 

1000 cm-1), and population of this state also enhances excited-state relaxation (knr′, Figure 

1.4).60,67,84 These observations have been successfully extended to cyclometalated 

tris(bidentate) Ru(II) polypyridyl compounds and Os(II) polypyridyl compounds.68,84 

When using molecular chromophores to drive photochemical reactions, it is critical to 

consider the excited-state oxidation, E°(Ru3+/2+*), and reduction, E°(Ru2+*/+), potentials. The 

choice of chromophore is important as it should be a potent enough photoreductant or 

photooxidant to transfer an electron to, or receive an electron from, the desired substrate. With 

the experimentally measured E°(Ru3+/2+), E°(Ru2+/+), and the Gibbs free energy stored in the 

excited state, ΔGES, the excited-state reduction potentials can be calculated using equations 1.4 

and 1.5.30,85,86 The magnitude of ΔGES is typically determined by performing a Franck-Condon 

lineshape analysis of the steady-state photoluminescence spectrum of the chromophore or 

through a linear extrapolation of the high-energy side of the photoluminescence band to the 

baseline.55,87 

𝐸°(𝑅𝑢3+ 2+∗⁄ ) =  𝐸°(𝑅𝑢3+ 2+⁄ ) − ∆𝐺𝐸𝑆  (1.4) 

𝐸°(𝑅𝑢2+∗ +⁄ ) =  𝐸°(𝑅𝑢2+ +⁄ ) + ∆𝐺𝐸𝑆  (1.5) 

Chapter 6 will explore the excited-state properties and photophysics of cyclometalated 

bis(tridentate) RuII compounds which have emerged as a promising new chromophore for 

application within dye-sensitized solar cells. 
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1.3 Dye-Sensitized Technologies 

1.3.1 Dye-Sensitized Solar Cells 

 

Figure 1.5. The standard solar irradiance (AM 1.5 Standard88) measured on the surface of the 

Earth. The total area under the curve represents the amount of power per unit area that strikes 

the surface. The gray shaded box and the diagonal-filled box represents the photons with the 

appropriate energy for bandgap excitation of silicon and anatase TiO2, respectively.  

The most ubiquitous semiconductor used for solar cells is silicon. In fact, silicon is the 

semiconductor of choice for single-junction solar cells and has dominated the photovoltaic 

industry for decades.32,34,51 Silicon possess a bandgap of ~1.1 eV allowing it to absorb a wide 

portion of the AM1.5 solar spectrum, shown in Figure 1.5.88 The advantage of a small bandgap 

is that it allows for a large fraction of the solar photons to be absorbed which enhances the 

photocurrents. However, the photons with energy greater than 1.1 eV will lose the excess 

energy as heat when the excited state thermalizes to the band edge energy.37 One strategy to 

overcome these thermalization losses and increase photovoltages, and thus power output, is to 

use a semiconductor material with a wide bandgap, like anatase TiO2 which has a bandgap of 

3.2 eV, at the expense of capturing lower energy photons.89 Thus, TiO2 is only capable of 
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absorbing the UV region of the solar spectrum which only represents a small fraction of the 

light emitted from the sun resulting in small photocurrents, Figure 1.5.30,38 

An ingenious solution which allowed for the use of the inexpensive TiO2 

semiconductor was to sensitize it to visible light using surface-bound chromophores. This 

allowed TiO2 to absorb a larger portion of the solar spectrum, which increased the 

photocurrents, while still allowing for the possibility of having large photovoltages.89-92 If the 

device was designed to convert solar energy directly to electricity, these devices are known as 

dye-sensitized solar cells (DSSCs).51 On the other hand, if the captured energy is used to form 

solar fuels, these devices are known as dye-sensitized photoelectrochemical cells (DSPECs).45 

This approach to capturing solar energy benefits from the fact that the roles of light absorption 

and charge carrier transport, traditionally fulfilled by only the semiconductor, has been 

separated allowing for each to be optimized independently.51,52,91,93 

Dye-sensitized solar cells emerged in the early 1990s as a promising next-generation 

solar cell that had the potential to undercut the high price of traditional silicon solar cells.91 

The key breakthrough that propelled DSSCs to prominence was the incorporation of high-

surface area semiconducting substrates that allowed for higher chromophore concentrations 

and led to a 1000-fold enhancement of their light absorbing capabilities and enhancing short-

circuit currents. Since this breakthrough, advancements in materials, chromophores, and 

device design have led to verified power conversion efficiencies that have reached 12% with 

some published reaching as high as 14%.30,51,94-97 

As stated to in Section 1.1.2, the cost of silicon-based solar cells has fallen due to 

advances in manufacturing leading some to question the benefit of continued research into 

DSSCs.40 However, DSSCs possess the ability to operate efficiently under diffuse light 
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conditions something that traditional solar cells cannot do efficiently. Indeed, many researchers 

have pursued niche applications for DSSCs such as indoor light-reclamation that was recently 

reported to have a 32% efficiency.98,99 Note that this efficiency was calculated based on the 

power density of the chosen light source and not under solar irradiation. 

 

Figure 1.6. A schematic representation of an n-type DSSC using a generic RuII polypyridyl 

chromophore (Ru) and redox mediator (R). The favorable processes in the DSSC, in order, are 

(1) photoexcitation, (2) electron injection into the conduction band of TiO2, (3) movement 

through the external circuit to perform work, (4) reduction of the redox mediator, (5) 

regeneration of the oxidized Ru sensitizer. Nonproductive pathways include (A) excited-state 

relaxation, (B) back-electron transfer, and (C) charge recombination all of which result in a 

loss of device efficiency. 

  A schematic and energetic diagram of a generic n-type DSSC is given in Figure 1.6. In 

a typical DSSC, a chromophore is anchored to the surface of a mesoporous, nanocrystalline 

TiO2 thin film which is deposited onto a transparent conductive oxide current collector, 
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typically fluorine-doped tin oxide (FTO).30,51,92 The energy conversion process is initiated 

when the surface-bound chromophore absorbs an incident solar photon to form an excited state 

(step 1).30,51,92 Assuming that the E°(Ru3+/2+*) is of the appropriate energy, the excited 

chromophore injects an electron into the acceptor states of TiO2 yielding an oxidized 

chromophore in a process known as electron injection (step 2).30,51,92 After injection, the 

electron in TiO2 diffuses through the film until it reaches the FTO, where it enters an external 

circuit to perform work (step 3) after which, it is transported to the platinum counter electrode 

where it reduces the redox mediator (step 4).30,51,92 The reduced redox mediator, R0, diffuses 

through the liquid electrolyte to the oxidized chromophore where it undergoes a final electron 

transfer to yield R+ and reset the entire cycle in a process known as regeneration (step 5).30,51,92 

Additionally, the oxidizing equivalent, or hole, that remains on the chromophore after electron 

injection can transfer to neighboring chromophores on the surface in a process known as lateral 

electron transfer (not shown).100,101 Since the starting and end points are the same, no net 

chemistry occurs. 

There are a few unwanted electron transfer processes that occur in competition with 

those described above.30,51,92,102 First, the excited state can undergo relaxation through radiative 

and nonradiative pathways before electron injection can occur resulting in the ground-state 

chromophore (step A). Additionally, the injected electron can undergo interfacial electron 

transfer with the oxidized chromophore on the surface or the oxidized redox mediator in 

solution before moving through the external circuit in processes called back-electron transfer 

(step B) and charge recombination (step C), respectively. All these processes reduce the overall 

short-circuit current of the device, and thus the power conversion efficiency.30,51,102 In the case 

of some chromophores, the energy of the absorbed photon is sufficient induce unwanted 
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photochemistry leading to degradation of the adsorbed chromophore and a decrease in the cell 

performance.30,67  

Therefore, the optimization of the DSSC performance relies on a kinetic balancing act 

between the wanted and unwanted electron transfer pathways. Most of the research over the 

last 30 years have sought to optimize device performance through the choice of semiconductor, 

chromophore, redox mediator, and electrolyte composition. The research towards this end has 

been reviewed extensively.30,51,95-97 

1.3.2 Dye-Sensitized Photoelectrochemical Cells 

The dye-sensitized photoelectrochemical cell (DSPEC) seeks to address the challenge 

of solar energy storage by converting solar energy directly to fuels and/or value-added 

chemicals.45,103 It was recognized in the 1990s that the oxidizing equivalent generated after 

excited-state electron injection could be used for to drive chemical reactions.104 In a DSSC, the 

typical redox mediator of choice is I-/I3
-.30,51,102 However, if a catalyst is co-adsorbed with the 

chromophore and the redox mediator is replaced with a suitable substrate, the turnover of the 

catalyst could be used to regenerate the oxidized chromophore for further light absorption.  

The first reported DSPEC was by Meyer and co-workers in 1999 where a Ru water 

oxidation catalyst was covalently linked to a RuII polypyridyl chromophore.104 In this study, 

they demonstrated that these chromophore-catalyst assemblies on the surface of 

nanocrystalline, mesoporous TiO2 thin films could dehydrogenate 2-propanol to form acetone 

and hydrogen, which is a nonspontaneous by 0.88 V vs NHE. The absorption of photons 

provided the energy necessary to carry out this reaction and was a proof-of-concept model for 

DSPECs. Since this report, numerous device designs, using n-type and p-type semiconductors 

for oxidation and reduction reactions, respectively, and chromophore-catalyst assemblies 

probing the best methods to link the chromophore and the catalyst have been explored. 
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Figure 1.7. A schematic of an n-type DSPEC with a generic RuII polypyridyl chromophore 

(Ru) and water-oxidation catalyst (WOC). Like a DSSC, the first three productive steps are (1) 

photoexcitation, (2) electron injection into the conduction band of TiO2, and (3) movement of 

the electron to the counter-electrode. Next, the oxidized dye undergoes lateral electron transfer 

until an oxidized dye reaches the WOC and is regenerated (4). Once the WOC has been 

oxidized four times, it oxidizes water (5). H2 generation, a two-electron process, occurs at the 

Pt electrode (6). Nonproductive pathways include (A) excited-state relaxation, (B) back-

electron transfer, and (C) charge recombination all of which result in a loss of device 

efficiency. 

 A schematic of an n-type DSPEC is shown in Figure 1.7. Like the DSSC, 

photoexcitation of a surface-bound chromophore results in an excited state that injects an 

electron into TiO2 where its diffuses through the TiO2 to the current collector and through the 

external circuit.4,45,103 However, in DSPECs the oxidized chromophore mediates water 

oxidation with a covalently-linked or co-adsorbed catalyst through a series of lateral self-

exchange electron transfer.45 Four oxidation reactions must occur before the catalyst can carry 
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out the desired catalytic transformation and generate O2 from H2O.45  The electrons from water 

oxidation have been coupled to a counter electrode where they drive other reactions such as 

H2 production or CO2 reduction.4,45 In DSPECs, it is necessary to design chromophores and 

catalysts with the appropriate formal reduction potentials for all the necessary electron transfer 

steps to occur.45,105  

1.4 Lateral Electron Transfer at Semiconductor Interfaces 

Scheme 1.1. Lateral Intermolecular Self-Exchange Electron Transfer across Anatase TiO2 

Nanocrystallites 

 

Lateral electron transfer between molecules at semiconductor interfaces, depicted in 

Scheme 1.1, has received increased attention over the past decade as it is a way to transport 

charge without the loss of Gibbs free energy.101 This lateral electron transfer, sometimes 

referred to “hole-hopping,” has been shown to be a suitable replacement for traditional redox 

mediators in DSSCs resulting in solar cells with large photovoltages.106,107 Additionally, lateral 

electron transfer is crucial in order to shuttle multiple redox equivalents onto a catalyst, such 

as in a DSPEC, to carry out useful chemical transformations.45,108,109 Furthermore, an 

experimentally established link between unwanted back-electron transfer and lateral electron 

transfer kinetics indicates that rapid lateral charge transport increases back-electron transfer 

rates.110-112 Therefore, a detailed understanding of the principles and tunability of lateral 
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electron transfer reactions at the interface is critical to the optimization of dye-sensitized 

technologies.  

1.4.1 Introduction to Marcus Theory 

 Electron transfer reactions represents one of the primary classes of reactions taught in 

a general chemistry course and have been extensively studied since the end of World War II.114-

116 First proposed in the 1950s, Marcus theory of electron transfer was originally derived to 

describe outer-sphere, nonadiabatic (weakly-coupled) electron transfer between molecules in 

solution by a simple harmonic-oscillator model.114,117 However, further developments by 

Marcus and others have extended Marcus theory to encompass a broad range of conditions and 

environments.114,115 Many examples of electron transfer between transition metal compounds 

have been shown to occur via an outer-sphere, nonadiabatic type mechanism, and 

immobilization of these compounds at the semiconductor interface has been shown to push 

electron transfer even farther into the weak-coupling limit.101,114,118-122 Therefore, the 

discussion that follows will focus on thermal, outer-sphere, nonadiabatic electron transfer. 

 Figure 1.8 shows an example of one-dimensional potential energy surfaces for an 

electron transfer between an electron donor, D, and an electron acceptor, A, under the harmonic 

oscillator approximation. One of the key realizations that Marcus had over his contemporaries 

was that prior to electron transfer (i.e. electron jump from the reactant potential energy surface 

to the product), the solvated D and A must reach an intermediate nuclear geometry that is 

isoenergetic between the two surfaces at the crossing in the activated.116,117,123,124 In this model, 

energy is conserved during the electron process as opposed to the models proposed by others. 

The Gibbs free energy of activation for this process, ΔG‡, arises from vibrations within 

activated complex (inner-sphere) and motions of the solvent molecules in the solvation sphere 

around the activated complex (outer-sphere).114,116,122,124 The inner-sphere, I and outer-sphere, 
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O, reorganization energies comprise the total reorganization energy, , which is defined as the 

energy required to move an electron from the reactant potential energy surface the product 

potential energy surface while maintaining the equilibrium geometry of the former. The 

reorganization energy is directly proportional to the ΔG‡. The classical treatment of the 

potential energy surfaces allowed for the geometrical formulation of the classical Marcus 

equation as given in equations 1.6 and 1.7, where ket is the rate of electron transfer, κ is the 

transmission coefficient (probability of crossing between potential energy surfaces), ν is the 

frequency of approaching this barrier, kB is the Boltzmann constant, T is the absolute 

temperature, and ΔG° is the driving force for electron transfer.114,123,124 

𝑘𝑒𝑡 =  𝑒
(
−∆𝐺‡

𝑘𝐵𝑇
)
 (1.6) 

∆𝐺‡ =  


4
(
∆𝐺°


+ 1)

2

 (1.7) 

 

Figure 1.8. One-dimensional potential energy surfaces for the nonadiabatic, self-exchange 

electron transfer between an electron donor, D, and an electron acceptor, A. The reactant 

(black) and product (red) potential surfaces are represented as harmonic oscillators. Depicted 

is the structure of the encounter complex and inner-solvation sphere before, during, and after 

electron transfer. Indicated on the graph is the reorganization energy, , and the Gibbs free 

energy of activation, ΔG‡. 
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For electron transfer in the nonadiabatic regime, the probability of crossing potential 

energy surfaces in the activated complex becomes low and potentially rate limiting.123,125 This 

led Levich to apply Fermi’s golden rule to modify the classical Marcus equation and to treat 

the probability of crossing the potential energy surfaces quantum mechanically resulting in the 

semi-classical Marcus equation, eq 1.8, where HDA is the electronic coupling matrix element 

between electron donor and electron acceptor and ħ is the reduced Planck constant.123,125 

Lateral electron transfer across oxide semiconductor surfaces has been modelled with this 

semi-classical equation.101,126 

𝑘 = (
2𝜋

ħ
) (

|𝐻𝐷𝐴|
2

√4𝜋𝜆𝑘𝐵𝑇
) 𝑒

(
−(∆𝐺°+)2

4𝑘𝐵𝑇
)
 (1.8) 

 

Figure 1.9 One-dimensional potential energy surfaces depicting regimes of electron transfer 

predicted by nonadiabatic Marcus theory: (A) self-exchange electron transfer (Marcus normal) 

(B) Marcus normal region, (C) activationless region, and (D) Marcus inverted region. The 

reactant (black) and product (red) potential energy surfaces are depicted as harmonic 

oscillators. The crossing point for each regime is highlighted to emphasize the change between 

the three regimes. The reorganization energy (blue) and the Gibbs free energy of the reaction 

(green) are also depicted. 

Marcus theory predicts that electron transfer will occur in three different kinetic 

regimes depicted in Figure 1.9.114,115,123 In the Marcus normal region, an increase in the 
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exergonicity of the electron transfer reaction between D and A results in an increase in the rate 

constant as long as -ΔG° < , Figure 1.9A and 1.9B. If the driving force continues to increase 

until -ΔG° = , electron transfer becomes activationless resulting in the maximum electron 

transfer rate constant for the reaction, Figure 1.9C. Counterintuitively, further increases in the 

electron transfer driving force is predicted to decrease electron transfer rate constants, Figure 

1.9D. This occurs when -ΔG° >  due to the nested potential energy surfaces and an increase 

in ΔG‡, and this regime is called the Marcus inverted region. 

The prediction of the Marcus inverted region was quite counterintuitive.123 Prior to this, 

electron transfer rates were known to increase with increasing driving force but inverted kinetic 

behavior was less apparent.127 Validation of Marcus theory ultimately required covalently 

linking the donor and acceptor to overcome diffusion-limited rate constants.123,124 Indeed, in 

the early 1980s, inverted electron transfer behavior was reported.125,128 The seminal paper 

published by Closs and Miller used organic D and A molecules that were tethered at a fixed 

distance from one another using a steroid spacer.125 This steroid tether removed the need for 

diffusion to bring the D and A molecules together which overcame the diffusion-limited 

kinetics previously observed. Through pulse radiolysis, they were able to generate the D●- and 

then spectroscopically quantified kinetics for the electron transfer from D●- to A. The observed 

rate constants spanned 4 orders of magnitude and decreased unambiguously with increasing 

exergonicity. 

Since the Closs-Miller experiments, numerous examples of inverted-region electron 

transfer have been shown for tethered or pre-associated D and A systems.129-134 However, more 

elusive are examples of thermal, bimolecular electron transfer in the Marcus inverted region. 

The few examples that do exist use photoexcitation of a D molecule and subsequent excited-
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state quenching to generate a D+ and A- after which, the highly exergonic, thermal, back-

electron transfer reaction is monitored.129,130,132,133 Furthermore, many of these studies have 

taken advantage of D and A molecules that are significantly different in size.130,133 In 

accordance with the Einstein-Smoluchowski relation, the size mismatch results in raising the 

diffusion limited reaction rate in a given solvent, eq 1.9, where kd is the rate of diffusion, R is 

the gas constant, η is the solvent viscosity, and rD and rA is the molecular radius of the D and 

A, respectively. Chapter 5 will detail thermal, bimolecular electron transfer reactions between 

RuIII and CoII polypyridyl compounds that display Marcus inverted behavior.130 

𝑘𝑑 =
2𝑅𝑇

3103
[
(𝑟𝐷+𝑟𝐴)

𝑟𝐷
+
(𝑟𝐷+𝑟𝐴)

𝑟𝐴
] (1.9) 

Another prediction of Marcus theory is that electron transfer is distance dependent. At 

constant ΔG°, λ, and T, the Marcus equation predicts that the electron transfer rate should 

depend only on HDA. It has been both theoretically predicted and experimentally demonstrated 

that HDA decreases exponentially with the D-A distance, δ, as described by eq. 1.10, where β 

is the attenuation factor, and HDA
O is the electronic coupling at van der Waals separation, 

δO.125,135-137 

𝐻𝐷𝐴 = 𝐻𝐷𝐴
𝑂 𝑒−

𝛽

2
(𝛿−𝛿𝑂) (1.10) 

1.4.2 Mechanism and Experimental Approaches for Lateral Electron Transfer 

It was first noticed in the 1990s that monolayers of redox active molecules, such as RuII 

polypyridyl and substituted-triphenylamine (TPA) compounds, anchored to the surface of wide 

bandgap semiconductors, such as anatase TiO2, could undergo completely reversible 

electrochemical  oxidation despite possessing formal reduction potentials that lie within the 

forbidden bandgap.100,138 Recall that anatase TiO2 has a bandgap of approximately 3.2 eV with 

the conduction band, ECB, and valence band edge energies, EVB, at -0.8 and 2.4 V vs NHE, 
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respectively, as measured in acetonitrile solutions containing 0.1 M LiClO4.
30 Therefore, there 

should be no electronic states present in the TiO2 that could mediate the oxidation and 

reduction of these films. 

Bonhôte and co-workers were the first to explore the reversible electrochemistry in 

detail.100 They found that nanocrystalline, mesoporous thin films of TiO2, zirconium(IV) 

dioxide (ZrO2), and aluminum(III) oxide (Al2O3) functionalized with a substituted-TPA 

compound were rapidly oxidized upon the application of potential step more positive than the 

TPA+/0 formal reduction potential. The only requirement for the complete oxidation of all the 

TPA compounds was that the surface coverage must be above some minimum value, termed 

the percolation threshold.100 The observation of a percolation threshold indicated that film 

oxidation was occurring by discrete electron transfer reactions between neighboring TPA and 

TPA+ molecules rather than by physical diffusion of the molecules across the surface or in the 

electrolyte solution.139,140 This led Bonhôte and co-workers to propose the mechanism, 

depicted for RuIII/II self-exchange in Scheme 1.2, where an initial electron transfer to the FTO 

from nearby molecules initiates the film oxidation followed by self-exchange electron transfer 

to shuttle more electrons toward the FTO.100,101,113,138,141-144 As time progresses, the diffusion 

layer moves through the film until it is completely oxidized. This behavior has been 

demonstrated for many organic and transition metal compounds.100,113,141,142,145 
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Scheme 1.2. A Depiction of the Time Evolution of the Complete Film Oxidation during a 

Chronoabsorptometry Experiment 

 

Concurrently with film oxidation, anions from the electrolyte solution diffuse to the 

oxidized molecules to maintain charge balance. Bonhôte and co-workers concluded that ion 

motion was necessary for self-exchange through the dependence on the solvent dielectric 

constant.100 As the dielectric constant increased, the measured lateral electron transfer rates 

also increased. This increase in rate was counter to the prediction of the Marcus two-sphere 

continuum model which predicted that O should increase with more polar solvents, eq 1.11, 

where e is the elementary charge transferred, ε0 is the permittivity of free space, and ε∞ and εs 

are the optical and static dielectric constants of the electrolyte, respectively.114,115,122,123 The 

authors reasoned that high dielectric solvents aid in the separation of the ion pairs of the 

electrolyte salt in solution. This leads to more free anions that can diffuse to the interface to 

balance the increasing charge during oxidation. The necessity of ion mobility was consistent 

with a report by Ardo et al. who found that lateral self-exchange electron transfer between RuII 

polypyridyl compounds did not occur in the absence of a supporting electrolyte.93 However, 

upon the addition of 0.01 M LiClO4 to the solvent, electron transfer across the surface was 

observed.93 
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1.4.2.1 Quantifying Lateral Electron Transfer through Electrochemistry 

Both electrochemical and spectroscopic techniques exist to quantify lateral electron 

transfer reactions across the semiconductor interface. By far the dominant experimental 

approaches have been through electrochemical techniques utilizing either a potential step 

(chronocoulometry, CC, or chronoabsorptometry, CA) or a potential sweep (cyclic 

voltammetry, CV).100,101,141-143,145 In the potential step methods, a potential is applied that is 

sufficiently positive of the formal reduction potential to oxidize the compound of interest and 

either the amount of charge passed, Q, or the change in absorbance, ΔA, is monitored as a 

function of the square root of time, t.100,101 A sample Anson plot for a CA experiment is given 

in Figure 1.10. To extract the apparent diffusion coefficient, the initial linear portion of the 

data is fit to a modified-Anson equation, eq 1.12 for chronocoulometry and eq. 1.13 for 

chronoabsorptometry, where Qf is the total amount of charge passed in the experiment, ΔAf is 

the total change in absorbance of the film, DCC and DCA is the apparent diffusion coefficient 

from chronocoulometry and chronoabsorptometry, respectively, and d is the film thickness. 

From the slope of this fit, the apparent diffusion coefficient is extracted. 

𝑄 =
2𝑄𝑓𝐷𝐶𝐶

1/2
𝑡1/2

𝑑𝜋1/2
 (1.12) 

∆𝐴 =
2∆𝐴𝑓𝐷𝐶𝐴

1/2
𝑡1/2

𝑑𝜋1/2
 (1.13) 
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Figure 1.10. A typical Anson plot of the normalized change in absorbance as a function of the 

square root of time following a potential step sufficiently positive of the formal reduction 

potential of the surface-anchored compound. The red line is a fit to the Anson equation, eq 

1.13, for the initial absorbance change. 

Equations 1.12 and 1.13 were derived using the semi-infinite diffusion boundary 

conditions; however, the semiconductor thin films have a finite thickness.100 Therefore, this 

method of analysis is only valid until the oxidation front reaches the remote edge of the dye-

sensitized metal oxide thin film. It has been shown that these boundary condition holds for the 

oxidation of the first 60% of the film.100,101,113,145 As the diffusion layer, depicted in Scheme 

1.2, reaches the outer edges of the film, the boundary conditions begin to fail as the number of 

electron transfer pathways begins to diminish. Thus, the kinetic data in Figure 1.10 deviates 

from linearity. Once all of the molecules on the surface are oxidized, the measured Q or ΔA 

becomes time invariant. 

Cyclic voltammetry is also used to measure the lateral electron transfer kinetics across 

the interface. In a typical cyclic voltammetry experiment, the peak current density, jp, is 

measured for the desired process and the apparent diffusion coefficient, DCV, is found using 
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the Randles-Sevcik equation, eq. 1.14, where q is the elementary charge, c0 is the volume 

concentration, and ν is the scan rate.143 

𝐷𝐶𝑉 =
5.02𝑘𝑏𝑇𝑗𝑝

2

𝑞3𝑐0
2

 (1.14) 

Experimental results have shown that DCC ≈ DCA > DCV for a given compound with the 

DCV values consistently reported to be about an order of magnitude smaller than the DCC and 

DCA values.113,142 This deviation is not well understood since the D values are expected to be 

independent of the technique used to quantify them. A possible explanation is that while the 

potential step methods oxidize the entire film, CV only probes lateral electron transfer kinetics 

through some fraction of the film depending on the scan rate.113 It may be for this reason that 

apparent diffusion coefficients measured by potential step and potential sweep methods often 

differ. Nevertheless, when comparing diffusion coefficients, it is important to note which 

experimental technique was used. 

When comparing measured diffusion coefficients to other reaction processes, it is often 

convenient to convert D to a first- or second-order electron transfer rate constant.101,113,143 The 

measured diffusion coefficient is directly proportion to the first-order “hopping” rate constant, 

ket, and the second-order electron transfer rate constant, ket′, by the Dahms-Ruff equation, eq 

1.15, where C is the concentration of the electroactive species on the surface and n is the 

number of nearest neighbors.101,139,140 Unfortunately, concentration is a nebulous parameter at 

the interface of these films due to the mesoporous nature of the underlying substrate.101 

Oftentimes, estimates of C and δ are made through spectroscopic means with numerous 

assumptions about the molecular arrangement at the interface which allows for the conversion 

of D to ket.
101,113,143 

𝐷 =
𝑘𝑒𝑡𝛿

2

𝑛
=
𝑘𝑒𝑡
′ 𝐶𝛿2

𝑛
 (1.15) 
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1.4.2.2 Transient Absorption Spectroscopy to Quantify Lateral Electron Transfer Kinetics 

Lateral electron self-exchange kinetics spectroscopically have been determined 

through transient absorption spectroscopy. While less often used, transient absorption 

techniques have an advantage over the bulk electrochemical techniques in that lateral electron 

transfer kinetics can be quantified under conditions that resemble those of operational DSSCs 

or DSPECs and in the absence of electrolyte.93,108,109,146-149 However, determination of first-

order hopping rate constants for lateral electron transfer requires modelling, often Monte-Carlo 

simulations with a random-walk model.  

Scheme 1.3. Schematic Representation of a Transient Absorption Experiment Utilizing a Co-

Adsorbed Electron Donor to Measure Lateral Electron Transfer of a Free-Base Porphyrin 

 

One transient absorption method used to measure lateral self-exchange electron transfer 

kinetics, depicted in Scheme 1.3, uses the color change associated with favorable electron 

transfer, i.e. ΔG° ≠ 0, from the exchanging compound of interest to a co-adsorbed electron 

donor.108,109,146 After selective photoexcitation and electron injection of the chromophore, steps 

1 and 2 in Scheme 1.3, the resultant oxidizing equivalent can move across the surface in a 

series of lateral self-exchange electron transfer reactions, step 3. When the oxidizing equivalent 

approaches the electron donor, electron transfer localizes the charge on the donor, step 4, and 



 

32 

this thermodynamically favored electron transfer is monitored spectroscopically. All of the 

above reactions occur in kinetic competition with back-electron transfer. Monte Carlo 

simulations employing a random walk model have been used in conjunction with kinetic rate 

laws describing the system to model the transient data and extract ket.
108,109,146 

 

Figure 1.11. (A) An idealized TiO2 nanoparticle sensitized with and RuII polypyridyl 

compounds with the lowest-energy transition dipole moment depicted by the black arrow. 

Given the electric field vector of the linearly-polarized laser pulse, the probability that an 

incident photon would excite the chromophore is given. (B) The time evolution an idealized 

TiO2 nanoparticle after photoexcitation with linearly-polarized laser pulse. 

In a second approach, a linearly-polarized laser pulse is used for photoexcitation, 

Figure 1.11A. The probability of photoexcitation is proportional to cos2θ, where θ is the angle 

between the electric field vector, �⃑� , of the polarized light and the transition dipole moment, 𝜇 , 

of the chromophore.93,149 With the �⃑�  oriented as depicted in Figure 1.11A, the chromophores 

at the “north” and “south” poles of the idealized TiO2 nanoparticle will be preferentially excited 
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creating an anisotropic distribution of oxidized chromophores on the surface as depicted in 

step 1 of Figure 1.11B. In the absence of molecular or nanoparticle rotation, the transient 

anisotropy decay has been attributed to lateral self-exchange electron transfer, step 2.93,149 

Again, all of the above reactions occur in kinetic competition with back-electron transfer. The 

transient anisotropy decay of the sample is simulated with Monte-Carlo simulations and ket has 

been extracted.93,150 

1.4.3 Structural and Solvent Effects on Lateral Electron Transfer 

To date, few studies have systematically examined lateral electron transfer across the 

semiconductor interface. However, from the scattered reports of lateral electron transfer in the 

literature, the influence of the electrolyte, semiconductor substrate, and molecular structure 

can be inferred.101,150 Two recent reviews have tabulated the apparent diffusion coefficients for 

a large number of compounds as well as the experimental method used to measure them.101,150 

For the ease of discussion, selected diffusion coefficients are given in Table 1.1 for the 

compounds depicted in Scheme 1.4. 

Scheme 1.4. Relevant Compounds used for Lateral Self-Exchange Electron Transfer 
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Table 1.1. Selected Apparent Diffusion Coefficients, D, for Lateral Self-Exchange Electron 

Transfer 

# Metal 

Oxide 

Electrolytea D 

(cm2/s) 

ket 

(s-1) 

Experimental 

Technique 

Ref. 

1 TiO2 
0.1 M 

EMITFSI/CH3CN 
4.110-9 - CV 142 

2 TiO2 
0.1 M 

EMITFSI/CH3CN 
1.110-8 - CV 142 

3 TiO2 
0.1 M 

EMITFSI/CH3CN 
310-10 - CV 142 

4 TiO2 
0.1 M 

EMITFSI/CH3CN 
0 - CV 142 

5 TiO2 
0.1 M 

TBAClO4/CH3CN 
6.410-8 - CV 151 

6 TiO2 
0.1 M 

TBAClO4/CH3CN 
1.710-7 - CV 151 

7 

TiO2 1:1 EMITFSI:CH3CN 1.110-8 - CA 100 

ZrO2 1:1 EMITFSI:CH3CN 4.610-9 - CA 100 

TiO2 EMITFSI 2.810-9 - CA 100 

Al2O3 EMITFSI 3.510-11 - CA 100 

8 
TiO2 EMITFSI 2.310-8 - CC 141 

Al2O3 EMITFSI 3.510-9 - CC 141 

9 
TiO2 0.1 M LiClO4/CH3CN 1.610-10 - CA 152 

NiO 0.1 M LiClO4/CH3CN 7.110-11 - CA 152 

10 TiO2 
0.1 M 

TBAClO4/CH3CN 
10-11 - CA 153 

11 TiO2 
0.1 M 

TBAClO4/CH3CN 
10-11 - CA 153 

12 TiO2 0.1 M LiClO4/CH3CN 2.410-10 - CA 113 

13 

SnO2 H2O - 3.6108 TAS 146 

SnO2 3:1 H2O:CH3CN - 8.9107 TAS 146 

SnO2 1:1 H2O:CH3CN - 5.0107 TAS 146 

SnO2 1:3 H2O:CH3CN - 2.5107 TAS 146 

SnO2 CH3CN - 5.6105 TAS 146 

SnO2 PC - 3.6105 TAS 146 

14 TiO2 
0.1 M 

TBAClO4/CH3CN 
2.810-8 - CV 143 

aEMITFSI = 1-ethyl-2-methylimidazolium bis(trifluoromethylsulfonyl)imide, CH3CN = 

acetonitrile, TBAP = tetrabutylammonium perclorate, PC = propylene carbonate. bCV = cyclic 

voltammetry, CA = chronoabsorptometry, CC = chronocoulometry, TAS = transient 

absorption spectroscopy. 



 

35 

Lateral self-exchange electron transfer has been reported for many redox-active 

compounds on metal oxide surfaces.101,143,150 It is clear from these published results that the 

molecular structure and the location of the frontier orbitals affect the measured rates. This is 

readily reflected in results published by Wang et al. using RuII chromophores (1-4, Scheme 

1.4).142 The location of the frontier orbitals in compounds 1 and 2 were delocalized across the 

Ru-NCS moiety and displayed DCV values at least an order of magnitude larger than the RuII 

polypyridyl compound, 3, where the frontier orbitals were almost entirely metal centered. The 

larger values for 1 and 2 were attributed to better intermolecular orbital overlap between 

neighboring chromophores when compared with 3 resulting in larger HDA. Furthermore, the 

spatial orientation of the frontier orbitals with respect to its neighboring molecules was also 

shown to affect to the lateral electron transfer rates. Unlike 1 and 2, compound 4, which also 

bares NCS- groups displayed no measurable DCV. Wang et al. attributed this behavior to the 

orientation of the isothiocyanate groups.142 In 4, they reasoned that the compound was likely 

bound to the surface through two carboxylate groups, one from each bipyridyl ligand, which 

oriented the isothiocyanate groups away from the surface and from its neighbors resulting in 

little intermolecular orbital overlap and small HDA. In support of this observation, Vaissier and 

co-workers concluded that variations in molecular orientation and packing on the surface 

contributed to the difference in DCV values measured for two indoline chromophores (5 and 6, 

Scheme 1.4).151 Using computational methods, these authors also demonstrated that structural 

fluctuations in 5 and 6 occurring on the timescale of electron transfer allowed for 

conformations between neighboring compounds that possessed large HDA and that these 

fluctuations contributed to the experimentally rapid lateral electron transfer kinetics observed. 

The influence of molecular structure is the focus of Chapters 2 and 3 where subtle structural 
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modifications to a series of RuII polypyridyl compounds were used to tune lateral self-exchange 

electron transfer kinetics on the surface. 

Another factor which may influence lateral electron transfer kinetics is the nature of 

the underlying metal oxide. Lateral electron transfer reactions have been reported on TiO2, 

ZrO2, Al2O3, tin(IV) oxide (SnO2), and nickel(II) oxide (NiO).100,101,109,113,141-143,145,146,152 

Several reports demonstrate that the apparent diffusion coefficients for a given compound are 

faster on TiO2 than on Al2O3 when measured by the same experimental technique under the 

same conditions. Bonhôte and co-workers measured DCA values for a substituted-TPA 

compound, 7 in Scheme 1.4, and found that diffusion coefficients measured on TiO2 were two 

orders of magnitude faster than when measured on Al2O3 despite possessing similar surface 

coverages.100 More recently, Wang et al. corroborated this result using compound 8 where DCC 

values were found to be an order of magnitude faster on TiO2 than on Al2O3.
141 A similar result 

was obtained by Bonhôte using compound 7 when comparing lateral electron transfer rates on 

TiO2 and ZrO2.
100 The measured DCA values were found to be twice as large on TiO2 than on 

ZrO2. Finally, Shan et al. showed that DCA values for a RuII polypyridyl compound, 9, 

displayed DCA values on TiO2 that were double those found on NiO.152 While speculative, the 

origins of these varied DCA may come from a difference in the dielectric constant or surface 

charge of the semiconductor substrate which may influence the total reorganization energy of 

the electron transfer process, as has been supported by theoretical calculations.155 However, 

one cannot rule out the possible differences in molecular packing on the surface or metal oxide 

morphologies influencing the observed kinetics. 

A separate report by Gallopini et al. has suggested that the proximity of the redox-

active site to the semiconductor interface has little influence on the lateral self-exchange 
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electron transfer kinetics.153 Apparent diffusion coefficients were measured for a tripodal RuII 

polypyridyl compound and for [Ru(bpy)2(deeb)]2+, compounds 7 and 8 in Scheme 1.4. For 7, 

the redox site was held 17 Å from the surface as opposed to only 6-7 Å as it was for 8. The 

authors found the measured DCA values to be within error the same and reasoned that the 

intermolecular distance between neighboring metal centers for the two compounds were 

approximately the same therefore resulting in the similarity of the measured DCA.153 From these 

observations, the authors concluded that the TiO2 surface did not contribute to the 

reorganization energy of the electron transfer process. This result conflicts with those above 

and underscores the need for more research to understand the influence of the metal oxide on 

lateral electron transfer kinetics. 

The nature of the electrolyte solution has also been shown to influence lateral electron 

transfer rates. Base pre-treated TiO2 films functionalized with 4 displayed an unexpected cation 

dependence of the anodic current in cyclic voltammetry.155 In electrolyte solutions containing 

0.1 M TBAClO4 in acetonitrile, there was no evidence of redox chemistry associated with self-

exchange. However, completely reversible electrochemistry was reported when the electrolyte 

cation was exchanged with Li+. Further work by Ardo and co-workers, demonstrated that 

[Ru(dtb)2(dcb)]2+ (6 in Scheme 1.4) did not undergo photoinduced lateral self-exchange 

electron transfer in neat acetonitrile; however, self-exchange was observed with the addition 

of 0.01 M LiClO4 salt.93 These authors concluded that the Lewis acidic Li+ cation lowered the 

work term for electron transfer and thus enabled lateral charge transport for these polypyridyl 

compounds.93  

Another report has detailed the solvent dependence of lateral electron transfer between 

a surface-anchored, free base porphyrin compound (7, Scheme 1.4) on SnO2 surfaces.146 
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Through transient absorption spectroscopy, a deceleration of lateral electron transfer rates were 

reported when the solvent was changed from acetonitrile to propylene carbonate containing 

0.1 M LiClO4 as expected from Marcus two-sphere continuum model, which predicts an 

inverse relationship with the solvent dielectric constant, eq 1.11.114,122,123,146 However, upon 

the addition of water, aggregation of the porphyrin molecule was observed resulting in faster 

electron transfer rates. This demonstrated that the solvent identity could be an effective tool to 

tune lateral electron transfer rates. 

1.4.4 Effects of Lateral Electron Transfer in DSSCs and DSPECs 

The importance of lateral electron transfer between surface-immobilized molecules at 

the semiconductor interface is becoming increasingly more apparent in dye-sensitized 

technologies. In DSSCs, recent studies published by the Barnes and Nelson groups have shown 

that lateral self-exchange electron transfer between surface anchored indoline chromophores 

(14, Scheme 1.4) is instrumental for regeneration when solid hole-transport materials are used, 

i.e. solid-state DSSCs.106 In these devices, a solid hole-transport material is used to replace the 

liquid electrolyte containing the redox mediator to shuttle electrons from the counter-electrode 

to the oxidized chromophores. Traditional hole-transport material deposition methods are often 

limited by partial pore-filling of the mesoporous thin film. Using transient absorption 

spectroscopy and transient anisotropy measurements, Moia and co-workers showed that lateral 

self-exchange electron transfer contributed significantly to the regeneration efficiency of a 

solar cell when the fraction of chromophores in contact with the hole-transport medium was 

small.106 
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Figure 1.12. A depiction of the “dry cell” dye-sensitized solar cell which used lateral self-

exchange electron transfer between the oxidized chromophore to complete the circuit rather 

than a redox mediator in solution. Photoexcitation leads to electron injection on the sensitized 

TiO2 interface, and the electrons are collected at the FTO. Lateral self-exchange electron 

transfer shuttle the oxidizing equivalent to the Pt counter electrode.  

In a proof-of-concept example, lateral self-exchange electron transfer was used to 

shuttle oxidizing equivalents to the counter-electrode instead of a redox mediator.107 This 

process is highly desirable because it allows for charge transport without a loss of free energy 

and hence could lead to more efficient devices. Indeed, Moia et al. demonstrated that lateral 

self-exchange electron transfer was sufficient to shuttle a small fraction of the oxidizing 

equivalents to the counter electrode to complete the circuit.107 The structure of such a solar 

cell, which they referred to as a “dry cell,” is shown in Figure 1.12. In this device, 

photoexcitation of 14 anchored to the TiO2 interface resulted in electron injection. The 

electrons in TiO2 move through the TiO2 substrate and are collected at the FTO. The oxidized 

chromophore undergoes sequential self-exchange electron transfer reactions to shuttle the 

oxidizing equivalent to the Pt counter electrode. To prevent a short-circuit in the cell, Al2O3 is 

used as the conduction band potential is too negative to allow for electron injection from 14 

and electron transfer from the TiO2 to the Al2O3.This resulted in solar cells with photovoltages 

of ~1 V; however, only a small fraction of the photogenerated charge-separated states were 
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collected due to high rates of charge recombination resulting in small photovoltages. The 

incident photon-to-current efficiency in these solar cells was ~13%.107 

Back-electron transfer between an electron in TiO2 and the oxidized chromophore 

occurs with kinetics that generally do not follow first- or second-order kinetic models.30,102 

These kinetics are typically fit to the Koulrausch-Williams-Watts function, which accounts for 

back-electron transfer occurring with a distribution of rates.30,102 Such dispersive kinetics are 

often attributed to electron mobility in TiO2, which is rate-limited by a trapping-detrapping 

model, allowing back-electron transfer to occur from many different sites on the surface.156 

However, it has been demonstrated that the self-exchange rate constant is proportional to the 

back-electron transfer rates.110-112 Moia and co-workers showed that that when the surface 

coverage of the chromophore was below the percolation threshold, back-electron transfer rates 

were slower than at high surface coverages.112 These results were corroborated by two reports 

from Sampaio et al. where both the surface coverage and the inherent self-exchange rate 

constant were used to control back-electron transfer kinetics.110,111 Again, when sensitizer self-

exchange rate was sluggish, back-electron transfer was also found to be slow. Through 

temperature dependent studies, Sampaio and DiMarco concluded that rapid lateral electron 

transfer rates lowered the barrier for the back-electron transfer.110 These results indicated that 

self-exchange on the surface contributes to the dispersive kinetics measured. 

In DSPECs, lateral electron transfer provides a mechanism for shuttling redox 

equivalents to a co-adsorbed model catalyst, Scheme 1.3.45,108,109 Several recent studies have 

demonstrated that the lateral electron transfer process could compete with back-electron 

transfer reactions and shuttle an oxidizing equivalent to a co-adsorbed electron donor to 

localize the charge on a single molecule.109 However, these authors report surface coverage 
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dependent back-electron transfer rates from the oxidized donor. At a 25:1 chromophore to 

electron donor ratio, back-electron transfer rates from the donor were small. Higher electron 

donor coverages provide lateral self-exchange electron transfer pathways between the donors 

that increase back-electron transfer rates which were in agreement with the results of Moia and 

Sampaio.110-112,115 

Multi-electron accumulation onto a model catalyst was recently reported by Chen and 

Ardo.108 Kinetic control of lateral self-exchange electron enabled accumulation of two 

oxidizing equivalents onto a single model catalyst. Furthermore, they found the largest yield 

of the doubly-oxidized model catalyst occurred at low catalyst surface coverages. Presumably 

at higher proxy catalyst coverages, comproportionation reactions resulted in the formation of 

two singly-oxidized proxy catalysts. These results present proof-of-concept that lateral 

electron transfer can accumulate multiple oxidizing equivalents onto a catalyst. Therefore, 

lateral electron transfer kinetics is paramount for the optimization of solar cells and is the focus 

of this thesis. 

1.5 Conclusion 

The need to efficiently capture and store solar energy would help enable a sustainable 

global energy supply for mankind. Dye-sensitized solar and photoelectrochemical cells that 

convert solar energy to electricity or chemical fuels provide an opportunity to investigate the 

reaction chemistry at the molecular level. One important process in both solar cells is lateral 

electron transfer across the semiconductor surface. However, few systematic studies exist to 

understand the how lateral electron transfer affects other processes that occur in these dye-

sensitized technologies, or the available tools to tune it. 
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In Chapters 2-4, the molecular structure was found to influence lateral self-exchange 

electron transfer. In Chapters 2 and 3, substituents at the 4 and 4′ positions of a homologous 

series of RuII 2,2′-polypyridyl compounds influenced the kinetics of self-exchange electron 

transfer. It was found that the steric bulk was the dominant factor controlling the measured rate 

constants. In Chapter 4, four compounds with two redox active groups, a bis(tridentate) 

cyclometalated RuII metal center and a substituted-triphenylamine donor connected by a 

thiophene bridge, were anchored to TiO2 surfaces to study of lateral intermolecular electron 

transfer. It was found that the intramolecular electronic coupling influenced the rate and 

mechanism of lateral charge transport.  

Thermal, bimolecular electron transfer between CoII and RuIII polypyridyl compounds 

that followed Marcus-inverted behavior were observed in acetonitrile and is the focus of 

Chapter 5. In Chapter 6, the photophysical properties and excited-state decay pathways were 

explored for a series of tris(bidentate) cyclometalated RuII chromophores which have emerged 

as a promising new paradigm for chromophore design in DSSCs. Temperature-dependent 

photoluminescence studies indicated that the dissociative ligand field states were not accessible 

near room temperature, and that these compounds were photostable.  
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CHAPTER 2: A Distance Dependence to Lateral Self-Exchange across Nanocrystalline 

TiO2. A Comparative Study of Three Homologous RuIII/II Polypyridyl Compounds1 
 

2.1 Introduction 

Studies as far back as 1998 have demonstrated that molecules anchored to the 

mesoporous nanocrystalline (anatase) TiO2 thin films commonly used in dye-sensitized solar 

cells can be reversibly oxidized and reduced in standard electrochemical cells.1,2 Molecules 

with formal reduction potentials that lie within the forbidden 3.2 eV band gap of TiO2 are 

rapidly and quantitatively oxidized indicating that the redox chemistry does not involve the 

conduction or valence bands. Instead, a model was proposed wherein electron transfer was 

initiated at the transparent conductive oxide substrate that supports the thin film and continues 

across the TiO2 nanocrystallites by lateral intermolecular self-exchange electron transfer, now 

commonly referred to as “hole hopping”.1,3 A simplified description of RuIII/II self-exchange 

for three Ru compounds linked to a single TiO2 nanocrystallite on a fluorine-doped tin oxide 

(FTO) substrate is given in Scheme 2.1. A more realistic description would display about 500 

Ru compounds anchored to each ~20 nm anatase crystallite interconnected in an ~5 μm thin 

film. The importance of self-exchange electron transfer between surface immobilized

                                                      
1This chapter was previously published in the Journal of Physical Chemistry C. Reprinted with 

permission from DiMarco, B. N.; Motley, T. C.; Balok, R. S.; Li, G.; Siegler, M. A.; 

O’Donnell, R. M.; Hu, K.; Meyer, G. J. A Distance Dependence to Lateral Self-Exchange 

across Nanocrystalline TiO2. A Comparative Study of Three Homologous RuIII/II Polypyridyl 

Compounds. J. Phys. Chem. C 2016, 120, 14226-14235. Copyright 2016 American Chemical 

Society. 
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molecules is that it provides a means to transport charge across nanocrystalline surfaces 

without a loss of free energy. Here it is shown for the first time that such transport can be 

controlled at the molecular level with insulating organic functional groups.  

Scheme 2.1. Illustration of Lateral Intermolecular Self-Exchange Electron Transfer across 

Anatase TiO2 Nanocrystallites Initiated at the Fluorine-Doped Tin Oxide (FTO) Substrate 

 

It was previously found that a minimal surface coverage of the redox active molecules 

was required for complete oxidation and reduction.1 At least 50% of the saturation (often 

assumed to be a monolayer) surface coverage was necessary to ensure that all of the surface 

anchored molecules could be electrochemically accessed.1,4 This minimum surface coverage, 

termed a percolation threshold, helped demonstrate that oxidation occurs through electron self-

exchange, rather than physical diffusion of the anchored molecules. More recent 

chronoamperometric studies have provided apparent electron diffusion coefficients (D) for 

lateral self-exchange for a growing number of redox active molecules.3,5-10 From this prior 

work, it is clear that self-exchange dynamics on TiO2 nanocrystallites can, in some particular 

cases, be controlled at the molecular level. For example, the inclusion of two isothiocyanate 

groups in a cis-geometry about the ruthenium center has been demonstrated to significantly 

increase D.6 However, the extent to which self-exchange rate constants, and hence charge 

transport, across nanocrystalline surfaces can be controlled by molecular structures remains 

uncertain. This is unfortunate as recent studies have shown that dye-sensitized solar cells do 
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not require mediators such as iodide and can instead use self-exchange electron transfer to the 

complete the circuit and generate electrical power.11 Lateral self-exchange also has relevance 

for the photo-oxidation of water to oxygen by molecular catalysts.3,12 This manuscript seeks to 

identify structure-property relationships for self-exchange “hole hopping” in a family of three 

Ru polypyridyl compounds.  

Nonadiabatic Marcus theory has been extensively used to quantify or predict electron-

transfer rate constants13,14 such as self-exchange electron-transfer reactions in homogenous 

fluid solutions. A generic potential energy diagram for self-exchange electron-transfer is 

shown in Figure 2.1. A key feature of self-exchange electron-transfer reactions is that ΔG° = 

0, due to the equivalence of the products and reactants. The reactant and product surfaces are 

split at their intersection by 2 HAB, the electronic coupling matrix element. For outer-sphere 

bimolecular self-exchange in fluid solution, electronic coupling in the encounter complex is 

weak, HAB << kT. Constraining molecules undergoing exchange electron transfer to a surface 

is expected to further decrease HAB, justifying the use of non-adiabatic Marcus theory. 

The self-exchange electron transfer rate constant, kSE, is described by eq 2.1. This 

equation relates kSE to temperature (T), HAB, and the total reorganization energy (λ) for the 

reaction. The total reorganization energy is related to the free energy of activation (ΔG‡) = λ/4 

and is typically partitioned into inner sphere, λI, and outer sphere, λO components, λ = λI + λO. 

Inner-sphere reorganization reflects changes in bond lengths and angles that accompany 

electron transfer, while λO reflects reorientation of the solvent molecules and ions present in 

the electrolyte.  

kSE= (
2π

ħ
) (

|𝐻𝐴𝐵|
2

√4πλkbT
) exp (-

λ

4kbT
) (2.1) 
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Figure 2.1. Reaction coordinate for nonadiabatic (dashed lines) or adiabatic (solid lines) self-

exchange electron transfer reaction. The orange and green spheres represent Ru molecules in 

the encounter complex before, during, and after electron transfer. The blue spheres depict 

counterions and exaggerates their location and movement during the electron transfer process. 

The state-of-the-art in characterization of lateral self-exchange in mesoporous TiO2 

thin films was recently reported by Moia and coworkers.5 These authors quantified self-

exchange among 10 different dye molecules as a function of temperature for the first time. 

Self-exchange was found to be an activated process with Eact that ranged from 170-370 meV, 

values that were dependent on the nature of the redox active molecule. A Marcus analysis 

yielded λ and HAB for self-exchange in macrocyclic, ruthenium polypyridyl, and organic push-

pull (i.e., D-Δ-A) molecules. The λ’s abstracted from the transient kinetic data were found to 

be in good agreement with expectations based on density functional theory. Reorganization 

energies associated with highly delocalized frontier orbitals and rigid molecular structures with 

extended conjugation were concluded to be small. There was also some evidence that non-

conjugated functional groups on the molecules could potentially influence lateral self-

exchange. This report compliments this previous study through characterization of a 

homologous series of compounds where λ is expected to be held near parity, yet the steric bulk 
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of the bipyridine ligand was intentionally varied. The data provide compelling evidence that 

these side groups can be used to tune the self-exchange between immobilized redox sites.  

Herein a comparative study of three analogous Ru diimine compounds of the general 

form [Ru(LL)2(dcbH2)](PF6)2, where dcbH2 is 2,2′-bipyridyl-4,4′-dicarboxylic acid and LL is 

2,2′-bipyridine (bpy), 4,4′-dimethyl-2,2′-bipyridine (dmb), or 4,4′-di-tert-butyl-2,2′-

bipyridine (dtb), is reported, Scheme 2.2. These compounds share a tris-chelated, pseudo-

octahedral geometry, and hence the reorganization energy for the RuIII/II redox chemistry is 

expected to approximately the same across the series. Each compound possesses a single dcb 

ligand for surface binding to TiO2 with two other substituted bipyridine ligands possessing 

substitutions at the 4,4′-position that were expected to influence lateral self-exchange 

reactivity. In fact, small changes to the molecular structure, such as replacement of a H atom 

with a methyl group, was found to have a surprisingly large influence on the D, as observed 

through both chronoabsorptometry and temperature-dependent cyclic voltammetry studies.  

Scheme 2.2. Chemical Structure of the Molecules Studied 
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2.2 Experimental Methods 

2.2.1 Materials 

The following solvents and reagents were purchased from the indicated supplied, and 

were used without further purification: titanium(IV) isopropoxide (Ti(i-OPr)4; Aldrich, 

≥97.0%); deionized water; acetonitrile (CH3CN, Burdick and Jackson, spectrophotometric 

grade); diethyl ether (Et2O; Fisher Scientific, 99.9%); anhydrous ethanol (EtOH, Fisher 

Scientific, 99%); silver nitrate (AgNO3; Stream, 99.9%); sodium hydroxide (NaOH; Sigma-

Aldrich, >97%); hexafluorophosphonic acid (HPF6; 65% solution in H2O, Sigma-Aldrich); 

lithium perchlorate (LiClO4; Sigma-Aldrich 99.99%); ammonium hexafluorophosophate 

(NH4PF6; Sigma-Aldrich, 99.8%); 4,4′-dimethyl-2,2′-bipyridine (dmb; Combi-Blocks), argon 

(Airgas, ≥99.998%); oxygen (O2, Airgas, ≥99.998%); fluorine-doped tin(IV) oxide (FTO; 

Hartford Glass Co., Inc., 2.3 mm thick, 15 Ω/□), [Ru(bpy)2(dcbH2)](PF6)2 (bpy; Solaronix). 

The complexes [(p-cymene)Ru(deeb)Cl]Cl, where deeb is the 2,2′-bipyridyl-4,4′-diethyl ester, 

and [Ru(dtb)2(dcbH2)](PF6)2 (dtb) were available from previous studies.15,16 Anion metathesis 

of dtb was used to generate a ClO4
- salt. Single crystals of the perchlorate salt of dtb suitable 

for X-ray structure determination were obtained by slow diffusion of hexanes into concentrated 

acetonitrile solutions. 

2.2.2 Synthesis of [Ru(dmb)2(deeb)](PF6)2 (1) 

The [(p-cymene)Ru(deeb)Cl]Cl (80.1 mg, 0.13 mmol) precursor was combined with 

dmb (49.0 mg, 0.27 mmol) and AgNO3 (61.6 mg, 0.36 mmol) in 10 mL of EtOH. The solution 

was purged with N2 for >15 min and then heated to a reflux under an N2 atmosphere for 14 h. 

After this time had elapsed, the solution was cooled to room temperature and the solvent was 

removed. The colored product was redissolved in a minimal amount of water. The aqueous 
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solution was filtered to remove any remaining Ag+ salts. To the filtrate was added an excess 

of NH4PF6, which yielded a brown solid. The solid was filtered and dissolved in 

dichloromethane to prevent any remaining Ag+ salts from being carried forward. The solvent 

was removed, and the product was dissolved in CH3CN. Slow diffusion of Et2O into a 

concentrated CH3CN solution afforded 128.3 mg of product as large brown crystals, which 

were suitable for X-ray structure determination (yield = 92%). 1H NMR (400 MHz, CD3CN) 

δ 9.00 (s, 2H), 8.334(d, J= 6.2Hz, 4H), 7.94(d, J= 5.8Hz, 2H), 7.80(d, J= 5.9 Hz), 7.50-7.43 

(M, 4H), 7.26-7.18(M, 4H), 4.24(q, J=6.9, 14.1, 4H) 2.52(d, J=9.92Hz, 12H), 1.41(t, J=7.1Hz, 

12H) 13C NMR (150 MHz, CD3CN) δ 164.8, 159.2, 157.5, 154.0, 152.3, 152.1, 152.1, 151.8, 

139.6, 129.7, 129.6, 127.6, 126.3, 124.8, 63.9, 21.6, 14.6. HS-ESI-MS: m/z = 915.1826 (calcd. 

for RuC40H40N6O4PF6 [Ru(dmb)2(deeb)](PF6)
+: 915.1796); m/z = 385.1077 (calcd. for 

RuC40H40N6O4 [Ru(dmb)2(deeb)]2+: 385.1077). 

2.2.3 Synthesis of [Ru(dmb)2(dcbH2)](PF6)2 (dmb) 

[Ru(dmb)2(deeb)](PF6)2 (60.9 mg, 57 μmol) and NaOH (9 mg, 230 μmol) were added 

to 30 mL of a 1:5 EtOH/H2O solution. The solution was purged with N2 for >20 mins and then 

heated to reflux. The reflux was maintained for 15 h under a N2 atmosphere, after which the 

solution was allowed to cool to room temperature. The solution volume was reduced, and the 

remaining the water was acidified with HPF6. The resulting solid was filtered, washed with 

Et2O and H2O, and left under vacuum overnight to dry. This afforded 51.1 mg of a reddish 

brown solid (yield = 88.6%). 1H NMR (500 MHz, CD3CN) δ 9.52 (s, 2H), 8.33(d, J= 8.1Hz, 

4H), 7.82(dd, J= 5.8, 21.5Hz, 4H), 7.48(dd, J= 5.8, 21.1Hz, 4H), 7.24(d, J= 5.2Hz, 2H), 7.17(d, 

J= 5.7Hz, 2H), 2.51(d, J= 14.2Hz, 12H) 13C NMR (150 MHz, CD3CN) 167.3, 159.4, 157.7, 

157.6, 153.3, 152.2, 151.8, 129.62, 129.60, 128.0, 126.25, 126.22, 21.6. HS-ESI-MS: m/z = 
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859.1162 (calcd. for RuC36H32N6O4PF6 [Ru(dmb)2(dcbH2)](PF6)
+: 859.1142); m/z = 357.0758 

(calcd. For RuC36H32N6O4 [Ru(dmb)2(dcbH2)]
2+: 357.0764) 

2.2.4 Thin Film Preparation 

Titania nanocrystallites were made by hydrolysis of Ti(i-OPr)4 via a previously 

published sol-gel technique.2 Thin, mesoporous films were cast through doctor blading onto 

an ethanol cleaned FTO substrate using Scotch tape (~50 μm thick) as a spacer for consistent 

thickness. The films were first dried while covered for 30 min and then sintered at 450 °C for 

30 min under O2 flow at ~1 atm. Films were either used immediately or stored in an oven 

(~70°C) until use. Film thicknesses (~4-6 μm) were determined using a Bruker Dektak XT 

profilometer using the Vision 64 software. 

Titania films were submerged into concentrated CH3CN solutions of bpy, dmb, or dtb 

to allow the molecules to anchor to the nanocrystallite surface. Films were submerged for a 

minimum of 48 h to ensure saturated surface coverages. Prior to use, the films were soaked for 

~1 h in neat CH3CN to remove any weakly adsorbed molecules from the film in order to 

minimize dye desorption during the course of the experiments. 

2.2.5 UV-Visible Spectroscopy 

Steady-state UV-visible spectra were obtained on either Hewlett Packard 8453 

photodiode array or a Varian Cary 60 spectrophotometer at room temperature. All 

measurements were made in custom-made 1 cm path length quartz cuvettes with a 24/40 

ground glass joint affixed to the top. Surface-functionalized films were placed along the 

diagonal of the cuvette at a 45° angle to the incident probe beam.  
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2.2.6 Electrochemistry 

Electrochemical measurements were performed with a potentiostat (Bioanalytical 

Scientific Instruments model CV-50W or Epsilon electrochemical analyzer) using a standard 

three-electrode arrangement. A surface-functionalized TiO2 film was employed as the working 

electrode, while a platinum mesh was used as the auxiliary electrode. Potentials were applied 

against a non-aqueous silver wire pseudoreference electrode (Pine Research Instruments), 

which was filled with 0.1 M LiClO4 containing CH3CN. Unless otherwise noted, the 

pseudoreference electrode was externally calibrated against the ferrocenium/ferrocene (Fc+/0) 

reduction potential in 0.2 M LiClO4 containing CH3CN, where the Fc+/0 potential is 0.31 V vs 

the saturated calomel electrode (SCE), and SCE is 0.241 V vs the normal hydrogen electrode 

(NHE).17 The three electrodes were placed within a custom quartz cuvette, consisting of a 1 

cm pathlength square quartz cuvette attached by ~8 cm of round glass tubing to a 24/40 ground 

glass joint, which allowed the TiO2 film to be monitored spectroscopically. The electrode 

connections were fed through a rubber septum, which was used to seal the cuvette. For 

measurement taken at room temperature, the Fc+/0 potential was measured before and after the 

experiment to ensure reference electrode stability.  

Spectroelectrochemical measurements were used to quantify E° for TiO2 anchored 

complexes. The experiment monitored the absorbance of the surface-functionalized TiO2 film 

while applying increasingly positive electrochemical biases. The films were held at each 

potential for a minimum of 1 min, or until no additional spectral changes were observed, in 

order to ensure the film was equilibrated. Chronoabsorptometry (CA) was used to investigate 

the apparent diffusion coefficient, D, for the molecules studied. In contrast to the 

spectroelectrochemical experiment, a single oxidizing potential was applied to the film, and 
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the oxidation rate was monitored spectroscopically as a function of time. Full oxidation of the 

film was achieved after stepping the potential to E° + 0.5 V for several minutes. A new surface-

functionalized film was used for each experiment to minimize the impact of dye desorption. 

All spectroelectrochemical experiments were performed in argon purged CH3CN containing 

0.1 M LiClO4 as the supporting electrolyte.  

Cyclic voltammetry (CV) was also used to investigate D for the surface bound 

compounds. Variable temperature CV experiments were performed within a custom cell 

comprised of a ~1 cm2 square tubing attached to a 19/22 ground glass joint. The electrodes 

were arranged in a manner analogous to the CA experiments. The argon purged 

electrochemical cell was placed within a UniSoku CoolSpek USP-203-B liquid nitrogen 

cryostat, which allowed the temperature to be adjusted to ±1 °C of the desired temperature. 

The apparatus was allowed to thermally equilibrate at each temperature for >10 min prior to 

performing the measurement. Again, a new film was used for each experiment. Note that DCV 

and DCA denote diffusion coefficients that were measured by CV or CA respectively. 

2.2.7 Data Analysis 

Kinetic modeling was performed in Origin 9.0, and least-squares error minimization 

accomplished by the Levenberg-Marquardt iteration method. Resulting values from the best 

fit are reported with the standard error from the fitting procedure. In the case of the CA 

measurements, the error reported is the standard deviation of multiple trials. Spectral modeling 

of the spectroelectrochemical data was performed a least-squares fitting function written into 

a custom script in Mathematica 9 
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2.2.8 Calculation of c0 and R 

The “concentration” of redox active molecules within the mesoporous TiO2 thin films 

is an ill-defined parameter. To determine the volume concentration (cm-3), c0, and 

consequently, the intermolecular spacing between ruthenium compounds (cm), R, assumptions 

about the porosity of the film and close packed nature of the molecules were required. Below 

are presented methods to determine the upper and lower limits as well as one intermediate 

value of R. 

Upper Limit of R. This approach represents an upper limit to R as the molecules are 

assumed to be distributed throughout both the TiO2 nanoparticle and pore volume as opposed 

to the more reasonable situation where they are localized on the TiO2 surface. Further 

calculations of R in this regime lead to upper limits for both self-exchange rate constant and 

electronic coupling matrix element, Table 2.4 in the 2.7 Additional Content section. To 

estimate c0 and R, the surface coverage (mol/cm2), Γ, was first determined with eq 2.2, where 

A and ε are the absorbance and molar extinction coefficient (M-1 cm-1) of the film at a given 

wavelength and 1000 is a factor to convert from L to cm3. Note that the wavelength used for 

each compound is the wavelength where the absorbance of the surface-functionalized TiO2 

film is the same in neat and 0.1 M LiClO4 solutions in acetonitrile (vide infra). The extinction 

coefficient at the absorbance peak observed in fluid solution is assumed to be retained upon 

anchoring.  

𝐴 = 1000 × 𝜀 × 𝛤 (2.2) 

Next, Γ was converted to c0 using eq 2.3, where N is Avogadro’s number and d is the 

film thickness (cm). The inclusion of cos(45°) adjusts for the path length of the probe being 
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incident to the film at a 45°. The Ru compounds were assumed to be distributed evenly 

throughout the total film volume. 

𝑐0 =
Γ×𝑁×𝑑

cos(45°)
 (2.3) 

Finally, to convert to R, the cubic lattice arrangement was assumed on the surface as 

was done previously by Daum, et al. for redox sites immobilized in polymer films18 and by 

Moia, et al. for molecules anchored to TiO2 films.5 This relation is given simply by eq 2.4. 

𝑅 = 𝑐0
−1/3 (2.4) 

Intermediate Value of R. For a more accurate value of R, the pore volume of the 

mesoporous TiO2 film must be accounted for. In the present study, the films were assumed to 

have a ~50% porosity. In this method, the c0 was calculated as it was in the upper limiting case. 

To adjust for the pore volume, the c0 was multiplied by a factor of two. This approximation 

still assumes that the Ru compounds are evenly distributed throughout the volume occupied 

by the TiO2 nanoparticles, but now the volume has decreased by half which results in a 

doubling of the calculated concentration. R was calculated as before. 

Lower Limit of R. The lower limit of R was estimated from crystal structures of the Ru 

molecules, where R represents the distance between the substituents in the 4 positions of the 

bipyridine group trans to one another, Figure 2.2. In order to carry out further calculations 

needed to determine the apparent diffusion coefficients from the CV experiments, eq 2.4 was 

used to calculate c0. This value gives an estimate for the spacing between molecules close to 

the van der Waals radii limit allowed by the compounds, and calculations based on these values 

lead to a lower limit for the self-exchange rate constant and electronic coupling matrix element. 
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2.3 Results 

Preparation of the [Ru(dmb)2(deeb)](PF6)2 (1) precursor was achieved in high yield 

using a modified, previously reported procedure for the synthesis of similar ruthenium 

polypyridyl compounds.15 Base catalyzed hydrolysis of the ethyl ester groups in 1 generated 

the desired carboxylic acid form of the compound, dmb. Structural identity was confirmed 

through 1H and 13C NMR and high-resolution mass spectroscopy.  

Slow diffusion of Et2O into concentrated CH3CN solutions of 1 gave crystals suitable 

for X-ray diffraction, Figure 2.2. The average Ru-N distance is 2.054 Å. The Ru-N distance 

for the deeb ligand is slightly shorter than those for the dmb ligands, indicative of stronger 

back-bonding from the Ru non-bonding d-orbitals to deeb π* orbitals. The average N-Ru-N 

bite angle is 78.73°, while the bite angle for the deeb ligand is 0.5° smaller than the dmb ligand, 

consistent with the shorter Ru-N bond lengths for deeb ligand. The Ru compounds appear in 

pairs in the crystal structure through π-π interaction between the deeb ligands with an interlayer 

distance of 4.331 Å. A weaker π-π intermolecular interaction with neighboring dmb ligands 

was also evident in the solid state. Saponification of the ester is not expected to significantly 

impact the Ru-N bond distances, or the N-Ru-N bite angles. No significant structure 

differences were observed for [Ru(dtb)2(dcbH2)](ClO4)2 when compared to 1. An average Ru-

N bond length of 2.056 Å and an average N-Ru-N bite angle of 78.62° was observed.  

A pertinent value for this study is the “molecular diameter”, or the distance between 

the farthest points on the molecule. This value was taken to be the distance between 

substituents in the 4 positions of bipyridine that were trans to one another on adjacent 

coordinated ligands. More specifically, this is the H to H distance for bpy, the C to C of the 

methyl groups for dmb, or CH3 group to CH3 group of the tert-butyl groups for dtb. A 
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summary of these values and other relevant parameters for all three compounds are given in 

Table 2.1. Additional crystallographic data for dtb and 1 are found in the 2.7 Additional 

Content section. 

 

Figure 2.2. (a) Crystal structure of [Ru(dmb)2(deeb)](PF6)2. b) Crystal structure of 

[Ru(dtb)2(dcbH2)](ClO4)2. All hydrogen atoms and anions are omitted for clarity purposes. 

Color code: Pink, Ru; blue, N; red, O; gray, C. 

Table 2.1. Selected Crystal Structure Parameters 

 Average Ru-N 

Distance (Å) 

Average N-Ru-N Bite 

Angle (°) 

Molecular Diameter 

(nm) 

bpya,b 2.056 79.01 1.15 

dmbb 2.054 78.83 1.27 

dtb 2.056 78.62 1.37 
aTaken from ref 19. bValues shown are for the ethyl ester complex.  
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Figure 2.3. Normalized absorption spectra of compounds bpy, dmb, and dtb anchored to TiO2 

in neat CH3CN (solid line) or in a 0.1 M LiClO4 solution in CH3CN (dashed line). The TiO2 

absorption spectrum was subtracted out from the spectra of the surface-functionalized films. 

The TiO2 thin films were reacted with the desired Ru compounds by submersion into 

concentrated CH3CN solutions. Extended reaction times (>48 h) were used to ensure that 

maximum surface coverages were achieved. Representative spectra of the TiO2 films placed 

in neat CH3CN after surface-functionalization, abbreviated TiO2|X, are seen in Figure 2.3 

(solid lines). The main absorption feature centered at ~450 nm observed in neat CH3CN is 

reasonably assigned to metal-to-ligand charge transfer (MLCT) transitions. It is assumed that 

the peak extinction coefficients, ε, are retained upon surface anchoring, Table 2.2.  

The addition of 0.1 M LiClO4 to the neat CH3CN induced a bathochromic shift of the 

MLCT absorption (Figure 2.3, dashed lines). This has previously been reported for ruthenium 

polypyridyl complexes and is attributed to a change in the electric field at the surface of the 

TiO2 upon cation adsorption.20-22 The peak absorption for each compound in the presence of 

Li+ is shown in Table 2.2. The surface coverage Γ, was calculated using a modified Beer’s law 

expression, Table 2.2.4 Note that Γ was calculated with the assumption that the ε value 

measured in fluid solution was the same as that for the surface anchored molecules. Though 

several assumptions are made during this calculation, a comparison of values between the three 
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compounds provides insight into the molecular environment present at the surface. A decrease 

in Γ was seen with increasing steric bulk, suggesting that the side groups influence the 

intermolecular distance.  

Table 2.2. Selected Spectral, Electrochemical, and Film Parameters for the Compounds 

Studied 
 

λmax
soln

 (nm) 

(ε, M-1cm-1)a 

λmax
neat 

(nm)b 

λmax
Li+ 

(nm)c 

 

E° 

(V vs NHE) 

(α) 

Γ  

(10-7 mol/cm2) 

c0 

(1019 cm-3) 

bpy 471 (12000)d 460 467 1.48 (1.4)d 1.9 ± 0.14 38 ± 2 

dmb 475 (14200) 468 475 1.39 (1.6) 0.95 ± 0.20 19 ± 1 

dtb 465 (16400)e 471 482 1.36 (1.2)e 0.77 ± 0.13 12 ± 1 
aPeak absorption of the compound in neat CH3CN. bPeak absorption of the TiO2 anchored 

compound in neat CH3CN. cPeak absorption of the TiO2 anchored compound in 0.1 M 

LiClO4 containing CH3CN. dTaken from Ref 23. eTaken from Ref 14.  

 

Figure 2.4. Spectroelectrochemical oxidation of TiO2|dmb immersed in 0.1 M LiClO4/CH3CN 

electrolyte. The inset plots the fraction of oxidized or reduced compound as a function of 

applied potential. Overlaid is a fit to a modified Nernst equation, eq 2.5. 

Spectroelectrochemical measurements were performed on TiO2|dmb to quantify the 

E°(RuIII/II) potential. Application of a positive applied potential resulted in spectral changes 

consistent with oxidation of RuII to RuIII, Figure 2.4. Complete oxidation to yield RuIII was 

determined when an increased applied potential no longer induced a spectral change. The mole 
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fraction, χ, of oxidized and reduced species present at a given applied potential was determined 

through spectral modeling using a linear combination of the RuII and RuIII species.  

The formal reduction potential, E°, was determined using eq 2.5. In this equation, Eapp is 

an applied potential and α is an ideality factor that accounts for deviations from Nernstian 

behavior. Values for E° and α are given in Table 2.2. The equivalent data for bpy and dtb can 

be found in the 2.7 Additional Content section (Figure 2.9 and 2.10).  

𝜒 = (1 − 10
𝐸𝑎𝑝𝑝−𝐸

0

𝛼×59 )

−1

 (2.5) 

Insight into intermolecular electron self-exchange was gained by spectroscopically 

monitoring the oxidation process as function of time after a potential step to potentials ~0.5 V 

positive of E°(RuIII/II). A comparison of this rate for the three Ru compound of interest is seen 

in Figure 2.5. The rate of this conversion was recast as the apparent diffusion coefficient, DCA, 

using eq 2.6.1 In this equation, ΔAf is the final change in absorbance and d is TiO2 film 

thickness. A linear fit to the initial CA data allowed for the determination of DCA using eq 2.6. 

The wavelengths monitored during the oxidation were 468, 480 and 482 nm for bpy, dmb, 

and dtb, respectively. During the analysis, care was taken to only fit the linear portion of the 

data. Deviations from linearity indicates movement away from diffusion-limited conditions, 

which is typical as the oxidation front approaches the edge of the film. Bonhôte and coworkers 

reported that linearity was maintained for the oxidation of ~60% of the molecules within the 

mesoporous thin film.1 Thus, only the first 60% of the total observed absorption change was 

fit, gold overlay, Figure 2.5. The observed rate of oxidation, as well as the calculated DCA 

value, was seen to increase following dtb < bpy < dmb. 

∆𝐴 =
2∆𝐴𝑓√𝐷𝐶𝐴

𝑑√𝜋
√𝑡 (2.6) 
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Figure 2.5. Normalized absorption change measured after application of a potential 

sufficient to oxidize the indicated compounds plotted against the square root of time. 

Overlaid in gold is the fit based on eq 2.6. 

Table 2.3. Apparent Diffusion Coefficients and Marcus Self-Exchange Parameters for 

Surface Anchored Ruthenium Compounds 

 DCA  

(10-9 cm2/s) 

DCV
a  

(10-10 

cm2/s) 

Eact 

(meV) 

A  

(10-7 

cm2/s) 

HAB
b  

(meV) 

R  

(nm) 

TiO2|bpy 2.2 ± 1.1 1.1 ± 0.1 240 ± 30 5 ± 6 0.07 ± 

0.04 

1.4 ± 0.03 

TiO2|dmb 5.3 ± 0.6 3.1 ± 0.2 240 ± 20 30 ± 30 0.10 ± 

0.06 

1.8 ± 0.03 

TiO2|dtb 0.24 ± 0.01 0.14 ± 0.01 270 ± 30 4 ± 5 0.02 ± 

0.02 

2.0 ± 0.06 

aValue taken at 30 °C. b𝜆 = 900 ± 100 meV shared between data sets. 
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Figure 2.6. Representative cyclic voltammograms for dmb anchored to TiO2 immersed in 0.1 

M LiClO4 in CH3CN at the indicated temperatures. 

The apparent diffusion coefficients were determined over a range of temperatures for 

each compound by cyclic voltammetry (CV), Figure 2.6. The peak current density, jp, observed 

during the CV, was related to DCV using eq 2.7.5 In this equation, kb, q, T, c0, and ν are the 

Boltzmann constant, the elementary charge, temperature, the volume concentration, and scan 

rate, respectively. Determination of c0 was nontrivial, as concentrations at nanocrystalline TiO2 

interfaces are an ill-defined parameter. For the purposes of this study, the total volume 

available to the molecule was assumed to be the volume of the TiO2 film, excluding pores, 

with the Ru molecules uniformly dispersed throughout the remaining volume. The Γ value was 

initially quantified using a modified Beer’s law. Γ was then converted to c0 by eq 2.3, where 

cos(45°) accounts for the increase in path length due to the film being at a 45° angle to the 

probe. To account for a ~50% porosity, the calculated c0 was multiplied by a factor of 2. Table 

2.2 shows the c0 obtained for the compounds studied. Other methods used to calculate c0 are 

discussed in the experimental section and provided quantitatively different values of DCV, yet 

the same trend was observed. Throughout all experiments, ν was kept to be 0.1 V/s, applied 

against a self-contained Ag wire. The expected temperature dependence of the reference 
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electrode was not important to the experiment. A linear correction was made to all the data in 

order to compensate for nonfaradaic processes, as was described previous by Moia et al.5 jp 

was determined by dividing the observed peak current from the initial scan by the geometric 

area of the TiO2 film (~1.5 cm2).  

𝐷𝐶𝑉 =
5.02𝑘𝑏𝑇𝑗𝑝

2

𝑞3𝑐0
2𝜐

 (2.7) 

𝐷𝐶𝑉 = 𝐴𝑒
−𝐸𝑎𝑐𝑡
𝑘𝑏𝑇  (2.8) 

Activation energies, Eact, for self-exchange on the surface were extracted from the 

variable temperature data with the Arrhenius equation, eq 2.8. Figure 2.7A shows the DCV 

obtained over a range of temperatures fit to eq 2.8. Eact along with the associated pre-

exponential factors, A, are included in Table 2.3. The abstracted Eact values were between 240 

and 270 meV. 

In order to perform a Marcus analysis on these data, DCV was converted into an 

effective electron transfer rate constant, kSE, using eq 2.9.5 This required knowledge of the 

intermolecular distance, R, between redox active sites. It was assumed that the molecules were 

evenly distributed in a cubic lattice throughout the porosity corrected volume of the film, eq 

2.4. Values of R for each compound are shown in Table 2.3. These values represent an 

“intermediate” estimate of the true and unknown intermolecular distance on the TiO2 surface. 

Upper and lower limits of R were also established and are given in Table 2.4 in the 2.7 

Additional Content section.  

𝑘𝑆𝐸 =
4𝐷𝐶𝑉

𝑅2
 (2.9) 

The magnitude of HAB was determined by fitting the data shown in Figure 2.7B to non-

adiabatic Marcus theory for electron self-exchange, eq 2.1. To aid in the fitting process, a 
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global fitting analysis was used and λ was shared between the three data sets. Table 2.3 shows 

the resulting HAB values. As previously mentioned, the value of R utilized directly influenced 

the value of HAB determined. Figure 2.8 shows the variation of HAB and kSE based on each 

method used to determine R. A summary of these parameters is found in Table 2.4 of the 2.7 

Additional Content section. 

 

Figure 2.7. (A) Arrhenius plot for bpy, dmb, and dtb anchored to TiO2 describing the 

variation of DCV with inverse temperature as obtained by cyclic voltammetry. Overlaid are 

the best fits to the Arrhenius equation. (B) The temperature dependence of kSE as described 

by nonadiabatic Marcus theory (overlaid curves). 

2.4 Discussion 

As was described in the introduction section, self-exchange between surface 

immobilized molecules results in the transport of charge and is hence of interest for energy 

applications.11 A key finding disseminated here is that insulating organic side-groups on the 

redox active molecules can be used to tune self-exchange “hole hopping” and hence charge 

transport across nanocrystalline TiO2 surfaces. This was most readily quantified by abstraction 

of an apparent diffusion constant, D, from the temporal data. Indeed, an experimental challenge 

was to identify methods by which the intrinsic self-exchange rate constants and activational 

parameters could be reliably abstracted from bulk kinetic electrochemical data. The two 

techniques utilized herein relied upon a ramped (cyclic voltammetry) or stepped 
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(chronoabsorptometry) potential to quantify RuIII/II self-exchange and while both techniques 

revealed the same trend in D, dmb > bpy > dtb, the quantitative values differed significantly. 

Below we discuss the electrochemical methods used to quantify self-exchange followed by an 

analysis of the kinetic data within the framework of Marcus theory for nonadiabatic electron 

transfer. 

2.4.1 Quantification of Reduction Potentials and Apparent Diffusion Coefficients 

The formal E°(RuIII/II) reduction potentials were taken as the equilibrium potential 

where equal numbers of compounds measured spectroscopically were present in the formal 

oxidation states of III and II. The electron donating methyl- and tert-butyl groups in the dmb 

and dtb ligands induced a measurable negative shift in the formal reduction potentials relative 

to that measured for TiO2|bpy. A complication in data analysis was the non-Nernstian behavior 

of the interfacial redox chemistry. An ~80 mV potential step was required to induce a factor 

of 10 change in the RuIII/RuII ratio for bpy, and ~70 mV was required for dtb rather than the 

Nernstian value of 59 mV. The spectroelectrochemical data were adequately modeled by 

including α to account for deviation from Nernstian behavior, as has been done in the past, 

however such modeling does not address the origin(s) of the nonideality. Prior studies with 

metalloporphyrins and molecules with two redox active groups have indicated that the 

nonideality arises from local electric fields present at the oxide-electrolyte interface.23 The α 

increased in the order dmb > bpy > dtb suggesting that intermolecular interactions like those 

in the Frumkin isotherm model may also underlie this behavior.9 If instead the nonideality 

arises from a distribution of formal reduction potentials, then the data may reflect a greater 

degree of heterogeneity for bpy than for dtb. Regardless of the nonideality origin(s), the steady 
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state spectroelectrochemical data suggests that the true self-exchange electron transfer hole-

hopping may not occur with ΔG° = 0 throughout the mesoporous film. 

Chronoabsorptometry (CA) and cyclic voltammetry (CV) experiments were performed 

to estimate the diffusion coefficient D for self-exchange. The data analysis is based upon a 

semi-infinite diffusion boundary approximation that has been previously described.5 Since the 

mesoporous TiO2 thin film has a finite thickness, this analysis is only valid if the ‘front’ of 

oxidized molecules does not reach the outer edge of the mesoporous thin film. This boundary 

condition is maintained through the CV experiments, where only about 5% of the redox active 

molecules within the thin film were oxidized. This value was determined by using L = 

(DCV×t)½, where L is the linear diffusion length and t is the elapsed time from the onset of 

oxidation to the peak oxidation current. In contrast, all of the electrochemically accessible 

compounds were oxidized over the course of the CA experiments, Scheme 2.3.  

Scheme 2.3. An Idealized Representation of Three Surface Functionalized Anatase Layers on 

an FTO Substrate during a Chronoabsorptometry (CA) Experimenta 

 

aAt time t0 all of the ruthenium compounds are in the formal oxidation state of II. After a 

potential step 500 mV more positive than the formal E°(RuIII/II) reduction potential, the FTO 

substrate oxidizes the RuII compounds present on the FTO surface followed by self-exchange 

“hopping” across the nanocrystalline TiO2 surface. A moving front of oxidized dyes nearly 

equidistant from the FTO substrate is observed at t > t0. At longer times t >> t0 all the molecules 

within the mesoporous thin film are oxidized. The semi-infinite diffusion boundary 

approximation restricts data analysis to about 60% oxidation of the thin film. In contrast, only 

about 5% of the film is oxidized during a cyclic voltammetry experiment.  
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Deviation from linearity was observed when ~60% of the compounds were oxidized, 

which has been previous attributed to the breakdown of the boundary conditions.24 Both 

experiments revealed that D decreased in the order dmb > bpy > dtb; however, the values 

abstracted from cyclic voltammetry data were consistently about an order of magnitude larger, 

DCV > DCA. This behavior has previously been reported and is not fully understood.25 Since a 

larger fraction of the self-exchange occurs near the fluorine-doped tin oxide (FTO) substrate 

in the voltammetry measurements, the larger diffusion coefficient may reflect more rapid self-

exchange near the FTO interface. 

Values of D have previously been determined for other metal polypyridyl complexes 

anchored to TiO2 surfaces and provide context for the values reported here. Trammel and 

Meyer previously determined DCA = 1.4 × 10-9 cm2/s for the OsIII/II self-exchange in the 

compound [Os(bpy)2(dcb)]2+.4 This value is within experimental error the same as that 

measured for the analogous Ru compound, yet is in contrast to solution phase self-exchange 

studies, where [Os(bpy)3]
3+/2+ self-exchange rate constants were more than double that of 

[Ru(bpy)3]
3+/2+.26 Comparisons such as these draw attention to the differences that may exist 

between electron-transfer reactions between molecules in fluid solution, and those anchored at 

a semiconductor interface. In another literature report, DCA was quantified for [Ru(bpy)2(4,4′-

(PO3H2)2-bpy)]3+/2+ in an 0.1 M HClO4 aqueous medium.10 Remarkably similar values for D 

were quantified for this compound (1.33 × 10-9 cm2/s) as for those reported herein. Similar 

values were also reported by Mallouk et al.27 Hence the nature of the anchoring groups, 

carboxylic acids versus phosphonic acids, has a less significant impact than does the inclusion 

of insulating organic functional groups on the ancillary ligands. However, it should be 

emphasized that the details of the mesoporous TiO2 film structure may have a significant yet 
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undocumented influence on D. Factors such as film porosity, nanocrystallite size, and surface 

chemistry have an unknown impact on the electron transfer kinetics. Until such parameters are 

better understood, systematic studies similar to the one reported here are needed. 

2.4.2 Self-Exchange Kinetics and Theory 

Estimation of rate constant for self-exchange, kSE, from DCV requires knowledge of the 

distance between the surface anchored molecules. While it is sometimes stated that dcb-

containing molecules bind to the TiO2 surface in monolayer surface coverage, the ill-defined 

surface area make such statements difficult to validate experimentally. There is little data to 

suggest that these dicationic complexes form multi-layers on TiO2, but whether any or all are 

within van der Waals radii of each other is unclear. However, in the raw measured visible 

absorption spectra of the thin films it was clear that the saturation surface coverage increased 

in the order dtb < dmb < bpy. This correlates well with a steric increase in R when tert-butyl 

groups replace methyl groups or H atoms and suggests that on average the Ru centers are 

further apart in dtb.  

The number of molecules present within the mesoporous film is reasonably estimated 

through absorption measurements using Beer’s Law, though the distance between the 

molecules and their homogeneity is much more difficult to assess. An analysis described in the 

experimental section takes the total number of redox active molecules and disperses them 

within the mesoporous thin film as if there were no TiO2 present, to give the largest value of 

R, as well as the case where the molecules pack as tightly as they do in the solid-state crystal 

structure. These analyses provide upper and lower limits to R, that are within a factor of ten of 

what would be expected when molecules as 10 Å spheres are close-packed on a planar 

idealized surface. Furthermore, the mean separation distance in the encounter complex formed 
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between Ru(bpy)3
3+/2+ for solution-phase self-exchange reaction has been calculated to be 13.6 

Å which is comparable to the intermolecular distances determined from the crystal structures 

of the compounds.28 The kSE values abstracted in such a manner were in good agreement with 

previous literature reports that are discussed in more detail below. 

An Arrhenius analysis of kSE revealed activation energies for each studied complex 

were within experimental error the same, Eact = 250 ± 50 mV. Within the framework of Marcus 

theory for nonadiabatic electron transfer, the activation energy for electron transfer is 

approximately equal to the sum of the work require to bring the two species together and one 

fourth the total reorganization energy, λ/4. Assuming the work term is zero for the reaction 

between anchored molecules, this activation data implies a reorganization energy of ~1 eV, a 

value that is consistent with literature values for similar electron transfer reactions between Ru 

based chromophores anchored to TiO2 nanocrystallites.5 As the inner-sphere contributions to 

the total reorganization energy are mainly associated with the Ru-N bond lengths and angles, 

there was no a prior reason to suspect that the methyl or tert-butyl substituents would 

contribute to λ and no evidence of significant bond length alterations were evident in the crystal 

structures. Moreover, the structural changes observed upon oxidation of similar Ru polypyridyl 

complexes are minimal and therefore λI contribute negligibly to the total reorganization.29 As 

a result, the primary contribution to the total reorganization energy arises from outer sphere 

contributions that are difficult to determine experimentally. Based on the negligible 

contribution of λI to the total reorganization energy, we conclude that the changes in steric bulk 

have a minimal influence on λO.  

Application of Marcus theory using a shared λ in the fitting procedure revealed that the 

electronic coupling matrix element, HAB, increased from 0.02 to 0.10 meV in going from dtb 
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to dmb. A λ value of 900 ±100 meV was found to provide the most satisfactory fit to all three 

data sets under the assumption that the reorganization energies do not change appreciable 

between the compounds investigated. In contrast to those observed here, values of HAB 

observed for the electron self-exchange reaction for the parent complex Ru(bpy)3
3+/2+ in fluid 

solution are reported to be between 2.5 meV and 12.4 meV.13 The significant decrease in HAB 

is likely a result of the increased molecular distance, and the heterogeneous nature of the 

interface.  

 Self-exchange and activation parameters garnered from studies of TiO2|dtb were 

dramatically different than those obtained with dmb or bpy providing compelling evidence 

that bulky side groups do indeed influence HAB. This finding supports the previous suggestion 

that long-chain side groups can be used to tune self-exchange at these same interfaces. In side-

by-side comparative studies both HAB and D were consistently the largest for dmb which was 

intriguing as this is counter-intuitive to what was expected based on the steric bulk of the 

compounds. While it is not clear why this is the case, it suggests that the electron donating 

behavior of the alkyl substituents is also playing a role. The self-exchange rate constants for 

Ru(bpy)3
3+/2+ are orders of magnitude larger than those of the corresponding ammine or aqua 

compounds, behavior that Sutin rationalized by concluding that the π-acidic nature of the 

bipyridine provides sufficient electron density on the ligands for self-exchange.13 It is hence 

likely that substituents modify the ligand electron density in a manner sufficient to alter self-

exchange between immobilized redox centers. 

2.5 Conclusions 

Self-exchange intermolecular RuIII/II electron transfer across the surface of mesoporous 

nanocrystalline (anatase) TiO2 thin film was characterized by cyclic voltammetry and 
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chronoabsorptometry techniques for a series of three Ru polypyridyl compounds 

[Ru(LL)2(dcbH2)](PF6)2, were LL is 2,2′-bipyridine (bpy), 4,4′-dimethyl-2,2′-bipyridine 

(dmb) or 4,4′-di-tert-butyl-2,2′-bipyridine (dtb) and dcb is 2,2′-bipyridyl-4,4′-dicarboxylic 

acid. Apparent diffusion coefficients, D, abstracted from the electrochemical data revealed that 

the self-exchange was much slower for the tert-butyl containing compounds. Temperature 

dependent measurements revealed that this was due to lower intermolecular electronic 

coupling that result from the sterically bulky tert-butyl groups. The results indicate that 

insulating side groups can indeed be placed on redox active molecules to tune the electronic 

coupling, and hence self-exchange rate constants, without significantly altering the 

reorganization energy for electron transfer. Such behavior can be exploited in artificial 

photosynthetic assemblies both to enhance and inhibit lateral charge transport across oxide 

surfaces. 
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2.7 Additional Content 

 

Figure 2.8. The temperature dependence of kSE with fits to non-adiabatic Marcus theory 

(overlaid curves) calculated with three different values of R for TiO2|dmb. 

 

Figure 2.9. UV-visible spectra generated during the oxidation of bpy. Conversion from RuII 

to RuIII proceeds from purple to red. 
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Figure 2.10. UV-visible spectra generated during the oxidation of dtb. Conversion from RuII 

to RuIII proceeds from purple to red. 

Table 2.4. Variation of R and HAB Using Different Methods of Determining R 

 RUL (nm) RI (nm) RLL (nm) HAB
UL a 

(meV) 

HAB
I a 

(meV) 

HAB
LL a 

(meV) 

TiO2|bpy 1.8 ± 0.03 1.4 ± 0.03 1.15 0.11 ± 

0.04 

0.07 ± 

0.04 

0.03 ± 

0.02 

TiO2|dmb 2.2 ± 0.04 1.8 ± 0.03 1.27 0.17 ± 

0.09 

0.11 ± 

0.05 

0.04 ± 

0.02 

TiO2|dtb 2.5 ± 0.07 2.0 ± 0.06 1.37 0.04 ± 

0.03 

0.02 ± 

0.02 

0.01 ± 

0.01 
aλ = 900 ± 100 meV shared between data sets. bλ = 900 ± 100 meV shared between data sets. 
cλ = 820 ± 130 meV shared between data sets.  

 

2.6.1 Single Crystal X-ray Crystallography 

All reflection intensities were measured at 110(2) K using a KM4/Xcalibur (detector: 

Sapphire3) with enhance graphite-monochromated Mo Kα radiation (λ = 0.71073 Å) for 3 or 

a SuperNova diffractometer (equipped with Atlas detector) with Mo Kα radiation (λ = 0.71073 

Å) for 4 under the program CrysAlisPro (Versions 1.171.36.24 or 1.171.36.32 Agilent 

Technologies, 2012-2013). The same program was used to refine the cell dimensions and for 

data reduction. The structure was solved with the program SHELXS-2013 or SHELXS-2014/7 

and was refined on F2 with SHELXL-2013 or SHELXL-2014/7.30 Analytical (3) or numerical 
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(4) absorption corrections based on a multifaceted crystal model were applied using 

CrysAlisPro. The temperature of the data collection was controlled using the system Cryojet 

(manufactured by Oxford Instruments). The H atoms were placed at calculated positions 

(unless otherwise specified) using the instructions AFIX 23, AFIX 43, AFIX 137 or AFIX 147 

(only for 3) with isotropic displacement parameters having values 1.2 or 1.5 times Ueq of the 

attached C or O atoms. For 3, the H atoms attached to the major component of the disordered 

lattice water molecule (i.e., O1W) were found from difference Fourier maps. Their coordinates 

were refined freely but the O−H bond lengths and the H…H distance were restrained to be 

0.84(3) and 1.33(3) Å using the DFIX instructions, respectively. The H atoms attached to the 

minor component (O1’) of the disordered lattice water molecule could not be retrieved.  

3, Fw = 2365.03, elongated red plate, 0.40 × 0.24 × 0.05 mm3, triclinic, P-1 (no. 2), a 

= 11.4357(2), b = 15.3159(3), c = 17.6072(3) Å, α = 110.3534(19), β = 92.4345(17), γ = 

102.7437(19)°, V = 2796.04(10) Å3 , Z = 1, Dx = 1.405 g cm−3 , µ = 0.444 mm−1, abs. corr. 

range: 0.873−0.979. 34323 Reflections were measured up to a resolution of (sin θ/λ)max = 0.62 

Å−1. 11276 Reflections were unique (Rint = 0.0750), of which 9507 were observed [I > 2σ(I)]. 

803 Parameters were refined using 275 restraints. R1/wR2 [I > 2σ(I)]: 0.0436/0.1111. R1/wR2 

[all refl.]: 0.0546/0.1172. S = 1.041. Residual electron density found between −0.67 and 0.97 

e Å−3. The asymmetric unit contains one Ru complex, two ClO4
- counterions, as well as some 

lattice solvent molecules (hexane, water and acetonitrile). The structure is mostly ordered. The 

two perchlorate counterions are both disordered over two orientations, and the occupancy 

factors of the major components refine to 0.587(17) and 0.581(5). The hexane solvent molecule 

is found at sites of inversion symmetry (and therefore, only half of the molecule is 

crystallographically independent). The water molecule is found to be disordered over two 
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positions. The occupancy factor of the major component refines to 0.704(6). The checkCIF 

report generates 3 Alert level B that are concerned with the minor component of the disordered 

lattice water molecule. Because its occupancy factor is too low, the H atoms cannot be retrieved 

experimentally.  

4, Fw = 1096.94, dark thick red lath, 0.31 × 0.15 × 0.08 mm3, triclinic, P-1 (no. 2), a = 

13.6824(3), b = 13.6984(3), c = 14.2579(3) Å, α = 98.249(2), β = 101.025(2), γ = 115.285(2)°, 

V = 2294.10(9) Å3 , Z = 2, Dx = 1.588 g cm−3 , µ = 0.510 mm−1, abs. corr. range: 0.786−1.000. 

35221 Reflections were measured up to a resolution of (sinθ/λ)max = 0.65 Å−1. 10524 

Reflections were unique (Rint = 0.0299), of which 9340 were observed [I > 2σ(I)]. 743 

Parameters were refined using 498 restraints. R1/wR2 [I > 2σ(I)]: 0.0369/0.0900. R1/wR2 [all 

refl.]: 0.0432/0.0945. S = 1.059. Residual electron density found between −0.64 and 0.90 e 

Å−3. The two PF6
- counterions are found to be disordered over two orientations. The occupancy 

factors of the major components of the disorder refine to 0.917(3) and 0.821(8). The occupancy 

factor of the lattice solvent CH3CN molecule was refined freely, and its occupancy factor 

refines to 0.907(7).  
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CHAPTER 3: Influence of 4 and 4′ Substituents on RuIII/II Polypyridyl Self-Exchange 

Electron Transfer across Nanocrystalline TiO2 Surfaces2 
 

3.1 Introduction 

Lateral electron transfer, commonly referred to as hole-hopping, between surface-

immobilized, redox active compounds at semiconductor interfaces has emerged as an 

important, yet often overlooked, process in many solar energy capture and conversion schemes. 

Recent reports revealed that after photoinduced electron injection into TiO2, rapid lateral self-

exchange electron transfer rates between chromophores in dye-sensitized solar cells (DSSCs) 

enhanced charge recombination rates between the oxidized chromophore and the TiO2 

electron.1-3 Moia and co-workers recently reported a DSSC where lateral self-exchange 

replaced traditional redox mediators as the shuttle of electron holes to the counter-electrode 

and resulted in devices with large open circuit voltages.4,5 Furthermore, limiting lateral electron 

transfer rates between chromophore-catalyst assemblies anchored to the surface of TiO2 has 

been shown to be integral for the accumulation of multiple redox equivalents onto a catalyst 

and the inhibition of unwanted comproportionation chemistry.6-8 Therefore, controlling lateral 

electron transfer kinetics at the semiconductor interface is important for device optimization. 

Here, we expand upon a previous report9 using a homologous series of RuII polypyridyl

                                                      
2This work has been submitted to the Journal of Physical Chemistry C for publication. 

Reprinted with permission from Motley, T. C.; Brady, M. D.; Meyer, G. J. Influence of 4 and 

4′ Substituents on RuIII/II Polypyridyl Self-Exchange Electron Transfer across Nanocrystalline 

TiO2 Surfaces. J. Phys. Chem. C 2018, submitted for publication. Unpublished work copyright 

2018 American Chemical Society. 
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compounds to determine whether the steric size or the electron withdrawing/donating ability 

of substituents on a 4,4′-substituted-2,2′-bipyridine ligand affect the lateral self-exchange 

electron transfer rates at the TiO2 interface. 

Scheme 3.1. A Simplistic Depiction of the Time Evolution of the Complete Film Oxidation 

during a Chronoabsorptometry Experiment 

 

It is well-established that surface-anchored RuII polypyridyl compounds on TiO2 thin 

films can undergo complete oxidation upon application of a sufficiently positive potential 

despite possessing formal reduction potentials within the forbidden bandgap.10-12 The key 

requirement is that the surface coverage be above a minimum value, termed a percolation 

threshold, which is typically 50-60% of the maximum possible surface coverage.9,11-13 The 

accepted mechanism, depicted in Scheme 3.1, invokes an initial electron transfer to the 

transparent conductive oxide, typically fluorine-doped tin oxide (FTO), from nearby molecules 

followed by self-exchange electron transfer to shuttle more electrons toward the FTO.9-11,13-17 

As time progresses, the diffusion layer, sometimes referred to in these films as the oxidation 

front, moves through the film until it reaches the outer edges and the film is completely 

oxidized. This behavior has been demonstrated for numerous classes of compounds.9,11,12,14,15 
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Self-exchange electron transfer between RuII polypyridyl compounds in fluid solution 

and on the surface of metal oxides has been well-described by nonadiabatic Marcus theory for 

electron transfer.9,18 For self-exchange (ΔG° = 0), the nonadiabatic Marcus equation is given 

by eq. 3.1, where kR is the rate constant for electron transfer, HDA is the intermolecular 

electronic coupling matrix element between electron donor (RuII) and electron acceptor (RuIII), 

kB is the Boltzmann constant, ħ is the reduced Planck constant, T is the absolute temperature, 

and λ is the total reorganization energy with inner- (λI) and outer-sphere (λO) components. At 

constant λ and T, the rate is expected to depend only on HDA that varies exponentially with 

distance as described by eq. 3.2, where δ is the intermolecular distance between the donor and 

acceptor, β is the attenuation factor, and HDA
O is the electronic coupling at van der Waals 

separation, δO.19-22 

𝑘𝑅 = (
2𝜋

ħ
) (

|𝐻𝐷𝐴|
2

√4𝜋𝜆𝑘𝐵𝑇
) 𝑒

(
−𝜆

4𝑘𝐵𝑇
)
 (3.1) 

𝐻𝐷𝐴 = 𝐻𝐷𝐴
𝑂 𝑒−

𝛽

2
(𝛿−𝛿𝑂) (3.2) 

Recently, a homologous series of [Ru(R2bpy)2(dcb)]2+ compounds, where R2bpy was 

a 4,4′-substituted-2,2′-bipyridine and dcb was 2,2′-bipyridyl-4,4′-dicarboxylic acid, was 

reported where the steric bulk of the substituent in the 4 and 4′ positions of R2bpy was 

systematically increased from -H, -CH3, and -C(CH3)3 to determine if the addition of insulating 

side groups would alter the RuIII/II self-exchange rate constants by increasing the intermolecular 

distance.9 It was found that the self-exchange electron transfer rates increased from -C(CH3)3 

to -H to -CH3, a trend that was not adequately explained by the differences in steric size of the 

functional groups. This suggested that the electron withdrawing or donating nature of the 

substituents might also influence the measured rates. Additionally, it was found through 
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temperature-dependent electrochemical studies that the λ was within error the same for the 

functional group chosen.9  

RuIII/II self-exchange has been reported to be significantly faster for RuII polypyridyl 

compounds than for related amine and aquo compounds in fluid solution.23,24 The π* orbitals 

in the bipyridine rings are of the appropriate symmetry and energy to stabilize the dπ orbitals 

on the RuII metal center leading to the delocalization of the Ru-based dπ orbitals onto the 

bipyridine rings.23,25-28 This delocalization effectively reduces the intermolecular distance (i.e. 

increasing HDA) between the donor and the acceptor for RuII polypyridyl compounds relative 

to their amine and aquo counterparts and was invoked to rationalize the faster self-exchange 

kinetics.23 Various experimental and computational studies have suggested that 2-25% of 

electron density of highest-occupied molecular orbital (HOMO) in RuII polypyridyl 

compounds is located on the π-acidic diimine ligands.29,30 Therefore, one might expect the 

electron withdrawing or donating groups in the 4 and 4′ positions of the bipyridine ring to tune 

self-exchange electron transfer rates by modulating the degree of orbital mixing. This was 

directly demonstrated by Kubiak and co-workers for bimolecular electron transfer in a series 

of oxo-centered ruthenium clusters.31,32 In these studies, it was shown that decreasing the pKa 

of 4-substituted pyridine groups coordinated to these clusters increased the self-exchange rate 

constants over several orders of magnitude. Through NMR studies, they showed an increased 

delocalization of the HOMO onto the pyridine ring as the pKa decreased.  However, when 

molecular symmetry prevented significant orbital mixing between the Ru cluster and the π* 

orbitals of the pyridine rings, no observable rate enhancement was observed.31  

In the present study, a series of compounds of the type [Ru(R2bpy)2(P)]2+, where P is 

2,2′-bipyrdyl-4,4′-diphosphonic acid and R2bpy was a 4,4′-substituted-2,2′bipyridine with 6 
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different R groups: -OCH3, -C(CH3)3, -CH3, -H, -Br, and -CF3, Scheme 3.2. The functional 

groups were chosen to test the effects of both the electron withdrawing/donating ability and 

the steric size on lateral self-exchange electron transfer. Chronoabsorptometry was used to 

measure the apparent diffusion coefficients, which are proportional to the self-exchange rate 

constants. Nonadiabatic Marcus theory was used to investigate the interplay of the effects of 

steric size and the electron withdrawing or donating ability of the substituents on 

[Ru(R2bpy)2(P)]3+/2+ self-exchange kinetics for compounds anchored to the surface of TiO2. 

Variable surface coverages were obtained using dilute dyeing solutions and the distance 

dependence was examined. An exponential dependence of the electron transfer rates with 

intermolecular distance was discovered. It was concluded that only steric size, and more 

specifically the intermolecular distance, predominantly determined the rates of self-exchange 

electron transfer at the TiO2 interface. 

Scheme 3.2. RuII Polypyridyl Compounds Used in this Study 
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3.2 Experimental Methods 

3.2.1 Materials 

The following solvents and reagents were obtained from the indicated commercial 

supplier and used without further purification: acetonitrile (CH3CN, Burdick and Jackson, 

Spectrophotometric grade); lithium perchlorate (LiClO4, Sigma-Aldrich, 99.99%); perchloric 

acid (HClO4, Alfa Aesar, 70%), titanium(IV) isopropoxide (Aldrich, ≥97.0%); fluorine-doped 

tin(IV) oxide (FTO; Hartford Glass Co., Inc., 2.3 mm thick 15 Ω/□); and oxygen (O2, Airgas, 

≥99.998%). The following compounds were made as previously described or were available 

from previous studies: [Ru(MeObpy)2(P)]Br2, [Ru(dtb)2(P)]Br2, [Ru(dmb)2(P)]Br2, 

[Ru(bpy)2(P)]Br2, [Ru(Brbpy)2(P)]Br2, and [Ru(btfmb)2(P)]Br2.
33-39 

3.2.2 Preparation of Thin Films 

Titania nanocrystallites were prepared via the hydrolysis of titanium(IV) isopropoxide 

using a previously reported sol-gel method.10 Mesoporous thin films were prepared by a doctor 

blade method on an ethanol-cleaned FTO substrate using Scotch tape (~50 μm thick) as a 

spacer to ensure a uniform thickness. The doctor-bladed films were covered and allowed to 

dry at room temperature for 30 min. Once dry, the films were sintered under an O2 atmosphere 

(~1 atm) for 30 min at 450 °C. These films were stored in a ~70 °C oven until used. The 

resulting films were 3-5 μm as measured using a Bruker Dektak XT profilometer running the 

Vision 64 software. 

The titania thin films were placed into concentrated aqueous dying solutions of the 

desired [Ru(R2bpy)2(P)]Br2 compound in 0.1 M HClO4 to allow for surface functionalization. 

For studies with variable surface coverages, 25 mL aqueous solutions of [Ru(bpy)2(P)]Br2 in 

0.1 M HClO4 were made with concentrations ranging from 2 μM to 5 mM for 14 total solutions. 
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Films were submerged for at least 48 h to ensure uniform, saturation surface coverages were 

achieved. Prior to use, the films were soaked in neat CH3CN solutions for at least 1 h to remove 

any weakly adsorbed molecules from the surface in order to minimize dye desorption during 

the course of the experiments. 

3.2.3 Spectroscopy 

All steady-state UV-visible spectra were recorded on an AvaSpec UL2048 UV-Visible 

spectrometer and an AvaLight Deuterium/Halogen light source (Avantes) at room temperature. 

All measurements were obtained using a 1 cm2 cuvette with the functionalized titania films 

placed along the diagonal at a 45° angle to the incident probe light.  

3.2.4 Chronoabsorptometry 

Chronoabsorptometry (CA) was performed using a WaveNow potentiostat (Pine 

Research Instrumentation, Inc.) coupled to an AvaSpec UL2048 UV-Visible spectrometer and 

an AvaLight Deuterium/Halogen light source (Avantes) all controlled by the AfterMath 

software (Pine Research Instrumentation, Inc.). A standard three-electrode arrangement was 

used with the functionalized titania films as the working electrode, a Pt mesh counter electrode, 

a Ag/AgCl pseudoreference electrode. The nonaqueous Ag/AgCl pseudoreference electrode 

(Pine Research Instrumentation, Inc.) was filled with a 0.1 M LiClO4 solution in CH3CN, and 

the applied potential was referenced to the E1/2(RuIII/II) of the [Ru(R2bpy)2(P)]2+ on the surface. 

To measure DCA, a potential of E1/2(RuIII/II) + 500 mV was applied, and full UV-visible spectra 

were taken at fixed time intervals. All chronoabsorptometry studies were performed using 

CH3CN solutions containing 0.1 M LiClO4. 

To measure the E1/2(RuIII/II), cyclic voltammetry was used with the same three electrode 

arrangement as described above. For these measurements, the pseudoreference electrode was 
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externally calibrated versus the ferrocenium/ferrocene (Fc+/0) reduction potential in a CH3CN 

solution containing 0.2 M LiClO4, which is 0.31 V vs the standard calomel electrode (SCE).40 

SCE is 0.241 V vs the normal hydrogen electrode (NHE).40 All potentials reported are vs NHE 

unless otherwise stated. 

3.2.5 Data Analysis 

Data fitting was performed in OriginPro 2016, with least-squares error minimization 

achieved using the Levenberg-Marquardt method. The errors reported for fitting parameters 

are the standard errors. The errors reported for the for data obtained for using 

[Ru(R2bpy)2(P)]|TiO2 was the standard deviation of 2 to 3 trials. The error reported for the 

variable surface coverage data was obtained through the propagation of error for all of the 

measurements utilized to compute the values. 

3.3 Results 

A series of 6 RuII polypyridyl compounds of the type [Ru(R2bpy)2(P)]Br2, where R2bpy 

is a 4,4′-substituted-2,2′-bipyridine and P is a 2,2′-bipyrdyl-4,4′-diphosphonic acid, were 

synthesized using standard methods, Scheme 3.2.37 The R groups used were -OCH3, -C(CH3)3, 

-CH3, -H, -Br, and -CF3 (MeObpy, dtb, dmb, bpy, Brbpy, and btfmb, respectively). These 

functional groups were chosen to allow for wide range of variability in electron withdrawing 

or donating strength as well as steric size.  

The TiO2 thin films were functionalized with the desired [Ru(R2bpy)2(P)]Br2 from 

concentrated dyeing solution in aqueous 0.1 M HClO4 solutions. Thin films were left 

submerged for a minimum of 48 h to ensure the saturation surface coverage, Γ0, was reached. 

Upon functionalization, the films displayed the characteristic metal-to-ligand charge transfer 

(MLCT) bands of [Ru(R2bpy)2(P)]2+ compounds, Figure 3.1. Assuming that the absorbance 
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maximum, λMLCT, and the molar absorptivity coefficient, ε, remain unchanged on the surface 

relative to solution, Γ0 was calculated using eq. 3.3, where AMLCT is the absorbance at λMLCT. 

In order to account for the pathlength of the film, the incidence angle of the probe beam (45°) 

and the refractive index (1.59) measured for similar mesoporous, nanocrystalline TiO2 thin 

films was used.41 Through the Snell-Descartes law, the angle of refraction through the film 

was determined to be 36.7° and d/cos(36.7°) was added to equation 3.3 to adjust the measured 

surface coverage for the thickness of the film. Note that Γ0 calculated in this way has units of 

mol×cm-2×μm-1 and corrects for any film-to-film thickness variations. The measured Γ0 as well 

as the relevant spectroscopic properties for these compounds are listed in Table 3.1. 

𝐴 = 1000 ∗ 𝛤0 ∗ 𝜀 ∗ (𝑑/ cos(36.7°)) (3.3) 

 

Figure 3.1. The normalized UV-visible absorbance spectra for each [Ru(R2bpy)2(P)]|TiO2 film 

submerged in CH3CN solutions containing 0.1 M LiClO4 with an unsensitized thin film as a 

reference.



 

 

1
0
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Table 3.1. Relevant Electrochemical and Photophysical Properties of the [Ru(R2bpy)2(P)](Br)2 Compounds 

 λMLCT
 (nm)a 

(ε, 104 M-1cm-1) 

E1/2(RuIII/II)e 

(V vs NHE) 

D 

(10-9 cm2/s) 

Γ0 

(10-8 mol×cm-2×μm-1) 

δ 

(nm) 

kR 

(105 s-1) 

-OCH3 477 (1.18)b 1.24 7.9 ± 0.3 2.24 ± 0.03 1.64 ± 0.01 17.6 ± 0.7 

-C(CH3)3 460 (1.40)c 1.37c 0.4 ± 0.2 1.6 ± 0.2 1.83 ± 0.06 0.7 ± 0.4 

-CH3 461 (1.28)b 1.38 4 ± 1 2.0 ± 0.4 1.7 ± 0.1 8 ± 2 

-H 458 (1.20)b 1.44 5.1 ± 0.2 2.41 ± 0.05 1.60 ± 0.01 11.9 ± 0.5 

-Br 465 (1.34)b 1.58 7 ± 1 3.1 ± 0.2 1.48 ± 0.04 19 ± 2 

-CF3 460 (1.66)d 1.74 0.028 ± 0.004 1.18 ± 0.02 2.04 ± 0.01 0.040 ± 0.06 
aReported in H2O due to low solubility in CH3CN. bValue taken from reference 37. cValue taken from reference 39. dValue taken from 

reference 38. eMeasured in 0.1 M LiClO4 solutions in CH3CN. Error in the reported values is ±10 mV.
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Cyclic voltammetry was used to determine the half wave potentials, E1/2(RuIII/II), of the 

sensitized thin film in 0.1 M LiClO4 CH3CN solutions. The cyclic voltammograms displayed 

quasi-reversible waves with peak-to-peak splitting between 100-300 mV.10 The measured 

values ranged from 1.24 to 1.74 V vs NHE and were consistent with the one electron oxidation 

of the compounds, Table 3.1. The measured half wave potentials increased with the electron 

withdrawing ability of the functional groups.  

 

Figure 3.2. The UV-visible absorption spectra measured after the application a potential 

sufficient to oxidize [Ru(dtb)2(P)]|TiO2. A bleach of the characteristic MLCT transition was 

observed at 470 nm as the film was oxidized from RuII to RuIII. A new absorption feature 

associated with the RuIII species was observed to grow in centered at 675 nm. The inset shows 

the normalized absorbance change plotted against the square root of time. The data were fit to 

the Anson equation through the first 60% of the total absorbance change (red line). 

To investigate the substituent effects on self-exchange electron transfer rates between 

surface-immobilized compounds, chronoabsorptometry (CA) was used. In these experiments, 

a potential step 500 mV more positive than the E1/2(RuIII/II) was applied to oxidize the 

[Ru(R2bpy)2(P)]|TiO2, and the spectral changes were monitored as a function of time. Figure 

3.2 shows representative data for [Ru(dtb)2(P)]|TiO2 and spectra for all other 

[Ru(R2bpy)2(P)]|TiO2 can be found in the 3.7 Additional Content section (Figures 3.8-3.12). 

Upon oxidation, all of the compounds exhibited a loss of the characteristic RuII MLCT 
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transition and a growth of a weak, broad absorbance feature at wavelengths above 600 nm. 

Both spectral changes were indicative of the one electron oxidation of the compound from RuII 

to RuIII. 

 

Figure 3.3. The normalized change in absorbance after the application of sufficiently positive 

potential to oxidize the [Ru(R2bpy)2(P)]|TiO2 plotted as a function of the square root of time 

for all compounds used in this study.  

Single-wavelength kinetics were monitored at the λMLCT and were plotted as the 

normalized absorbance change, ΔA, versus the square-root of time, t, Figure 3.3, for all 6 

compounds. These data were fit to the Anson equation, eq. 3.4, where DCA is the apparent 

diffusion. The calculated DCA values are given in Table 3.1. The Anson equation was 

previously derived using semi-infinite diffusion boundary conditions for molecules diffusing 

to the electrode surface.9,11,12 Here, RuII polypyridyl compounds were anchored to the TiO2 

film of a finite thickness. Therefore, the data deviates from the predicted linear relationship 

described by the Anson equation, inset Figure 3.2 and Figure 3.3. It has been shown by several 

groups that a linear relationship is maintained for the first 60% of the total absorbance change 

in CA experiments.9,11,12 Thus, only 60% of the total change was fit during the analysis, inset 

Figure 3.2 for [Ru(dtb)2(P)]|TiO2 and Figures 3.8-3.10 in the 3.7 Additional Content section 

for the others. The smallest DCA measured was 2.8×10-11 cm2/s for [Ru(CF3bpy)2(P)]|TiO2 
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followed by [Ru(dtb)2(P)]|TiO2 which was an order of magnitude larger with a value of 

3.6×10-10 cm2/s. The other five compounds measured all had diffusion coefficients that were 

on the same order of magnitude with values between 3.8×10-9 to 7.9×10-9 cm2/s. These values 

agreed with those published for similar RuII polypyridyl compounds anchored to TiO2 with 

phosphonic acid and carboxylic acid binding groups.6,9,13,17,42 Throughout the course of the 

experiments, no desorption of the surface bound compounds was observed. 

∆𝐴 =
2𝐷1/2𝑡1/2

𝑑𝜋1/2
 (3.4) 

 

Figure 3.4. The variation of the measured apparent diffusion coefficients (DCA) for 

[Ru(bpy)2(P)]|TiO2 with the fractional surface coverage (Γ/Γ0), where Γ0 was the maximum 

surface coverage attained in the most concentrated dyeing solution (5 mM). The DCA were 

measured in CH3CN solutions with 0.1 M LiClO4 electrolyte. Error bars for DCA included for 

all data. 

As a control to test the effects of intermolecular distance, the apparent diffusion 

coefficients were measured for films at sub-saturation surface coverages. Sub-saturation 

surface coverages were achieved by functionalizing the films from aqueous 0.1 M HClO4 

solutions of different concentrations of [Ru(bpy)2(P)]Br2 that ranged from 2 μM to 5 mM and 

resulted in surface coverages between 4.4×10-9 and 6.2×10-8 mol×cm-2×μm-1. The diffusion 

coefficient for electron transfer was measured for each of these films, Figure 3.4. The onset for 
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self-exchange electron transfer, i.e. the percolation threshold, was between 50% to 60% of the 

saturation surface coverage and was in agreement with what has been reported previously for 

RuII polypyridyl compounds.6,13 The observation of a percolation threshold also indicated that 

physical diffusion of the molecules was not contributing significantly to the measured diffusion 

coefficients.43,44 

Conversion of the measured diffusion coefficients to a first order self-exchange 

“hopping” rate constant, kR, required knowledge of the intermolecular distance, δ, between the 

molecules on the interface. The determination of δ is experimentally quite challenging as the 

concentration in the monolayer on the interface as well as the packing arrangement of the 

molecules are difficult to measure for these irregular, mesoporous films. In order to get an 

estimate for δ, it was assumed the molecules were evenly distributed within the pore volume 

of the TiO2 film as opposed to the more reasonable case of being located at the interface. To 

do this, a “concentration” for the molecules in the pore volume was determined from the 

measured Γ0 using eq 3.5 where Γ0×104 is the surface coverage converted to concentration with 

units of mol/cm3, N is Avogadro’s number, and p is the porosity, which was assumed to be 

60%.45 This “concentration” was converted to an intermolecular distance with the assumption 

that the molecules were in a cubic lattice arrangement using δ = (c0)
-1/3 as has been done 

previously.9,16 Note that the δ calculated with these assumptions represents an upper limit as 

the compounds are assumed to be evenly distributed within the pore volume of the film as 

opposed to being localized at the interface. With the computed δ, the kR was calculated for 

each compound using the Dahms-Ruff equation, eq. 3.6.9,13,43 

𝑐0 =
(𝛤0∗10

4)∗𝑁

𝑝
 (3.5) 

𝐷𝐶𝐴 =
𝑘𝑅𝛿

2

6
 (3.6) 



 

105 

3.4 Discussion 

A detailed understanding of the synthetic handles available to tune lateral self-exchange 

electron transfer rates at semiconductor interfaces is important for the optimization of many 

solar energy conversion schemes.1-8 Previous work to determine if small structural changes in 

a homologous series of RuII polypyridyl compounds of the type [Ru(R2bpy)2(dcb)]2+, where 

R2bpy was a 4,4′-substituted-2,2′-bipyridine and dcb was 2,2′-bipyridyl-4,4′-dicarboxylic acid, 

revealed that substituents in the 4 and 4′ positions of the bipyridine rings did influence the self-

exchange rate though it was unclear if the variation in the measured apparent diffusion 

coefficients, DCA, was due to the steric size, the relative electron withdrawing or donating 

ability, or both for the chosen functional groups.9 Here, an expanded series of RuII polypyridyl 

compounds of the type [Ru(R2bpy)2(P)]2+, where P is 2,2′-bipyrdyl-4,4′-diphosphonic acid, 

was reported with a wide variety of functional groups of varying electron withdrawing or 

donating strength and steric size to elucidate the degree of influence each has on lateral self-

exchange. Chronoabsorptometry was used to quantify the DCA, and the measured values were 

analyzed within the framework of nonadiabatic Marcus theory. The data indicated that the 

steric size of the substituent was the sole factor that influenced lateral self-exchange electron 

transfer across semiconductor interfaces through variations in surface coverage, and thus 

intermolecular distance. 
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3.4.1 Quantification of Reduction Potentials and Apparent Diffusion Coefficients 

 

Figure 3.5. The dependence of the measured E1/2(RuIII/II) (black, ■) and of log(kH/kR) (red, ●) 

on the summative Hammett parameter, σT, for all [Ru(R2bpy)2(P)]|TiO2. The measured 

E1/2(RuIII/II) displayed a strong correlation with σT with a slope of 0.09 V vs NHE. No such 

correlation was observed with log(kH/kR). Error bars are given for the log(kH/kR) data. 

The RuIII/II formal reduction potentials, E1/2(RuIII/II), were measured for each compound 

anchored to the TiO2 interface using cyclic voltammetry in 0.1 M LiClO4 in CH3CN. The peak-

to-peak separation between the cathodic and anodic waves in the cyclic voltammogram fell 

between 100 and 300 mV which was consistent of a quasi-reversible electrochemical process.10 

The measured E1/2(RuIII/II) reflect the energy of the dπ orbitals. As such, comparing the 

E1/2(RuIII/II) between the compounds anchored to the surface reports directly on the degree of 

stabilization imparted on the Ru dπ orbitals from π-backbonding with the bipyridine π* 

orbitals. [Ru(MeObpy)2(P)]|TiO2 possessed the least positive E1/2(RuIII/II), 1.24 V vs NHE, 

while [Ru(btfmb)2(P)]|TiO2 was the most positive, 1.74 V vs NHE. These observations agreed 

with the notion the electron withdrawing groups stabilize the π* orbitals of the bipyridine rings 

and increased the π-acidity of the orbitals.25-28 In fact, the summative Hammett parameter, σT, 

of each compound given by eq 3.7, was found to be strongly correlated with the measured 

E1/2(RuIII/II), Figure 3.5. In eq 3.7, the sum of the Hammett parameters for para-substitution, 
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σp
+, are summed for all the substituents on the bipyridine rings. The σp

+ values were used to 

reflect the substituents ability to stabilize the increasing positive charge in the transition state 

during RuII oxidation through resonance. Note that the σp
+ values have been previously shown 

to correlate well with E1/2(RuIII/II) for substituted RuII polypyridyl compounds.27,28 The slope 

of the linear regression line in Figure 3.5 was 0.09 V vs NHE, and matched values observed 

for similar analysis with RuII tris(bipyridyl) type compounds.27 Both the σp
+ for the substituents 

as well as the σT for each compound are listed in Table 3.2. Note that the -PO(OH)2 substituents 

are not included in σT as no values of σp
+ were found in the literature; however, the slope of 

the trendline in Figure 3.5 would remain unchanged with or without their inclusion since the 

σT for each compound has the same contribution from -PO(OH)2. 

𝜎𝑇 = ∑ 𝜎𝑝
+

𝑖   (3.7) 

Table 3.2. Selected Hammett and Charton Parameters46,47 

 Hammett  

Parametera 

(σp
+) 

Summative 

Hammett 

Parameterb  

(σT) 

Charton 

Parameter 

(v) 

-OCH3 -0.78 -3.12 0.36 

-C(CH3)3 -0.26 -1.04 1.24 

-CH3 -0.31 -1.24 0.52 

-H 0 0 0 

-Br 0.15 0.60 0.65 

-CF3 0.61 2.44 0.91 
aValue given for a single substituent. bValue given for [Ru(R2bpy)2(P)]2+ omitting the 

contribution from the -PO(OH)2 function groups. 

Chronoabsorptometry (CA) allowed for the measurement of the apparent diffusion 

coefficients, DCA, for each compound at the TiO2 interface. The DCA values were used as an 

analogue to the second-order self-exchange electron transfer rate constants, kR′, for compounds 

anchored to the interface as they are directly proportional to one another, eq 3.6.11-13,16 

However, direct measurement of kR′ was difficult because of the nebulousness of concentration 
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at these interfaces. The measured DCA values were between 10-11 and 10-9 cm2/s. These values 

were consistent with other reported values for RuII polypyridyl compounds measured by 

CA.6,9,17,48 Previous studies with [Ru(bpy)2(P)]|TiO2 reported DCA values to be between 

1.1×10-9 and 1.3×10-9 cm2/s.6,17 These values were about a factor 2 smaller than the value 

measured here. In those reports, the surface coverages were smaller than those reported here 

for the same compound which would result in a smaller DCA value (vide infra). DiMarco and 

co-workers previously concluded that [Ru(CF3bpy)2(dcb)]|TiO2 displayed no or extremely 

slow lateral self-exchange electron transfer under the conditions of their study.2 This was 

consistent with the small DCA value measured for [Ru(CF3bpy)2(P)]|TiO2 reported here. 

It is often more convenient to convert the measured DCA values to a first order hopping 

rate constant, kR, to compare the measured rates with other techniques; however, one must 

make numerous assumptions about the molecular arrangement at the interface. Here, it was 

assumed that the compounds were arranged in a cubic lattice pattern within the pore volume 

of the film. The intermolecular distances calculated in this way necessarily represented an 

upper limit to the intermolecular spacing as it is often asserted that the molecules form a 

monolayer and are not freely diffusing in the pores.13 The kR values were calculated to be 

between 103 to 106 s-1. In operational DSSCs, photoinitiated excited-state electron injection 

from the surface-bound molecule leaves behind an oxidized chromophore that can undergo 

self-exchange electron transfer.13,49 Lateral self-exchange hopping rate constants measured 

under these conditions were found to be on the order of 106 s-1 for both [Ru(dmb)2(dcb)]|TiO2 

and [Ru(dtb)2(dcb)]|TiO2 measured by nanosecond transient absorption spectroscopy.8,50 

These values are 1 to 2 orders of magnitude larger than what was calculated from the DCA. In 

our studies, interparticle electron transfer must occur multiple times in order to oxidize the 
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entire film; however, it is asserted that few if any interparticle electron transfer reactions occur 

before charge recombination can occur in the transient absorption experiments.8,50,51 Though 

speculative, it may be that electron transfer between molecules on different TiO2 particles is 

slower than between those on the same nanoparticle which would be reflected in the measured 

rate constants. 

3.4.2 Substituent Effects on Self-Exchange Electron Transfer at the Interface 

Marcus theory has been successfully and extensively applied to describe and predict 

electron transfer between donor and acceptor compounds, including nonadiabatic self-

exchange electron transfer between RuII polypyridyl compounds in fluid solution and anchored 

to semiconductor interfaces.9,18,24 For self-exchange electron transfer where ΔG° = 0, the 

nonadiabatic Marcus equation is given by eq 3.1. For lateral self-exchange between RuII 

polypyridyl compounds at the TiO2 interface, λ has been shown to be independent of the 

substituents in the 4 and 4′ position.9 Thus, the only way to alter kR is to tune HDA, as described 

by eq 3.2, through increasing the intermolecular distance (steric size) or decreasing the 

effective electron transfer distance through orbital delocalization (electron withdrawing or 

donating ability). 

As shown above, the measured E1/2(RuIII/II) values displayed a strong linear correlation 

with σT values and was indicative of the better energetic overlap between the Ru-based dπ and 

bpy-based π* orbitals with increasing electron withdrawing strength. This enhanced overlap 

would lead to more orbital mixing as demonstrated by Kubiak et al. for oxo-centered ruthenium 

clusters.31,32 If the enhanced delocalization affected self-exchange electron transfer at the 

interface, one would also expect a correlation of the first order hopping rate constants with σT 

as described by eq 3.8, where ρ is the sensitivity factor of lateral self-exchange electron transfer 
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to the electron withdrawing or donating ability of the functional groups, R is the gas constant, 

ΔΔG‡ is the differences in the free energy of activation between [Ru(bpy)2(P)]|TiO2 (ΔGH
‡) 

and [Ru(R2bpy)2(P)]|TiO2 (ΔGR
‡), and kH and kR is the first-order hopping rate constant for 

[Ru(bpy)2(P)]|TiO2 and [Ru(R2bpy)2(P)]|TiO2, respectively.47,52 However, no correlation was 

observed between ln(kR/kH) and σT, Figure 3.5. This implies that there is no significant change 

in the degree of delocalization as the energetic separation between the dπ orbitals and the π* 

orbitals became smaller. In the nonadiabatic limit of Marcus theory, the ΔGR
‡ is described by 

eq 3.9.24 Since λ has been previously demonstrated to be invariant to the identity of the alkyl 

functional groups, it would be expected that ΔΔG‡ is equal to 0 in the absence of significant 

orbital delocalization, and no correlation of ln(kR/kH) and σT would be observed. 

ln
𝑘𝑅

𝑘𝐻
=
∆∆𝐺‡

𝑅𝑇
= 𝜌𝜎𝑇 (3.8) 

∆𝐺𝑅
‡ =

𝜆

4
 (3.9) 

The steric bulk of the 4 and 4′ substituents have been shown to decrease the saturation 

surface coverages, Γ0, for RuII polypyridyl compounds.9,15 Therefore, it was expected that the 

substituents used here would also influence the surface coverage. One measure for the steric 

size of substituents is known as the Charton value, ν, and is derived from the difference in the 

van der Waals radii of a given substituent and a proton.53,54 Figure 3.6 shows the relationship 

between Γ0 and ν. Several observations are clear from these data. First, as the steric size of the 

aliphatic groups increased, the measured Γ0 decreased as was previously reported.9 Second, 

[Ru(btfmb)2(P)]|TiO2 yielded a smaller surfaces coverage than expected. Fluorinated alkyl 

groups have been reported to be larger than their non-fluorinated congener, behavior attributed 

to a large electronic repulsion of the electron clouds around the strongly electronegative F 

atoms.55 It has also been noted that typical measures of steric size often underestimate the size 
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of these fluorinated groups.55 Thus, the small Γ0 value for [Ru(btfmb)2(P)]|TiO2 was not 

unexpected. Finally, the -Br substituents resulted in the largest surface coverages despite their 

atomic size relative to an H atom. Typically, Langmuir-type binding is used to describe surface 

functionalization of TiO2 thin films which assumes that intermolecular interactions do not 

influence surface binding.13 In the case of the -Br, it may be that halogen bonding interactions 

between a halogen and a -PO(OH)2 on a neighboring compound may act as directing groups 

as the molecules approach the surface leading to more efficient packing and higher surface 

coverages.56,57 

 

Figure 3.6. The dependence of the saturation surface coverage, Γ, with the steric size of the 

substituent in the 4 and 4′ positions of [Ru(R2bpy)2(P)]|TiO2 as given by the Charton value. 

Error bars are included for the measured Γ0. 

As stated in the introduction, the intermolecular electronic coupling is expected to have 

an exponential dependence on intermolecular distance, eq 3.2. In the absence of measured HDA 

values in these self-exchange reactions, the calculated first-order hopping rate constants were 

used to compare the differences in electronic coupling, eq 3.10, where δ is the difference 

between the calculated δ and the smallest δ for a given dataset, and these data are plotted in 

Figure 3.7. From Figure 3.7, it is immediately clear that the measured rates of lateral self-



 

112 

exchange rate constants correlate well with the variation in intermolecular distance determined 

from the measured surface coverages. From the slope of the linear regression line, β was 

determined to be 1.2 ± 0.2 Å-1 for self-exchange across the semiconductor surface. Note that 

this β value represents a lower limit based on the assumptions used to calculate δ.  

𝑘𝑅 = 𝑒
−𝛽∆𝛿𝑅  (3.10) 

 

Figure 3.7. The RuIII/II lateral self-exchange electron transfer rate constant versus the 

difference intermolecular distance, δ. The distance was varied by either (A, black ■) changing 

the steric size of the -R group at the 4 and 4′ positions (β = 1.2 ± 0.2 Å-1) or (B, red ●) 

functionalizing the TiO2 with [Ru(bpy)2(P)]2+ from dilute dying solutions (β = 1.18 ± 0.09 Å-1). 

Error bars are given for the ln(kR). 

The apparent diffusion coefficient was measured for [Ru(bpy)2(P)]|TiO2 at variable 

surface coverages, and the distance dependence examined as above. The β was found to be 

1.18 ± 0.09 Å-1 which was reasonably close to that obtained by changing the functional group. 

The similarity of the two measured β values coupled with the observed exponential dependence 

of the rate constant with δ strongly suggests that the variation in measured kR between different 

functional groups represents a distance effect. 

To our knowledge, these are the first reported β values for lateral self-exchange electron 

transfer between molecules anchored to the TiO2 interface. Typical attenuation factors reported 
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for bimolecular electron transfer between compounds in frozen and fluid solvents range from 

0.8 to 1.5 Å-1.18,20,21,58-61 The only reported β value for electron transfer in acetonitrile was 0.95 

Å-1 for photoinduced, intermolecular electron transfer between Rhodamine 3B and N,N-

dimethylaniline; however, the authors acknowledge a large error in this value.60 Assuming that 

the above is correct, the β values reported here are somewhat higher. Additionally, it is unclear 

how the TiO2 interface and the structure of the electrochemical double-layer would influence 

β. Nevertheless, the measured exponential dependence of electron transfer with the measured 

β value is consistent with electron superexchange tunneling in these systems. 

3.5 Conclusions 

A homologous series of 6 compounds of the type [Ru(R2bpy)2(P)]|TiO2, where P is 

2,2′-bipyrdyl-4,4′-diphosphonic acid and R2bpy is a 4,4′-substituted-2,2′-bipyridine, is 

reported and their lateral self-exchange electron transfer kinetics across the metal oxide surface 

were measured using chornoabsorptometry. The measured apparent diffusion coefficients 

ranged from 10-11 to 10-9 cm2/s. The functional groups used were -OCH3, -C(CH3)3, -CH3, -H, 

-Br, and -CF3 and were chosen to determine the influence of both the electron 

withdrawing/donating ability and steric size of each substituent on the measured rates. Through 

the use nonadiabatic Marcus theory, it was determined that the steric size of the functional 

group was the key factor that measurably influenced self-exchange rates with a measured 

attenuation factor, β, of 1.2 ± 0.2 Å-1 Studies examining the distance dependence through 

varying surface coverages also yielded a β value of 1.18 ± 0.09 Å-1. The results herein suggest 

steric size is a reliable synthetic tool to tune the self-exchange electron transfer rates across 

semiconductor interfaces. 
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3.7 Additional Content  

 
Figure 3.8. The UV-visible spectral changes after the application a potential sufficient to 

oxidize [Ru(MeObpy)2(P)]|TiO2. A bleach of the characteristic MLCT transition was observed 

at 480 nm as the film was oxidized from RuII to RuIII. A new peak associated with the 

RuIII species was observed to grow in centered at 550 nm. The inset shows the normalized 

absorbance change plotted against the square root of time. The data were fit to the Anson 

equation through the first 60% of the total absorbance change (red line). 
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Figure 3.9. The UV-visible spectral changes after the application a potential sufficient to 

oxidize [Ru(dmb)2(P)]|TiO2. A bleach of the characteristic MLCT transition was observed at 

465 nm as the film was oxidized from RuII to RuIII. A new peak associated with the RuIII species 

was observed to grow in centered at 675 nm. The inset shows the normalized absorbance 

change plotted against the square root of time. The data were fit to the Anson equation through 

the first 60% of the total absorbance change (red line). 

 
Figure 3.10. The UV-visible spectral changes after the application a potential sufficient to 

oxidize [Ru(bpy)2(P)]|TiO2. A bleach of the characteristic MLCT transition was observed at 

455 nm as the film was oxidized from RuII to RuIII. A new peak associated with the RuIII species 

was observed to grow in centered at 700 nm. The inset shows the normalized absorbance 

change plotted against the square root of time. The data were fit to the Anson equation through 

the first 60% of the total absorbance change (red line). 
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Figure 3.11. The UV-visible spectral changes after the application a potential sufficient to 

oxidize [Ru(Brbpy)2(P)]|TiO2. A bleach of the characteristic MLCT transition was observed at 

465 nm as the film was oxidized from RuII to RuIII. A new peak associated with the RuIII species 

was observed to grow in centered at 700 nm. The inset shows the normalized absorbance 

change plotted against the square root of time. The data were fit to the Anson equation through 

the first 60% of the total absorbance change (red line). 

 
Figure 3.12. The UV-visible spectral changes after the application a potential sufficient to 

oxidize [Ru(btfmb)2(P)]|TiO2. A bleach of the characteristic MLCT transition was observed at 

440 nm as the film was oxidized from RuII to RuIII. A new peak associated with the RuIII species 

was observed to grow in centered at 740 nm. The inset shows the normalized absorbance 

change plotted against the square root of time. The data were fit to the Anson equation through 

the first 60% of the total absorbance change (red line). 
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CHAPTER 4: Intramolecular Electronic Coupling Enhances Lateral Electron Transfer 

across Semiconductor Interfaces3 
 

4.1 Introduction 

 Electron transfer and transport are important processes with applications in solar energy 

conversion and storage. Lateral intermolecular electron-transfer reactions, commonly referred 

to as hole-hopping, between redox active compounds anchored to TiO2 surfaces has been 

utilized to activate water oxidation catalysts and has also been shown to enhance unwanted 

charge recombination reactions.1-8 As such, it is desirable to control electron transfer so as to 

optimize solar cell performance. Previous research has shown that intermolecular electron 

transfer across metal oxide surfaces is sensitive to the steric bulk around the redox site and to 

the physical location of the highest-occupied molecular orbital.9-15 Most of these studies have 

focused on molecules with a single redox center. Here, intermolecular electron transfer was 

quantified with compounds that have two redox active groups. The primary questions of this 

study were as follows: Does the presence of two redox active groups influence lateral electron 

transfer? Might rapid electron-transfer dynamics of TPA+/0 self-exchange electron transfer be 

leveraged to enhance those of RuIII/II? The data reported herein provided compelling evidence 

that intramolecular electronic coupling between the two redox groups significantly influenced,  

                                                      
3This chapter was previously published in the Journal of Physical Chemistry C. Reprinted with 

permission from Motley, T. C.; Meyer, G. J. Intramolecular Electronic Coupling Enhances 

Lateral Electron Transfer across Semiconductor Interfaces. J. Phys. Chem. C 2018, 122, 

14420-14424. Copyright 2018 American Chemical Society. 
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and in certain cases, enhanced, RuIII/II electron-transfer dynamics. 

Scheme 4.1. Structure of the Compounds used in this Study 

 

The compounds utilized possessed a bis(tridentate) cyclometalated RuII metal center 

linked to a substituted-triphenylamine donor (TPA) through an aromatic bridge, Scheme 4.1, 

and have been studied elsewhere for their intramolecular electron-transfer properties.16-18 

These compounds allowed two interesting comparisons to be made. First, the electronic 

coupling between the RuIII/II and TPA+/0 was tuned through the choice of the aromatic bridge. 

The methyl groups on the xylyl (x) bridge decreased the planarity with the thiophene and 

enforced weak electronic coupling (HDA < 100 cm-1) while the phenyl (p) bridge enabled strong 

electronic coupling (HDA > 1000 cm-1). Second, the order in which the redox active centers 

were oxidized was tuned with electron donating (-OCH3) or withdrawing (-CF3) substituents 

on the cyclometalating ring such that the RuII was oxidized before (1) or after (2) the TPA 

whose reduction potential was held at parity. The formal reduction potentials, E°, are given in 

Table 4.1. The combination of HDA and ΔE° between the RuIII/II and TPA0/+ tuned the 

equilibrium for the location of the electron in the single-oxidized molecule. The equilibrium 

constant, Keq, favors the left for 1x and 1p and the right for 2x and 2p but is close to unity in 

all cases. 
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RuIII-B-TPA0 ⇌ RuII-B-TPA+ (4.1) 

Table 4.1. Relevant Thermodynamic and Electron-Transfer Dynamics 

Compound E°(RuIII/II)a 

(V vs NHE) 

E°(TPA+/0)a 

(V vs NHE) 

texp 

(s) 

DRu
b 

(10-8 cm2/s) 

DTPA
c 

(10-8 cm2/s) 

1x 0.87 0.96 18.4 4.6 ± 0.7 3.1 ± 0.5 

1p 0.87 0.96 8.3 4.5 ± 0.8 3.9 ± 0.7 

2x 1.03 0.94 >100 0.49 ± 0.07 2.6 ± 0.4 

2p 1.06 0.94 22.6 2.1 ± 0.4d 4.6 ± 0.8 
aValues taken from Ref 17. bExtracted from the best fit to the Anson equation at 525 nm. 
cExtracted from the best fit to the Anson equation at 750 nm. dFits starting after the initial 

“induction” period (t1/2 > 1.25 s1/2) yielded a DRu = 4.5 (± 0.7)10-8 cm2/s. 

 

4.2 Experimental Methods 

4.2.1 General Information 

 All compounds used were synthesized as preciously described.17 Lithium perchlorate 

(LiClO4, Sigma-Aldrich, 99.99%), oxygen (O2, Airgas, ≥99.998%), and acetonitrile (CH3CN, 

Burdick & Jackson, spectrophotometric grade) were used without further purification from the 

indicated supplier.  

4.2.2 Preparation of TiO2 Thin Films 

 Titanium nanocrystallites were prepared via a sol-gel method.19 Mesoporous thin films 

were prepared via a doctor-blade method on ethanol-cleaned, fluorine-doped tin(IV) oxide 

(FTO, Hartford Glass Co, Inc., 2.3 mm thick, 15 Ω/□) and allowed to dry in air for in air for 

30 min. After drying, the films were sintered under an O2 atmosphere (~1 atm) for 30 min and 

slowly cooled. The films were stored in a 70 °C oven until used. Film thicknesses were 

measured to be 4.1 ± 0.4 μm using a Bruker Dektak XT profilometer and the Vision 64 

software. 

The TiO2 films were sensitized with the desired compound using concentrated CH3CN 

dying solutions. Films were submerged for a minimum of 48 h to ensure that saturation surface 
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coverages were achieved. Surface coverages were determined at the lowest energy MLCT 

maximum using eq 4.2, where Γ is the surface coverage, ε is the molar extinction coefficient 

and 1000 is a conversion factor (L to cm3).11 The measured Γ were between 7.0-9.5×10-8 

mol/cm2. 

𝐴 = 1000 × 𝛤 × 𝜀 (4.2) 

4.2.3 Electrochemistry 

 Chronoabsorptometry was performed using a WaveNow potentiostat (Pine Research 

Instrumentation, Inc.) coupled to an AvaSpec UL2048 UV-Visible spectrometer and an 

AvaLight Deuterium/Halogen light source (Avantes) all controlled by the AfterMath software. 

A three-electrode arrangement was used with a sensitized TiO2 film on FTO as the working 

electrode and a Pt mesh counter electrode. A nonaqueous Ag/AgCl pseudoreference electrode 

(Pine Research Instrumentation, Inc.) filled with 0.1 M LiClO4 in CH3CN was used, and 

potentials applied relative to the E° of the compound. Full film oxidation was achieved by 

applying a potential of E°+300 mV, where E° was the most positive of the two E° for a given 

compound. Full spectra were acquired every 0.116 s during the oxidation process. 

4.2.4 Data Analysis 

 Data fitting was performed in OriginPro 2016, with least-squares error minimization 

achieved using the Levenberg-Marquardt method. 
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4.3 Results and Discussion 

  

Figure 4.1. The UV-visible absorption spectra for (A) 1x, (B) 1p, (C) 2x, and (D) 2p obtained 

after a potential step at time zero initiated the oxidation of the indicated compounds anchored 

to TiO2 thin films immersed in a 0.1 M LiClO4 solution in CH3CN. The absorption decrease 

in the 400-600 nm region reported primarily on the RuII oxidation while the growth in the 650-

800 nm region reported primarily on the TPA0 oxidation. 

Mesoporous, nanocrystalline TiO2 thin films were dyed to comparable, saturation 

surface coverages with either 1x, 1p, 2x, or 2p from concentrated CH3CN dying solutions. All 

four compounds displayed absorption bands between 400 and 600 nm that have been assigned 

to metal-to-ligand charge transfer bands associated with the RuII metal center, Figure 4.1.16,20,21 

Chronoabsorptometry was used to measure the apparent diffusion coefficients, D, for electron 

transfer as was previously reported.2,10-15 Provided that the surface coverage exceeded the 

percolation threshold, all the redox centers in the thin film could be oxidized upon the 

application of a potential step suitable to oxidize both redox active groups, typically 300-500 

mV past the most positive reduction potential, Scheme 4.2.10,19,22,23 Figure 4.1 shows that after 

such a potential step, a decrease of the visible absorption bands was observed, indicative of 
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oxidation of RuII to RuIII, and a new absorption band appeared between 650 and 850 nm due 

to the oxidation of TPA0 to TPA+. A brief examination of this data shows that the total 

experimental time, texp, necessary to completely oxidize the film was at least 2 times longer for 

1x over 1p and 5 times longer for 2x over 2p. Hence, regardless of which redox center was 

oxidized first the phenyl-bridged compounds were oxidized more quickly than were the xylyl-

bridged compounds. The precise time evolution of these spectral features provided quantitative 

information on the electron-transfer dynamics. 

Scheme 4.2. An Idealized Representation of the Evolution of the Sensitized TiO2 Films during 

a Chornoabsorptometry Experimenta 

 

a(A) Before t = 0, all of the compounds on the surface are in the RuII-B-TPA0 oxidation state. 

At t = 0, a potential is applied that is 500 mV past the most positive reduction potential of the 

two redox sites. Film oxidation is initiated at the FTO interface, and one (B) or two (C) 

“oxidation” fronts move away from the FTO substrate. (D) At times longer than texp, all of the 

molecules at the interface are completely oxidized. 

 The kinetic data were fit to the Anson equation, eq 4.3, where ΔA is the normalized 

absorbance change at time t, and d is the thickness of the TiO2 film. It has been well-established 

that the oxidation is initiated at the transparent conductive oxide that supports the mesoporous 

thin film, and as time evolves, an “oxidation front” extends out through the film, Scheme 4.2B 

and 4.2C.10,11,19,23 As this front reaches the edges of the film, the available lateral electron-

transfer pathways decrease, and the semi-infinite diffusion boundary conditions used to derive 
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eq 4.3 fail. Thus, only the first 60% of the total absorbance change was fit.10 The apparent 

diffusion coefficients of the individual redox sites were quantified by monitoring the 

absorption changes at 525 nm and 750 nm for the RuIII/II and TPA0/+, respectively. The data 

were also fit at wavelengths that correspond to isosbestic points that reported solely on RuIII/II 

or TPA+/0 oxidation and yielded, within error, the same apparent diffusion coefficients.18 

∆𝐴 =
2√𝐷

𝑑√𝜋
√𝑡 (4.3) 

 

Figure 4.2. The normalized change in absorbance as a function of the square root of time 

measured after the application of a potential sufficient to oxidize both the TPA0 to TPA+ (A) 

and RuII to RuIII (B). 

 Figure 4.2 shows the single-wavelength kinetic data. Plots of the individual kinetic data 

for each compound as well as the fits to the Anson equation are given in Figures 4.3 and 4.4 in 
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the 4.6 Additional Content section. The extracted DRu and DTPA values are listed in Table 4.1. 

All of the measured DTPA values fell between 3.1-4.6×10-8 cm2/s, about an order of magnitude 

smaller than what has been reported for self-exchange electron-transfer for surface-bound TPA 

films, DTPA = 10-7 cm2/s.10 Additionally, 1x, 1p, and 2p possessed DRu values between 2.1-

4.6×10-8 cm2/s. Previous reports of self-exchange electron transfer kinetics for RuII polypyridyl 

compounds anchored to metal oxides report DRu = 10-9 cm2/s,12,13,24,25 which was comparable 

with the measured RuIII/II apparent diffusion coefficient measured for 2x. From these measured 

values, three interesting observations were readily apparent. 

 First, the measured DTPA values were larger for the phenyl-bridged compounds relative 

to those with the xylyl-bridge. Previously published DFT calculations have shown that the 

phenyl-bridge facilitates delocalization of the TPA-centered orbitals across the thiophene 

bridge and the cyclometalating terpyridine moieties.16,17,20,21 Diffuse orbitals and favorable 

spatial arrangement of the frontier orbitals have been attributed to the rapid self-exchange rates 

observed with Ru(LL)(dcb)(NCS)2 anchored to metal oxide surfaces, where dcb was a 2,2′-

bipyridyl-4,4′-dicarboxylic acid and LL was either a second dcb (N3) or 4,4′-dimethyl-2,2′-

bipyrdine (dmb).14 In these compounds, the Ru-based dπ orbitals were significantly 

delocalized onto the NCS- groups. Gratzel and coworkers found that lateral self-exchange 

electron transfer was dramatically faster for dmb, behavior that was attributed to more effective 

intermolecular coupling between the cis-Ru(NCS)2 redox centers relative to N3. More diffuse 

orbitals plus rotational mobility about the phenyl-bridge for the compounds reported here 

should enhance orbital overlap between neighboring TPA groups resulting in larger diffusion 

coefficients relative to the xylyl-bridged compounds. 



 

130 

 Second, the measured RuIII/II diffusion coefficients were insensitive to the identity of 

the bridge in 1x and 1p and proceeded with diffusion coefficients that were comparable to 

TPA+/0. Based on the previously reported diffusion coefficients; however, one might anticipate 

that after the potential step the TPA+/0 oxidation front would move more rapidly than would 

the RuIII/II front (Scheme 4.2C). Assuming the inherent diffusion coefficients are similar to 

those previously reported, DTPA > DRu, the kinetic product for intermolecular electron transfer 

would be RuII-B-TPA+ for 1x and 1p. However, as RuIII-B-TPA0 is thermodynamically favored 

(E°TPA > E°Ru), rapid intramolecular electron transfer from RuII to TPA+ would provide an 

alternative, kinetically faster mechanism for RuII oxidation compared to lateral self-exchange 

alone. This would serve to enhance the RuIII/II diffusion coefficients measured in 1x and 1p 

compared to previous reports and likely explains why the TPA+/0 and RuIII/II oxidation fronts 

move together (Scheme 4.2B). It is important to note that the comproportionation of 

neighboring RuIII-B-TPA+ and RuII-B-TPA0, if formed, may also move electrons through the 

film, and would enhance the RuIII/II oxidation kinetics similarly. 

 Finally, in contrast to 1x and 1p, the RuIII/II diffusion coefficients abstracted for 2x were 

a factor of 5 smaller than for 2p and both were smaller than those for TPA+/0. For these 

compounds, TPA0 is thermodynamically oxidized first and the intramolecular equilibrium 

favors RuII-B-TPA+ (E°TPA < E°Ru). Based on the previously reported diffusion coefficients for 

Ru or TPA only films, the expected differences in the diffusion coefficients should be readily 

observed as the two oxidation fronts would move separately through the film (Scheme 4.2C). 

This was clearly observed in the case of 2x, Figure 4.1 and Figure 4.2 green triangles where 

the TPA+ absorption growth saturates well before the RuII absorption loss.  
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 A closer examination of the RuIII/II oxidation for 2p in Figure 4.2B provided an 

interesting insight. At early times, RuIII/II oxidation for 2x and 2p proceeded at the same rate; 

however, once the TPA+/0 oxidation neared completion (t1/2 ≈ 1.25 s1/2), the RuIII/II diffusion 

coefficient in 2p increased significantly. Fits to the Anson equation after this initial “induction” 

period yielded a diffusion coefficient of 4.5×10-8 cm2/s which was the same as those measured 

in 1p and 1x for RuIII/II oxidation. This change in the measured diffusion coefficient could be 

attributed to a change in the electron-transfer mechanism in the molecule. Before the TPA+/0 

oxidation was complete, the RuIII/II electron diffusion occurred predominantly through self-

exchange electron transfer. As TPA0 oxidation neared completion, the intramolecular electron-

transfer mechanism began to dominate and the TPA0/+ mediated RuII oxidation. In the absence 

of significant intramolecular electronic coupling (2x), the two redox sites were only oxidized 

by self-exchange electron transfer. The intramolecular mechanism is feasible in the case of 2p 

as the HDA is larger than in 2x. In a separate report, Grätzel et al. utilized Ru(LL)(dcb)(NCS)2, 

where LL was either 4,4-bis(tridecyl)-2,2′-bipyridine (N621) or 4,4′-bis[(E)-2-(4-

diphenylamino)phenyl)ethenyl]-2,2′-bipyridine (HW456) to demonstrate that TPA moieties, 

when oxidized second in a coupled system, enhanced the measured diffusion coefficients of 

the RuIII/II moiety, which supports the observations here.15 In their system, strong electronic 

coupling facilitated through a conjugated linker between RuII and TPA0 would be expected and 

therefore the more rapid RuIII/II diffusion coefficients measured in HW456 compared to N621 

fall in line with our observations here. 

4.4 Conclusion 

 In conclusion, lateral intermolecular electron transfer at metal oxide interfaces was 

investigated with molecules that have two redox active groups linked together with a xyxl-



 

132 

bridge or a phenyl-bridge. The phenyl-bridged compounds promoted more rapid 

intermolecular electron transfer between the TPA moieties, behavior attributed to more diffuse 

frontier orbitals that enhance intermolecular electronic coupling. In addition, the rapid TPA+/0 

self-exchange previously reported in the literature was exploited to enhance RuIII/II oxidation 

kinetics under conditions where RuII-B-TPA+ → RuIII-B-TPA0 was thermodynamically 

favored (1x and 1p) or in cases where the intramolecular electronic coupling was large (1p 

and 2p). The use of molecules with multiple redox active groups has therefore provided new 

insights into lateral electron-transfer reactivity and provides a promising strategy to control 

electron transport across oxide surfaces for applications in solar energy conversion.  
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4.6 Additional Content 

 

Figure 4.3. The normalized change in absorbance plotted against the square root of time for 

1x (A) and 1p (B) monitored at 525 nm (RuIII/II) and 750 nm (TPA+/0). Overlaid are the lines 

of best fit to the Anson equation for each set of kinetic data through the initial 60% of the total 

change. 
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Figure 4.4. The normalized change in absorbance plotted against the square root of time for 

2x (A) and 2p (B) monitored at 525 nm (RuIII/II) and 750 nm (TPA+/0). Overlaid are the lines 

of best fit to the Anson equation for each set of kinetic data through the initial 60% of the 

total change. For 2p, the RuIII/II oxidation kinetics were also fit after the “induction” period 

(t1/2 > 1.25 s1/2) and is overlaid (gold line) on the data. 
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CHAPTER 5: Thermal Bimolecular Electron Transfer in the Marcus Inverted Region: 

Exploiting Nonadiabatic Electron Transfer4 
 

5.1 Introduction 

That electron transfer rate constants should decrease as the reaction exergonicity 

increases was one of the most intriguing predictions of Marcus theory.1-5 It was nearly 30 years 

from Marcus’s prediction until electron transfer kinetics in the Marcus-inverted region were 

demonstrated. Using organic electron donors and acceptors tethered by a steroid spacer, Closs 

and Miller unambiguously demonstrated electron transfer kinetics that possessed a decreasing 

rate constant with increasing reaction driving force thereby avoiding diffusion-limited kinetics 

typically observed in bimolecular electron transfer reactions.6,7 Since this observation in the 

1980s, Marcus-inverted behavior has been well-established for donors and acceptors that are 

covalently-linked, frozen in a medium, or electrostatically pre-associated.2,3,6-13 However, only 

a few studies have shown inverted behavior for thermal, bimolecular electron transfer in fluid 

solution.8,9,11,12 In this work, evidence for bimolecular, Marcus-inverted electron transfer is 

presented for reactions between Ru3+ and Co2+ polypyridyl compounds in fluid acetonitrile 

solutions.

                                                      
4This chapter contains results that are a part of ongoing research. Presented are the results and 

preliminary interpretation of the data obtained. This work was completed in collaboration with 

Eric J. Piechota, Rachel Bangle, and Ludovic Troian-Gautier.  
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The nonadiabatic Marcus equation, eq 5.1, has been used to successfully describe many 

electron transfer reactions.1,2,5,14 Here, ket is the electron transfer rate constant,  is the total 

reorganization energy consisting of both outer-sphere and inner-sphere contributions, kB is the 

Boltzmann constant, T is the absolute temperature, HDA is the electronic coupling matrix 

element between electron donor and electron acceptor, ΔG° is the Gibbs free energy associated 

with the electron transfer, and ħ is the reduced Planck constant.1,3,5,15 From this equation, it is 

clear that weakly-coupled (small HDA) electron donors and electron accepters will undergo 

slow electron transfer reactions. These reactions are said to be in the nonadiabatic regime, 

where, in theory, inverted-electron transfer behavior may be observed.1,3,5,15   

𝑘𝑒𝑡 = (
2𝜋

ħ
) (

|𝐻𝐷𝐴|
2

√4𝜋𝜆𝑘𝐵𝑇
) 𝑒

(
−(∆𝐺°+)2

4𝑘𝐵𝑇
)
 (5.1) 

Electron transfer reactions which involve CoIII/II polypyridyl compounds are noted for 

their unusually slow electron transfer rates.16-25 Co3+ polypyridyl compounds are d6, low-spin 

transition metal compounds with an electronic configuration of (t2g
6) assuming pseudo-

octahedral geometry.20,23 However, Co2+ polypyridyl compounds are predominantly high-spin 

d7 compounds at room temperature with an electronic configuration of (t2g
5)(eg*

2).20,23 

Population of the antibonding eg* orbitals leads to significant structural distortion of these 

molecules which raise the inner-sphere reorganization energies. Indeed, when comparing 

[Ru(bpy)3]
3+/2+ and [Co(bpy)3]

3+/2+ self-exchange reactions in aqueous conditions, 

[Ru(bpy)3]
3+/2+ rate constants are on the order of 108 M-1s-1 with reorganization energies of 0.7 

to 1 eV, while [Co(bpy)3]
3+/2+ rate constants are on the order of 10 M-1s-1 with reorganization 

energies of 2 to 2.5 eV.18 This has caused some to implicate the nuclear factors as the cause 

for slow electron transfer rates.18,26 
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Here, flash photolysis of Ru2+ polypyridyl compounds in the presence of Co3+ 

polypyridyl compounds was used to generate Ru3+ and Co2+ compounds, and the back-electron 

transfer rate constants were quantified. Analysis of the reaction rate constants with the driving 

force revealed electron transfer that exhibited Marcus-inverted behavior. Due to the highly 

nonadiabatic system, reaction rates were limited by the probability of electron transfer and not 

by diffusional encounters. This allowed for Marcus-inverted behavior to be observed. 

5.2 Experimental Methods 

5.2.1 Materials 

 The following solvents and reagents were obtained from the indicated commercial 

supplier and used without further purification: methanol (MeOH, Fisher, certified ACS), 

hexafluorophosphoric acid (HPF6, Aldrich, 55 wt% in H2O), acetonitrile (CH3CN, Burdick and 

Jackson, spectrophotometric grade), ethanol (EtOH, Decon Laboratories, Inc., anhydrous 200 

Proof), dichloromethane (Fisher, certified ACS),  ammonium hexafluorophosphate (NH4PF6, 

Aldrich,  ≥95%), sulfuric acid (H2SO4, Fisher, Certified ACS Plus), diethyl ether (Fisher, 

certified ACS), 4,4;-dimethoxy-2,2′-bipyridine (MeObpy, Sigma-Aldrich, 97%), 4,4′-di-tert-

butyl-4,4′-bipyridine (dtb, Sigma-Aldrich, 98%), 4,4′-dimethyl-2,2′-bipyridine (dmb, Combi-

Blocks), 1,2-dichlorobenzene (Sigma-Aldrich, ReagentPlus®, 99%), neutral alumina (Sigma-

Aldrich, activated Brockmann 1), lithium perchlorate (LiClO4, Sigma-Aldrich, 99.99% trace 

metal basis), ferrocene (Aldrich, 98%). 4-amino-2,2′-bipyridine (mab), 4,4′-diamino-2,2′-

bipyridine (dab), 4,4′-difluoro-2,2′bipyridine (Fbpy), 4,4′-dibromo-2,2′-bipyridine (Brbpy), 

2,2′-bipyridyl-4,4′-dicarboxylic acid (dcb), 4,4′-dimethylester-2,2′bipyridine (dmeb), 4,4′-

bis(trifluoromethyl)-2,2′-bipyridine (btfmb), Ru(1,4-cyclooctadiene)2Cl2 polymer (Poly-Ru), 

[Ru(dtb)2Cl2], [Ru(btfmb)2Cl2], [Ru(dtb)2(dmeb)](PF6)2, [Ru(bpy)3](PF6)2, 
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[Ru(bpy)2(dmeb)](PF6)2, [Ru(dmeb)3](PF6)2, [Ru(deeb)3](PF6)2, [Ru(btfmb)3](PF6)2, 

[Ru(deeb)(bpz)2](PF6)2, and [Ru(bpz)3](PF6)2 were available from previous studies or were 

made as previously reported.21,27-39 An Anton-Paar Microwave Synthesis Reactor Monowave 

300 was used to carry out reactions in sealed microwave reaction vials for the specified 

reactions below. 

5.2.2 General Procedure for the Synthesis of [Ru(R2bpy)2Cl2] 

The synthesis of the [Ru(R2bpy)2Cl2], where R2bpy is 4,4′-substituted-2,2′-bipyridine, 

was carried out by a previously published method and is briefly described here.30 Into a reaction 

flask, Poly-Ru (1 eq.) and R2bpy (2.1 eq.) were combined with 50 mL of 1,2-dichlorobenzene 

and heated to 180 °C for 2 h under an inert atmosphere. Once cooled, the reaction mixture was 

added to 250 mL of diethyl ether to precipitate the product which was collected via filtration. 

The dark purple-to-black solids were washed with excess diethyl ether and dried under 

vacuum. Typical yields were greater than 50%. The compounds were used as isolated without 

further purification. 

5.2.3 General Procedure for the Synthesis of the Cobalt Compounds 

[Co(bpy)3](PF6)2, [Co(bpy)3](PF6)3, [Co(dmb)3](PF6)2, and [Co(dmb)3](PF6)3 were 

made following previously reported methods.21 To briefly summarize, CoCl2∙6H2O (1 eq.) and 

R2bpy (3.1 eq.) were combined in a reaction flask with 75 mL of MeOH. The reaction was 

heated to reflux for 2 h. Once cooled, an excess of NH4PF6 was added to the reaction mixture 

to precipitate a pale-yellow solid which was collected via filtration and washed with a small 

amount of MeOH. The compound was dried under vacuum and used without further 

purification. 
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To obtain the Co3+ polypyridyl compounds, a chemical oxidation was achieved by 

adding an excess of NOBF4 to an CH3CN solution containing the [Co(R2bpy)3](PF6)2. The 

reaction mixture was allowed to stir for 1 h at room temperature after which the solvent was 

removed by evaporation. The crude Co3+ polypyridyl compound was dissolved in the minimal 

amount of CH3CN to which a large excess of NH4PF6 was added. This solution was added to 

diethyl ether to precipitate the desired product. The yellow solid was collected by filtration and 

was washed with MeOH to remove any remaining NH4PF6 salt. The compound was dried in a 

vacuum and used without further purification. 

5.2.4 Synthesis of [Ru(dtb)2(dab)](PF6)2 

[Ru(dtb)2Cl2] (400 mg, 0.56 mmol) and 4,4′-(NH2)2-2,2′-bipyridine (115 mg, 0.62 

mmol) were placed in a round bottom flask in the presence of 20 mL of a 1:1 (v/v) H2O/EtOH 

mixture. The mixture was heated at reflux for 6 hours. After reaction, the mixture was 

concentrated to approximately 10 mL under reduced pressure and a saturated NH4PF6 aqueous 

solution was added. The formed precipitate was filtered, washed with water, a minimum 

amount of ice-cold ethanol and diethyl ether. The product was obtained as an orange powder 

(540 mg, 87% yield). 1H NMR (500 MHz, CD3CN) δ 8.43 (d, J = 9.1 Hz, 4H), 7.77 (d, J = 6.0 

Hz, 2H), 7.54 (d, J = 5.9 Hz, 2H), 7.41 (dd, J = 15.5, 4.0 Hz, 4H), 7.32 (d, J = 6.0 Hz, 2H), 

6.95 (d, J = 6.4 Hz, 2H), 6.52 (d, J = 5.0 Hz, 2H), 5.53 (s, 4H), 1.42 (s, 18H), 1.39 (s, 18H). 

ESI-MS. Found (calcd) for C46H58N8Ru 2+: m/z 412.19060 (412.19139). 

5.2.5 Synthesis of [Ru(dtb)2(mab)](PF6)2 

[Ru(dtb)2Cl2] (300 mg, 0.42 mmol) and 4-NH2-2,2′-bipyridine (80 mg, 0.47 mmol) 

were placed in a round bottom flask in the presence of 20 mL of a 1:1 (v/v) H2O/EtOH mixture. 

The mixture was heated at reflux overnight. After reaction, the mixture was evaporated under 
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reduced pressure and the residue was dissolved in 5 mL of water. A saturated NH4PF6 aqueous 

solution was then added to induce precipitation of the complex. The formed precipitate was 

filtered, washed with water, a minimum amount of ice-cold ethanol and diethyl ether. The 

product was finally purified by flash chromatography on Al2O3 using DCM/CH3CN 9:1 → 7:3 

(v/v) as the eluent. The product was obtained as an orange powder (370 mg, 80% yield). 1H 

NMR (500 MHz, CD3CN) δ 8.48 (dt, J = 4.9, 2.3 Hz, 4H), 8.27 (d, J = 8.2 Hz, 1H), 8.00 (td, 

J = 7.9, 1.5 Hz, 1H), 7.76 (d, J = 6.0 Hz, 1H), 7.68 – 7.62 (m, 3H), 7.58 (dd, J = 17.0, 6.0 Hz, 

2H), 7.44 (dd, J = 6.1, 2.0 Hz, 1H), 7.42 – 7.33 (m, 4H), 7.01 (d, J = 6.4 Hz, 1H), 6.60 (dd, J 

= 6.4, 2.5 Hz, 1H), 5.60 (d, J = 6.1 Hz, 2H), 1.47 – 1.39 (m, 36H). ESI-MS. Found (calcd) for 

C46H57N7Ru 2+: m/z 404.68539 (404.68594). 

5.2.6 Synthesis of [Ru(MeObpy)2(dmeb)](PF6)2 

Into a reaction flask, [Ru(MeObpy)2Cl2] (72.5 mg, 0.120 mmol) was combined with 

dmeb (33.3 mg, 0.122 mmol) and 35 mL of 1:1 (v/v) MeOH/H2O. The reaction mixture was 

heated to reflux for overnight. Once cooled, the crude reaction mixture was evaporated to 

dryness and dissolved in the minimum amount of 1:1 (v/v) MeOH/H2O. The compound was 

purified using size exclusion chromatography (Sephadex LH-20) with a 1:1 (v/v) MeOH/H2O. 

Small fractions were collected and the purity of each were assessed by UV-visible 

spectroscopy. Similar fractions were combined and evaporated to dryness. A red solid was 

collected. Anion metathesis was performed by dissolving the product into the minimum 

amount of H2O and precipitating with HPF6. The red solid was collected by filtration and 

washed with H2O. (101.1 mg, 79% yield) 1H NMR (600 MHz, CD3CN) δ 9.00 (d, J = 1.2 Hz, 

2H), 8.04 – 8.01 (m, 4H), 8.00 (d, J = 2.6 Hz, 2H), 7.80 (dd, J = 5.8, 1.5 Hz, 2H), 7.50 (d, J = 

6.5 Hz, 2H), 7.36 (d, J = 6.5 Hz, 2H), 6.99 (dd, J = 6.5, 2.6 Hz, 2H), 6.88 (dd, J = 6.5, 2.6 Hz, 
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2H), 4.01 (s, 6H), 3.99 (s, 6H), 3.97 (s, 6H). ESI-MS. Found (calcd) for C38H36N6O8Ru2+: m/z 

403.0808 (403.0819). 

5.2.7 Synthesis of [Ru(dmb)2(dmeb)](PF6)2 

Into a microwave reaction vial, [Ru(dmb)2Cl2] (102.5 mg, 0.190 mmol) was combined 

with dmeb (51.8 mg, 0.190 mmol) and 6 mL of 1:1 (v/v) MeOH/H2O. The reaction mixture 

was heated in a microwave reactor for 1 h at 100 °C. Once cooled, the reaction mixture was 

evaporated to dryness, and then dissolved in CH3CN. The crude product was purified using 

column chromatography (neutral alumina). A gradient elution was used starting with neat 

CH3CN to elute the starting materials. The concentration of H2O was slowly increased and 

several orange bands were collected which was attributed to partially hydrolyzed product as 

has been previously observed.39 The fractions were combined, dried under vacuum, and 

dissolved in ~25 mL of MeOH, and the solution was acidified by the addition of 1 mL of 

concentrated H2SO4. The reaction mixture was heated to reflux overnight. Once cooled, the 

reaction mixture was added to ~200 mL of H2O. Anion metathesis was performed through the 

addition of several mL of a saturated NH4PF6 solution which precipitated an orange product. 

The orange product was collected by filtration, washed with a small amount of H2O, and 

collected. (60.0 mg, 30.7% yield)  

5.2.8 Synthesis of [Ru(Fbpy)2(dcb)](PF6)2 

Into a microwave reaction vial, [Ru(Fbpy)2Cl2] (64.6 mg, 0.116 mmol) was combined 

with dcb (28.2 mg, 0.115 mmol) and 20 mL of 1:1 (v/v) MeOH/H2O. The reaction mixture 

was heated in a microwave reactor for 20 min at 160 °C. Once cooled, the crude orange solution 

was evaporated to dryness, and then dissolved in the minimum amount of a 1:1 (v/v) 

MeOH/H2O. The compound was purified using size exclusion chromatography (Sephadex LH-



 

144 

20) with a 1:1 (v/v) MeOH/H2O. Small fractions were collected and the purity of each were 

assessed by UV-visible spectroscopy. Similar fractions were combined and the solution was 

evaporated to dryness. Anion metathesis was performed by dissolving the product in the 

minimum amount of H2O followed by the addition of 1 mL of HPF6 to precipitate an orange/red 

product. The final product was collected by filtration, washed with a small amount of H2O and 

diethyl ether, and collected. (68.4 mg, 58.1% yield) ESI-MS. Found (calcd) for 

C32H20F4N6O4Ru2+: m/z 365.0254 (365.0263). 

5.2.9 Synthesis of [Ru(Fbpy)2(dmeb)](PF6)2 

Into the reaction flask, [Ru(Fbpy)2(dcb)](PF6)2 (25.8 mg, 0.025 mmol) was dissolved 

into 30 mL of MeOH. The solution was acidified with 1 mL of concentrated H2SO4. The 

reaction mixture was heated to reflux overnight. Once cooled, the reaction mixture was added 

to ~200 mL of H2O. An orange product was precipitated out of solution upon the addition of 

several mL of a saturated solution of aqueous NH4PF6. The orange product was collected by 

filtration, washed with a small amount of H2O, and collected. (21.0 mg, 79.2% yield) 1H NMR 

(500 MHz, CD3CN) δ 9.04 (d, J = 1.2 Hz, 2H), 8.32 (ddd, J = 11.4, 9.0, 2.7 Hz, 4H), 7.95 (d, 

J = 5.7 Hz, 2H), 7.82 (dd, J = 5.8, 1.7 Hz, 2H), 7.75 (t, J = 6.5 Hz, 2H), 7.63 (t, J = 6.5 Hz, 

2H), 7.34 (td, J = 6.8, 2.7 Hz, 2H), 7.25 (td, J = 7.1, 2.8 Hz, 2H), 4.00 (s, 6H). 

5.2.10 Synthesis of [Ru(Brbpy)2(dmeb)](PF6)2 

Into a microwave reaction vial, [Ru(Brbpy)2Cl2] (104.0 mg, 0.130 mmol) was 

combined with dmeb (37.2 mg, 0.137 mmol) and 6 mL of 1:1 (v/v) MeOH/H2O. The reaction 

mixture was heated in a microwave reactor for 1 h at 100 °C. Once cooled, the reaction mixture 

was evaporated to dryness, and then dissolved in CH3CN. The crude product was purified using 

column chromatography (neutral alumina). A gradient elution was used starting with neat 
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CH3CN to elute the starting materials. The concentration of H2O was slowly increased and an 

orange band was collected. The red-orange product was dissolved in ~25 mL of MeOH, and 

the solution was acidified by the addition of 1 mL of concentrated H2SO4. The reaction mixture 

was heated to reflux overnight. Once cooled, the reaction mixture was added to ~250 mL of 

H2O. Anion metathesis was performed through the addition of several mL of a saturated 

NH4PF6 solution which precipitated an orange product. The red-orange product was collected 

by filtration, washed with a small amount of H2O, and collected. (25.3 mg, 15.1% yield) 1H 

NMR (500 MHz, CD3CN) δ 9.03 (d, J = 1.2 Hz, 2H), 8.75 (d, J = 1.9 Hz, 2H), 8.73 (d, J = 1.9 

Hz, 2H), 7.92 (d, J = 5.8 Hz, 2H), 7.82 (dd, J = 5.8, 1.7 Hz, 2H), 7.65 (dd, J = 6.1, 2.0 Hz, 2H), 

7.59 – 7.54 (m, 4H), 7.44 (d, J = 6.1 Hz, 2H), 3.99 (s, 6H). 

5.2.11 Synthesis of [Ru(btfmb)2(dmeb)](PF6)2 

Into a microwave reaction vial, [Ru(btfmb)2Cl2] (111.3 mg, 0.147 mmol) was 

combined with dmeb (40.7 mg, 0.150 mmol) and 6 mL of 1:1 (v/v) MeOH/H2O. The reaction 

mixture was heated in a microwave reactor for 3.5 h at 100 °C. Once cooled, the reaction 

mixture was evaporated to dryness, and then dissolved in CH3CN. The crude product was 

purified using column chromatography (neutral alumina). A gradient elution was used starting 

with neat CH3CN to elute the starting materials. The concentration of H2O was slowly 

increased and an orange band was collected. The bright orange product was dissolved in ~25 

mL of MeOH, and the solution was acidified by the addition of 1 mL of concentrated H2SO4. 

The reaction mixture was heated to reflux overnight. Once cooled, the reaction mixture was 

added to ~250 mL of H2O. Anion metathesis was performed through the addition of several 

mL of a saturated NH4PF6 solution which precipitated an orange product. The orange product 

was collected by filtration, washed with a small amount of H2O, and collected. (88.7 mg, 98.3% 
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yield) 1H NMR (500 MHz, CD3CN) δ 9.08 (s, 2H), 8.95 (s, 4H), 7.98 (d, J = 3.7 Hz, 2H), 7.92 

(d, J = 3.7 Hz, 2H), 7.89 (d, J = 3.7 Hz, 2H), 7.85 (s, 2H), 7.72 (d, J = 4.2 Hz, 2H), 7.69 (d, J 

= 3.8 Hz, 2H), 4.00 (s, 6H). 

5.2.12 Nuclear Magnetic Resonance Spectroscopy (NMR)  

1H NMR spectra were obtained on the Bruker Avance III spectrometer operating at 500 

or 600 MHz spectrometer at room temperature, and the peaks referenced to the solvent peaks.40 

Data was processed using MestReNova 11.0. 

5.2.13 Electrospray Ionization Mass Spectrometry (ESI-MS)  

Samples were analyzed with a hybrid LTQ FT (ICR 7T) (ThermoFisher, Bremen, 

Germany) mass spectrometer. Samples were introduced via a micro-electrospray source at a 

flow rate of 3 µL/min. Over 200 time domain transients were averaged in the mass spectrum. 

ESI source conditions were set as: sheath gas (nitrogen) 3 arb, auxiliary gas (nitrogen) 0 arb, 

sweep gas (nitrogen) 0 arb, capillary temperature 275 °C, capillary voltage 35 V and tube lens 

voltage 110 V.  The mass range was set to 150-1000 m/z.  All measurements were recorded at 

a resolution setting of 100,000. Solutions were analyzed at 0.1 mg/mL or less based on 

responsiveness to the ESI mechanism. Xcalibur (ThermoFisher, Breman, Germany) was used 

to analyze the data. Molecular formula assignments were determined with Molecular Formula 

Calculator (v 1.2.3). Low-resolution mass spectrometry (linear ion trap) provided independent 

verification of molecular weight distributions. All observed species were singly charged, as 

verified by unit m/z separation between mass spectral peaks corresponding to the 12C and 

13C12Cc-1 isotope for each elemental composition. 
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5.2.14 Spectroscopy 

All steady-state UV-visible spectra were recorded on either a Varian Cary 50 or Varian 

Cary 60 spectrophotometer at room temperature in a quartz cuvette with a 1.0 cm pathlength. 

The molar absorption coefficients were determined through the serial dilution of a stock 

solution. 

Nanosecond transient absorption spectra were acquired on an apparatus similar to one 

previously reported.41 To briefly summarize, samples were excited by a Q-switched, pulsed 

Nd:YAG laser (Quantel U.S.A. (Big Sky) Brillianr B: 5-6 ns full width at half-maximum, 1 

Hz, ~10 mm diameter spot size) doubled to 532 nm. The laser pulse was passed through an 

OPO and tuned to 488 nm with 3-5 mJ/pulse irradiance. The probe beam was a 150 W Xe arc 

lamp which was aligned perpendicular to the excitation laser pulse. For measurements below 

100 μs, the probe lamp was pulsed to decrease the signal to noise ratio. The probe beam was 

detected using a monochromator (SPEC 1702/04) optically coupled to an R928 

photomultiplier tube (Hamamatsu). Data acquisition was achieved using a digital oscilloscope 

(LeCroy 9450, Dual 330 MHz) coupled to a computer. The overall instrument response time 

was 10 ns. Each set of transient data consisted of an average of 150 laser pulses for each 

sample. 

Acetonitrile solutions used during the nanosecond transient absorption experiments 

contained a Ru2+ polypyridyl compound (~2.510-5 M) as the chromophore and a Co3+ 

polypyridyl compound (2.510-3) as the quencher. To ensure pseudo-first order kinetics, Co2+ 

polypyridyl compound (10-4 M) was added. Solutions were sparged with Ar for at least 30 min 

prior to measurements. 
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5.2.15 Spectroelectrochemistry 

Spectroelectrochemical measurements were used to quantify the formal reduction 

potential of each compound in CH3CN solutions containing 0.1 M LiClO4. The absorbance 

changes in solution were monitored as increasingly more positive potentials were applied to 

the solution. Each potential was held until the absorbance became invariant with time. 

Measurements were performed using a WaveNow potentiostat (Pine Research 

Instrumentation, Inc.) coupled to an AvaSpec UL2048 UV-Visible spectrometer and an 

AvaLight Deuterium/Halogen light source (Avantes) all controlled by the AfterMath software 

(Pine Research Instrumentation, Inc.). A three-electorde arrangement was used with a Pt 

honeycomb microelectrode (Pine Research Instrumentation, Inc.), a Pt counter electrode (Pine 

Research Instrumentation, Inc.), and a nonaqueous Ag/AgCl pseudoreference electrode (Pine 

Research Instrumentation, Inc.) filled with a CH3CN solution containing 0.1 M LiClO4. The 

pseudoreference was calibrated against the ferrocenium/ferrocene redox couple which is 0.310 

V vs the standard calomel electrode (SCE) in 0.2 M LiClO4/CH3CN, and SCE is 0.241 V vs 

the normal hydrogen electrode (NHE).42 All values herein are reported vs NHE. 

5.2.16 Electrochemistry 

Cyclic voltammetry was used to measure the formal reduction potentials of 

[Co(bpy)3](PF6)2 and [Co(bpy)3](PF6)2 using a WaveNow potentiostat (Pine Research 

Instrumentation, Inc.). A three-electrode arrangement was used with Pt discs as the working 

and counter electrodes and a nonaqueous Ag/AgCl pseudoreference electrode (Pine Research 

Instrumentation, Inc.) filled with a CH3CN solution containing 0.1 M LiClO4
 calibrated to Fc+/0 

redox couple. The scan rate was 0.1 V/s. 
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5.2.17 Data Analysis 

Data analysis was performed in OriginPro 2017 with least-squares error minimization 

achieved using the Levenberg-Marquardt method. The reported error for the fitting parameters 

are the standard errors from the fitting process. Spectroelectrochemical data were analyzed in 

Wolfram Mathematica 10.4, and least-squares error minimization was achieved using the 

Levenberg-Marquardt method. 

5.3 Results and Discussion 

Scheme 5.1. Polypyridyl Ligands Utilized in this Study 

 

A series of 14 Ru2+ polypyridyl compounds were synthesized using the ligands 

depicted in Scheme 5.1, with [Ru(dtb)2(dab)](PF6)2, [Ru(dtb)2(mab)](PF6)2, 

[Ru(MeObpy)2(dmeb)](PF6)2, [Ru(dmb)2(dmeb)](PF6)2, [Ru(Fbpy)2(dmeb)](PF6)2, 

[Ru(Brbpy)2(dmeb)](PF6)2, and [Ru(btfmb)2(dmeb)](PF6)2 being reported for the first time. A 

typical synthetic procedure required two steps: (1) preparation of the [Ru(R2bpy)2Cl2] 

precursor, where R2bpy is a 4,4′-substituited-2,2′-bipyridine, followed by (2) coordination of 

the final polypyridyl ligand. All [Ru(R2bpy)2Cl2] precursors were made according to literature 

procedures with high yields.30 Coordination of the final polypyridyl ligand was accomplished 

using either traditional reflux or microwave conditions. When either dmeb or deeb was used 

in the reaction, both sets of conditions sometimes resulted in the partial hydrolysis of the ester 

groups to carboxylic acids. The desired ester form was easily reacquired by heating the 
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hydrolyzed compound in neat alcohol acidified by ~1 mL of concentrated H2SO4. The 

structural identity of the 7 new compounds were confirmed by 1H NMR and high-resolution 

mass spectroscopy. The Co2+ and Co3+ polypyridyl compounds were made according to the 

standard literature methods.21 

The UV-visible spectra for all 14 Ru2+ polypyridyl compounds were measured in neat 

CH3CN. Each compound displayed a broad absorbance feature between 400 and 525 nm with 

molar absorption coefficients, ε, between 10900 and 21700 M-1cm-1. These features were 

consistent with the metal-to-ligand charge transfer (MLCT) bands typical for Ru2+ polypyridyl 

compounds.43-46 Additional higher energy transitions were observed at wavelengths lower than 

375 nm. These features were assigned to intraligand π-to-π* transitions as has been reported 

previously.43,45 The wavelength of the maximum MLCT absorbance, MLCT, and the ε values 

for each compound are tabulated in Table 5.1. Co2+ and Co3+ polypyridyl compounds only 

weakly absorbed in the visible region with ε values of 100 M-1cm-1 or less.21,24 

Spectroelectochemistry was used to quantify the formal reduction potential, 

E°(Ru3+/2+), for each compound in CH3CN solutions containing 0.1 M LiClO4. The absorbance 

was monitored as increasingly more positive potentials were applied, Figure 5.1. After each 

potential step, the absorbance was allowed to reach a constant value before further increasing 

the applied potential. A given compound was said to be completely oxidized to the Ru3+ 

oxidation state when further potential increases yielded no additional changes in the UV-

visible spectrum. For the Ru2+ polypyridyl compounds, oxidation resulted in the loss of the 

MLCT transition as well as a growth of a broad, weak feature centered near 700 nm which 

have been attributed to ligand-to-metal charge transfer (LMCT) transitions.47 
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Figure 5.1. Spectroelectrochemical oxidation of [Ru(dtb)2(dmeb)](PF6)2 in a CH3CN solution 

containing 0.1 M LiClO4. The inset shows the mole fraction of the Ru2+ and Ru3+ compounds 

as a function of the applied potential. Overlaid is a fit to the modified Nernst equation, eq 5.2. 

Standard addition of the Ru2+ and Ru3+ spectra was used to determine the mole fraction, 

χ, of the both species, inset Figure 5.1.48 The E°(Ru3+/2+) were determined using a modified-

Nernst equation, eq 5.2, where Eapp is the applied potential and α is an ideality factor used to 

describe deviations from the expected 59 mV/decade change in the ratio the Ru2+ and Ru3+ 

concentrations.49 All of the measured α were within error 1, and the electrochemistry followed 

Nernstian behavior. The measured E°(Ru3+/2+) are tabulated in Table 5.1 and ranged from 1.13 

to 2.22 V vs NHE in agreement with previously published values for similar Ru polypyridyl 

compounds.30,50 

𝜒 = (1 + 10(
𝐸𝑎𝑝𝑝−𝐸°

0.059𝛼
))
−1

 (5.2) 

Concentrated solutions, 2.510-3 M, of [Co(bpy)3]
2+ and [Co(dmb)3]

2+ were also 

analyzed by spectroelectrochemistry. Figure 5.2 shows the spectra measured as a function of 

applied potential for [Co(bpy)3]
2+ and is representative of both Co compounds. Both 
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compounds displayed only minor spectral changes at wavelengths greater than 400 nm. This 

is in agreement with reported spectral changes for [Co(bpy)3]
3+/2+ in aqueous conditions.51 Due 

to weak absorbance features in the visible region, cyclic voltammetry was used to measure the 

E°(Co3+/2+). The inset of Figure 5.2 shows a cyclic voltammogram obtained for [Co(bpy)3]
2+ 

in 0.1 M LiClO4/CH3CN solutions. Both [Co(bpy)3]
2+ and [Co(dmb)3]

2+ displayed a reversible 

oxidation wave at 0.56 V and 0.43 V vs NHE, respectively, that was consistent with previously 

reported values.21,24 

 

Figure 5.2. Spectroelectrochemical oxidation of [Co(bpy)3](PF6)2 in a CH3CN solution 

containing 0.1 M LiClO4. The inset is a cyclic voltammogram obtained for [Co(bpy)3](PF6)2 

in 0.1 M LiClO4/CH3CN solutions at a scan rate of 0.1 V/s. 
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Table 5.1. Spectroscopic, Thermodynamic, and Kinetic Data for the RuII and CoII Polypyridyl Compounds 

     [Co(bpy)3]3+/2+ [Co(dmb)3]3+/2+ 

 Compound MLCT
 a,b 

(nm) 

E°(M3+/2+)c 

(V vs NHE) 

τ 

(ns) 

-ΔG° 

(eV) 

ket 

(106 M-1s-1) 

-ΔG° 

(eV) 

ket 

(106 M-1s-1) 

 [Co(dmb)3]2+ - 0.43 - - - - - 

 [Co(bpy)3]2+ - 0.56 - - - - - 

1 [Ru(dtb)2(dab)]2+ 474 (11300) 1.13 360 0.57 0.07 0.70 0.44 

2 [Ru(dtb)2(mab)]2+ 465 (14500) 1.23 670 0.67 0.18 0.80 0.95 

3 [Ru(MeObpy)2(dmeb)]2+ 504 (10900) 1.32 220 0.76 2.09 0.89 1.91 

4 [Ru(dtb)2(dmeb)]2+ 493 (11500) 1.44 540 0.88 1.88 1.01 1.44 

5 [Ru(dmb)2(dmeb)]2+ 489 (13100) 1.47 660 0.91 5.72 1.04 2.18 

6 [Ru(bpy)3]2+ 451 (14000)d 1.48 890 0.92 3.24 1.05 3.48 

7 [Ru(bpy)2(dmeb)]2+ 478 (13900) 1.56 890 1 5.10 1.13 3.64 

8 [Ru(F2bpy)2(dmeb)]2+ 474 (12900) 1.61 1170 1.05 5.92 1.18 4.31 

9 [Ru(Br2bpy)2(dmeb)]2+ 470 (17800) 1.66 1530 1.10 10.11 1.23 7.06 

10 [Ru(deeb)3]2+ 466 (21700)e 1.80g 2100g 1.24 1.01 1.37 j 

11 [Ru(CF3bpy)2(dmeb)]2+ 458 (17700) 1.82 1320 1.26 6.92 1.39 j 

12 [Ru(CF3bpy)3]2+ 460 (20100) 1.99h 1280 1.43 2.85 1.56 j 

13 [Ru(bpz)2(deeb)]2+ 450 (17000)f 2.03g 1750g 1.47 2.00 1.60 j 

14 [Ru(bpz)3]2+ 440 (13000)d 2.22i 800i 1.66 5.70 1.79 j 
aThe value in parentheses is the molar absorption coefficient in units of M-1cm-1. bError is ± 2 nm. cError is ± 0.01 V. dTaken from Ref 

52. eTaken from Ref 53. fTaken from Ref 54. gTaken from Ref 55. hTaken from Ref 37. iTaken from Ref 56. jNo measurable quenching 

detected.  
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Figure 5.3. (A) Nanosecond transient kinetic data acquired for a CH3CN solution containing 

only [Ru(dtb)2(dmeb)](PF6)2 (black, exc, 488 nm; probe, 520 nm) or only [Co(bpy)3](PF6)2 

(red, exc, 488 nm; probe, 470 nm). Overlaid in blue is a single-exponential fit for the excited-

state decay of [Ru(dtb)2(dmeb)](PF6)2. (B) Nanosecond transient kinetic data acquired for an 

acetonitrile solution containing 2.510-5, 110-4, and 2.510-3 M of [Ru(dtb)2(dmeb)](PF6)2, 

[Co(bpy)3](PF6)2, and [Co(bpy)3](PF6)3, respectively (exc, 488 nm; probe, 495 nm; laser 

fluence, 4.8 mJ/pulse). Overlaid in red is a fit to pseudo-first order kinetics. 

Nanosecond transient absorption (TA) spectroscopy was used to carry out the flash 

photolysis experiments. Figure 5.3A shows representative kinetic data obtained from CH3CN 

solutions containing only [Ru(dtb)2(dmeb)]2+ or only [Co(bpy)3)]
3+ after excitation with a 488 

nm laser pulse. For solutions containing only Ru2+, excitation resulted in the formation of the 

Ru2+ excited state, Ru2+*, which appeared as a bleach of the MLCT in the transient data. These 

data were fit to a single-exponential, and the excited-state lifetimes, τ, are tabulated in Table 

5.1. Note that the τ for [Ru(dtb)2(dab)](PF6)2 and [Ru(dtb)2(mab)](PF6)2 were obtained from 

photoluminescence decay kinetics. Excited-state decay for all Ru2+ compounds were complete 

by 10 μs. Excitation of solutions containing only Co3+ displayed no transient signal. 

 Representative kinetic data acquired from the flash photolysis experiment is given in 

Figure 5.3B for a solution containing 2.510-5 M [Ru(dtb)2(dmeb)](PF6)2, 110-4 M 

[Co(bpy)3](PF6)3, and 2.510-3 M [Co(bpy)3](PF6)2 monitored at 495 nm. A 488 nm laser pulse 
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was used to excite the Ru2+ chromophore (~2.510-5 M) resulting in the formation of the Ru2+*, 

eq 5.3, as observed for the Ru2+-only samples. During the first μs of the experiment, both 

excited-state decay and diffusional quenching by Co3+ (2.510-3 M), eq 5.4, were occurring 

concomitantly.51 After 5 μs, these reactions were complete, and the remaining bleach was 

attributed to the Ru3+ generated by the quenching reaction.16,51 The back-electron transfer 

reaction was monitored between the resulting Co2+ and the Ru3+ at times greater than 5 μs, eq 

5.5.  

𝑅𝑢2+
ℎ
→𝑅𝑢2+∗ (5.3) 

𝑅𝑢2+∗ + 𝐶𝑜3+ → 𝑅𝑢3+ + 𝐶𝑜2+ (5.4) 

𝑅𝑢3+ + 𝐶𝑜2+ → 𝑅𝑢2+ + 𝐶𝑜3+ (5.5) 

Excess Co2+ (10-4 M) was added to the solution to ensure pseudo-first order kinetics. 

The data acquired at the MLCT were fit to a single-exponential to obtain a first-order rate 

constant for the back-electron transfer reaction, kobs. With knowledge of the Co2+ 

concentration, the second-order back-electron transfer rate constant, ket, was calculated from 

the kobs. The transient data acquired at the MLCT maximum almost exclusively reported on the 

Ru kinetics. The contribution from Co3+/2+ redox chemistry were assumed to be negligible as 

the change in ε values associated with Co3+/2+ was 102 M-1cm-1 as opposed to ≥104 M-1cm-1 

for the Ru3+/2+ as determined by spectroelectrochemical measurements.51 

It is important to note that Co2+ has been shown to quench Ru2+* through primarily an 

oxidative pathway in aqueous conditions, eq 5.6, resulted in the formation of Co+ in solution.16 

It was expected that some quenching by Co2+ may occur in CH3CN. Therefore, the large excess 

Co3+ in solution served two purposes. First, the large concentration was used to maximize the 

diffusional encounters between Ru2+* and Co3+ to ensure that eq 5.4 was the dominant 
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quenching pathway and to maximize the concentration of Ru3+ generated. Second, the large 

excess of Co3+ in solution would favor comproportionation chemistry between any Co+ 

generated and Co3+ by eq 5.6 resulting in the formation of two equivalents of Co2+, eq 5.7, a 

process with 1.28 V of driving force.16 Thus, confidence was high that the back-electron 

transfer reaction monitored at the longer time scales was reporting on the desired Ru3+ and 

Co2+ electron transfer.  

𝑅𝑢2+∗ + 𝐶𝑜2+ → 𝑅𝑢3+ + 𝐶𝑜+ (5.6) 

𝐶𝑜+ + 𝐶𝑜3+ → 2𝐶𝑜2+ (5.7) 

In the most exergonic back-electron transfer reactions between Ru3+ and [Co(dmb)3]
2+, 

no oxidative quenching was observed. This may be due to a decrease in the driving force for 

quenching by electron transfer. As the E°(Ru3+/2+) for the became more positive, it would be 

expected that the excited-state reduction potential, E°(Ru3+/2+*), would also become lower in 

energy.30,57 If E°(Ru3+/2+*) became to positive, it would no longer be a potent enough 

photoreductant to reduce the Co3+, and thus, no long-lived bleach would be observed. 

Experiments are underway to test this hypothesis. 

The measured ket values for the back-electron transfer reaction spanned two orders of 

magnitude from 105 to 107 M-1s-1. The reaction rate for the back-electron transfer between 

[Ru(bpy)3]
3+ and [Co(bpy)3]

2+ has been reported in aqueous conditions to be 

2108 M-1s-1.18,51,58 This differ from the value of 3.24106 M-1s-1 measured here and it is not 

clear why. Based on the Marcus two-sphere continuum model, switching to solvents with a 

smaller dielectric constant (i.e. from H2O to CH3CN) should increase the rate of electron 

transfer.1,3,15,59 However, comparable rates of electron transfer have been reported for the 
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reaction of Co3+/2+ compounds and a large number of transition metal and organic molecules 

in CH3CN.17,19 

The diffusion coefficient for other Ru2+ polypyridyl compounds has been shown to be 

9.210-10 cm2s-1.54,55 The diffusion coefficients for [Co(bpy)3]
2+ and [Co(dmb)3]

2+ measured 

by cyclic voltammetry in CH3CN solutions have been reported to be 9.110-10 cm2s-1 and 

7.710-10 cm2s-1.21 Using equation 5.8 the diffusion-limited reaction rate constant, kd, was 

calculated for the back-electron transfer reaction where NA is Avogadro’s number, and DRu
 and 

DCo are the apparent diffusion coefficients for Ru3+ and Co2+, respectively.54  and RC are given 

by equations 5.9 and 5.10, where R is the sum of the ionic radii of Ru3+ and Co2+, zCo and zRu 

are the charges of the compounds, e is the elementary charge, εR is the relative permittivity of 

the solvent, and ε0 is the vacuum permittivity. Assuming that the ionic radii for Ru3+ and Co2+ 

is 6.5 Å, the diffusion-limited rate constants for the back-electron transfer reactions of Ru3+ 

with [Co(bpy)3]
2+ and [Co(dmb)3]

2+ are 1.25108 M-1s-1 and 1.15108 M-1s-1, respectively.54,60 

Thus, the slow reaction rates observed for the back-electron transfer reaction were not diffusion 

limited. 

𝑘𝑑 = 4𝜋𝑁𝐴(𝐷𝑅𝑢 + 𝐷𝐶𝑜)𝛽 (5.8) 

𝛽 =
𝑅𝐶

𝑒
𝑅𝐶
𝑅 −1

 (5.9) 

𝑅𝐶 =
𝑧𝐶𝑜𝑧𝑅𝑢𝑒

2

4𝜋 𝑅 0𝑘𝐵𝑇
 (5.10) 

Figure 5.4 shows the back-electron transfer rate constants for each Ru3+ compound with 

either [Co(bpy)3]
2+ or [Co(dmb)3]

2+ versus the driving force for the back-electron transfer 

reaction. The driving force was determined from the formal reduction potentials measured by 

spectroelectrochemistry. Overlaid are fits to the Marcus equation. A global fit procedure was 
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used to fit the data where HDA was shared between the two data. From the fitting analysis, the 

HDA that fit both data sets was 0.02 ± 0.001 meV with reorganization energies of 1.1 ± 0.1 eV 

and 1.4 ± 0.1 eV for the reactions with [Co(bpy)3]
2+ and [Co(dmb)3]

2+, respectively. 

 

Figure 5.4. The dependence of the back-electron transfer rate constant, ket, on the driving force, 

ΔG°. Overlaid are the fits to the nonadiabatic Marcus equation, eq 5.1. The electronic coupling 

matrix element, HDA, was a shared parameter during the fitting process and was found to be 

0.02 ± 0.001 meV. The reorganization energies, , were found to be 1.1 ± 0.1 eV and 1.4 ± 0.1 

eV for the back-electron transfer reactions with [Co(bpy)3]
2+ and [Co(dmb)3]

2+, respectively. 

In the case of the back-electron transfer between [Co(bpy)3]
2+ and Ru3+, Marcus-

inverted behavior was observed. This was somewhat unexpected. The Marcus-inverted region 

has historically been absent for bimolecular electron transfer due to diffusion-limited electron 

transfer kinetics, and reports of inverted behavior relied on electron donors or acceptors that 

were covalently-linked, dispersed in frozen media, or pre-associated through electrostatic 

interactions.2,3,6-13 Only a few examples of thermal, bimolecular electron transfer in the 

Marcus-inverted region exist.8,9,11,12 In these reports, the authors used electron donors and 

acceptors that were significantly different in size to raise the diffusion-limited rate constant in 
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accordance with the Einstein-Smoluchowski relation.9,12 Therefore, electron transfer was not 

diffusion limited, and rapid electron transfer rates were measured. 

Here, the small HDA obtained for these reactions indicated that these reactions were 

nonadiabatic. Therefore, the probability of crossing the potential energy surfaces during 

electron transfer became rate limiting rather than diffusion. This allowed for the observation 

of Marcus-inverted behavior. The large inner-sphere reorganization energies and spin 

restrictions of Co3+/2+ have been implicated as the dominant factor in the sluggish rates.23 The 

large structural differences between the high-spin and low-spin states of Co should lead to a 

larger  and a larger barrier to the electron transfer reaction. In agreement with this, the  

values reported here (1.1 and 1.4 eV) were larger than what is typically reported for electron 

transfer reactions between Ru polypyridyl compounds, 0.7 to 1.0 eV.1,60 

Marcus-inverted behavior has been reported in the regeneration reaction between 

oxidized chromophores on the surface of metal oxides and Co2+ polypyridyl redox mediators 

in the solution in dye-sensitized solar cells.22,61 In these reactions, the measured  were found 

to be between 0.59 and 0.70 eV which were smaller than expected for the corresponding 

reactions in fluid solution. However, this solar cell data have been called in to question due to 

the unusually small diffusion rate constants of Co polypyridyl compounds within the 

mesoporous network of the metal oxide films.62,63 Reorganization energies have been 

measured for electron transfer between covalently-linked Co2+ and Ru3+ compounds has been 

shown to be ~1.3 eV.18,26 The reorganization energy for bimolecular electron transfer between 

Co2+ and Ru3+ in aqueous conditions have also been reported to be ~1.3 eV.26 These reports 

are consistent with the values reported here. 
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5.4 Conclusions 

Flash photolysis of Ru2+ polypyridyl compounds in the presence of Co3+ polypyridyl 

compounds was used to generate Ru3+ and Co2+ compounds in solution. The back-electron 

transfer rate constants were quantified using transient absorption spectroscopy and the 

measured second-order rate constants were found to be between 105 and 107 M-1s-1. These 

reaction rates were below the diffusion-limited rate constants predicted by the Stokes-Einstein 

relation of 108 M-1s-1. A plot of the reaction rate constants against the driving force for back-

electron transfer revealed electron transfer that exhibited Marcus-inverted behavior. Fits to the 

nonadiabatic Marcus equation yielded an HDA that was 0.02 ± 0.001 meV which indicated 

electron transfer was nonadiabatic. The reorganization energies obtained from the fits were 1.1 

± 0.1 eV and 1.4 ± 0.1 eV for the reactions with [Co(bpy)3]
2+ and [Co(dmb)3]

2+, respectively, 

consistent with previous explanations for the unusually slow Co3+/2+ electron transfer self-

exchange rates. This study represents a rare example of Marcus-inverted behavior for a 

bimolecular electron transfer reaction that is preceded by diffusional encounters.  
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CHAPTER 6: Excited-State Decay Pathways of Tris(bidentate) Cyclometalated 

Ruthenium(II) Compounds5 
 

6.1 Introduction 

Ru(II) polypyridyl compounds have been utilized in many applications spanning solar 

energy harvesting,1,2 photocatalysis,3,4 chemical sensing,5 and photodynamic therapy6,7 to 

name a few. This class of compounds is marked by their long (μs) excited-state lifetimes, 

photochemical and electrochemical stability, and tunability of their electronic structure 

through ligand modification. Tailoring of these properties through design choices is made 

possible by the well-established, detailed understanding of the photophysics and 

photochemistry of Ru(II) polypyridyl compounds developed over the past sixty years.8-15 In 

the past decade, tris(bidentate) cyclometalated Ru(II) compounds, [Ru(N^N)2(C^N)]+, where 

N^N is a 2,2′-bipyridine (bpy) or substituted-bpy ligand and C^N is the cyclometalating ligand 

2-phenylpyridine (ppy) or its derivatives, have received increasingly more attention due to the 

discovery of more mild synthetic procedures and overall solar conversion efficiencies of over 

10% in dye-sensitized solar cells.16-19 However, few detailed studies exist which characterize 

the excited-state photophysics of these compounds.20,21 Here, a systematic, electrochemical 

and spectroscopic study of a series of [Ru(N^N)2(C^N)]+ compounds is reported. 

                                                      
5This chapter was previously published in the Inorganic Chemistry. Reprinted with permission 

from Motley, T. C.; Troian-Gautier, L.; Brennaman, M. K.; Meyer, G. J. Excited-State Decay 

Pathways of Tris(bidentate) Cyclometalated Ruthenium(II) Compounds. Inorg. Chem. 2017, 

56, 13579-13592. Copyright 2017 American Chemical Society. 
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The dominant visible absorption feature of [Ru(bpy)3]
2+, the prototypical Ru(II) 

polypyridyl compound, is a metal-to-ligand charge transfer (MLCT) band.9,22-25 Higher-energy 

transitions below 350 nm are ligand-centered π to π* transitions.9 Upon photoexcitation into 

the MLCT band, an electron is excited from a metal-centered t2g orbital to one of the π* orbitals 

on one of the bpy ligands. This transition from the highest-occupied molecular orbital (HOMO) 

to the lowest-unoccupied molecular orbital (LUMO) forms a 1MLCT state which quickly 

undergoes intersystem crossing (<300 fs) and vibrational relaxation (ps) to form a 3MLCT 

state.13,26 Note that due to the large spin-orbit coupling imparted by having a heavy atom such 

as Ru, the spin quantum number is a poor descriptor; however, the formalism is well 

established in the field and will be used here.27,28  

Photoluminescence from the 3MLCT state occurs on the μs timescale with quantum 

yields of a few percent at room temperature.29,30 Through careful temperature-dependent 

spectroscopic studies, this 3MLCT state has been shown to consist of at least three closely-

spaced 3MLCT states with varying degrees of singlet character that are at thermal equilibrium 

above 120 K.22,23,28,31,32 The excited-state lifetime for [Ru(bpy)3]
2+ exhibits a significant 

temperature-dependence above 120 K due to activated crossing from the 3MLCT to ligand-

field (LF), eg* orbitals which leads to ligand-loss photochemistry.7,24,33 For many Ru(II) 

polypyridyl compounds, the thermally-equilibrated 3MLCT and LF states are not sufficient as 

a framework to model the weak temperature-dependence of excited-state relaxation near room 

temperature. An additional non-emissive state, often called the fourth 3MLCT, was postulated 

with an energy barrier for activated crossing between 600 and 1000 cm-1.9,29,34-37 These 

observations have been successfully extended to Os(II) polypyridyl compounds.36 

Relative to its Ru(II) polypyridyl congener, [Ru(N^N)2(C^N)]+  has one nitrogen atom 
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replaced with an isoelectronic carbanion which forms a cyclometalating C-Ru bond. For these 

cyclometalated compounds, this one change has a profound effect, especially on electronic 

structure and excited-state lifetime. The decreased symmetry (C1) of these molecules probably 

underlies their broad MLCT transitions between 350 and 650 nm.17,18,38-40 While the LUMO is 

still localized on a single N^N ligand as for [Ru(bpy)3]
2+, the HOMO is an orbital delocalized 

across the metal center and the phenyl ring of C^N as has been shown through numerous DFT 

studies.17,18,38-40 This has led some to assign these transitions as mixed-metal/ligand-to-ligand 

charge transfer. It has also been asserted that strong σ-donation from the carbanion leads to the 

significant destabilization of the LF state making it inaccessible upon photoexcitation at room 

temperature resulting in enhanced photostability.17,18,20,38-42 Furthermore, cyclometalation 

clearly changes the photophysics of the molecule as evidenced by the previous reports of a 

short (ns) excited-state lifetime and miniscule quantum yield (<0.5%) for 

photoluminescence.18,21,38-40 Considering the reduced energy gap between the ground and 

excited states of these cyclometalated compounds, the energy gap law has been suggested to 

explain the accelerated excited-state relaxation, yet this has not been experimentally 

evaluated.18,21,38-40  

Scheme 6.1. Tris(bidentate) Cyclometalated Ru(II) Compounds Used in this Study 
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To our knowledge, no comprehensive study of the electrochemical and photophysical 

properties of [Ru(N^N)2(C^N)]+ compounds has been conducted despite their emerging 

importance. For this reason, a series of cyclometalated chromophores was synthesized, Scheme 

6.1, and their ground- and excited-state properties were investigated through spectroscopic and 

electrochemical means. Photoluminescence spectra at 77 K in frozen glasses and at room 

temperature were obtained for these compounds. The origin of the short, excited-state lifetimes 

is reported in the context of the energy gap law and Franck-Condon lineshape analyses. 

Furthermore, the temperature dependence of the excited states between 273 and 343 K is 

reported. The conceptual framework that has been rigorously developed for describing Ru(II) 

and Os(II) polypyridyl excited-states has been extended to a series of [Ru(N^N)2(C^N)]+ 

compounds to uncover new photophysical insights for these cyclometalated compounds. 

6.2 Experimental Methods 

6.2.1 Materials 

The following solvents and reagents were obtained from the indicated commercial 

supplier and used without further purification: acetonitrile (CH3CN, Burdick and Jackson, 

spectrophotometric grade), dichloromethane (Fisher, certified ACS), ethanol (EtOH, Decon 

Laboratories, Inc., anhydrous 200 Proof), methanol (MeOH, Fisher, certified ACS), diethyl 

ether (Fisher, certified ACS), hexanes (Fisher, certified ACS), chloroform (Fisher, certified 

ACS), acetone (Fisher, certified ACS), basic alumina (Sigma-Aldrich, activated Brockmann 

1), neutral alumina (Sigma-Aldrich, activated Brockmann 1), silica-gel (Silicycle, Siliaflash® 

P60), 2,2′-bipyridine (bpy, Aldrich, 99+%), 4,4′-di-tert-butyl-2,2′-bipyridine (dtb, Sigma-

Aldrich, 98%), 4,4′-dimethoxy-2,2′-bipyridine (MeObpy, Sigma-Aldrich, 97%), argon gas 

(Airgas, 99.999%), lithium perchlorate (LiClO4, Sigma-Aldrich, 99.99% trace metal basis), 
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ferrocene (Aldrich, 98%), benzeneruthenium(II) chloride dimer (Sigma-Aldrich, 97%), 2-

phenylpyridine (ppy, Sigma-Aldrich, 98%), 2-(2,4-difluorophenyl)pyridine (ppyF2, Sigma-

Aldrich, 97%), potassium carbonate (K2CO3, Em Science, anhydrous), and potassium 

hexafluorophosphate (KPF6, Aldrich, 98%). 4,4′-bis(ethoxycarbonyl)-2,2′-bipyridine 

(deeb),43,44 2-(2,4-bis-(trifluoromethylphenyl)pyridine (ppyCF3),
45 2,2′-bipyrazine (bpz),46 

[Os(bpy)3](PF6)2,
25 [Ru(bpy)3](PF6)2,

37 [Ru(bpz)3](PF6)2,
47 [Ru(deeb)3](PF6)2,

48 and 

[Ru(dtb)3](PF6)2 were synthesized as previously reported. An Anton-Paar Microwave 

Synthesis Reactor Monowave 300 was used to carry out reactions in sealed microwave reaction 

vials for the specified reactions below. 

6.2.2 General Procedure for the Synthesis of [Ru(C^N)(CH3CN)4](PF6) 

Benzeneruthenium(II) chloride dimer (0.2 mmol), C^N (0.4 mmol), K2CO3 (0.8 

mmol), and KPF6 (0.8 mmol) were added to 6 mL of CH3CN. The reaction mixture was heated 

at 100 °C in a sealed, microwave reaction vial for 1 h. The crude product was purified by 

column chromatography (basic alumina, 3% dichloromethane in CH3CN), and the first colored 

band was collected. The pure product was dried under vacuum. All characterization data 

matched previously reported results.19,49,50 

6.2.3 Synthesis of [Ru(ppy)(CH3CN)4](PF6) 

Isolated as a yellow solid (183.9 mg, 82% yield). 1H NMR: (400 MHz, CD3CN) δ 8.92 

(ddd, J = 5.6, 1.6, 0.8 Hz, 1H), 7.97 (dd, J = 7.4, 1.2 Hz, 1H), 7.86 (dt, J = 8.1, 1.1 Hz, 1H), 

7.77 – 7.68 (m, 2H), 7.16 (ddd, J = 7.2, 5.7, 1.5 Hz, 1H), 7.09 (td, J = 7.3, 1.4 Hz, 1H), 6.94 

(td, J = 7.4, 1.3 Hz, 1H), 2.51 (s, 3H), 2.00 (s, 6H), 1.96 (s, 3H). 

6.2.4 Synthesis of [Ru(ppyF2)(CH3CN)4](PF6) 

Isolated as a yellow-green solid (230.7 mg, 94% yield). 1H NMR: (400 MHz, CD3CN) 
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δ 8.97 (ddd, J = 5.7, 1.7, 0.8 Hz, 1H), 8.18 – 8.11 (m, 1H), 7.78 (dddd, J = 8.2, 7.3, 1.7, 0.9 

Hz, 1H), 7.51 (dd, J = 8.7, 2.4 Hz, 1H), 7.20 (ddd, J = 7.3, 5.7, 1.4 Hz, 1H), 6.48 (ddd, J = 

13.0, 9.5, 2.4 Hz, 1H), 2.52 (s, 3H), 2.02 (s, 6H), 1.96 (s, 3H).  

6.2.5 Synthesis of [Ru(ppyCF3)(CH3CN)4](PF6) 

Isolated as an orange solid (250.4 mg, 88% yield). 1H NMR: (400 MHz, CD3CN) δ 

9.15 (ddd, J = 5.7, 1.8, 0.8 Hz, 1H), 8.56 – 8.51 (m, 1H), 8.25 – 8.20 (m, 1H), 7.86 (ddd, J = 

8.5, 7.5, 1.7 Hz, 1H), 7.58 (d, J = 1.9 Hz, 1H), 7.33 (ddd, J = 7.3, 5.6, 1.2 Hz, 1H), 2.52 (s, 

3H), 2.01 (s, 6H), 1.96 (s, 3H). 

6.2.6 Synthesis of [Ru(deeb)2(ppy)](PF6) 

Into a reaction flask, [Ru(ppy)(CH3CN)4](PF6) (71.8 mg, 0.13 mmol) and deeb (141 

mg, 0.47 mmol) were added to 30 mL of EtOH. The suspension was heated to reflux for 15 h. 

The black product was purified by column chromatography (basic alumina, 3:1 

chloroform:CH3CN), and the first dark green band to elute was collected and taken to dryness 

to yield a black solid. The product was further purified by recrystallization through the slow 

vapor diffusion of diethyl ether into CH3CN to afford black crystals (46.1 mg, 36% yield). All 

characterization data matched previously reported results.49 1H NMR: (400 MHz, DMSO-d6) 

δ 9.19 (d, J = 0.9 Hz, 1H), 9.11 (d, J = 1.8 Hz, 1H), 9.07 (t, J = 2.4 Hz, 2H), 8.23 (d, J = 8.2 

Hz, 1H), 8.16 (d, J = 6.0 Hz, 1H), 8.02 (d, J = 5.6 Hz, 1H), 7.99 – 7.93 (m, 3H), 7.92 (dd, J = 

5.6, 1.6 Hz, 1H), 7.88 (dd, J = 6.0, 1.8 Hz, 1H), 7.86 – 7.80 (m, 2H), 7.71 (dd, J = 6.0, 1.9 Hz, 

1H), 7.44 (dd, J = 6.1, 1.4 Hz, 1H), 7.07 (ddd, J = 7.2, 5.7, 1.4 Hz, 1H), 6.92 (td, J = 7.4, 1.3 

Hz, 1H), 6.83 (td, J = 7.3, 1.3 Hz, 1H), 6.18 (dd, J = 7.4, 1.3 Hz, 1H), 4.47 – 4.35 (m, 8H), 

1.39 – 1.31 (m, 12H). 



 

173 

6.2.7 Synthesis of [Ru(bpy)2(ppy)](PF6) 

Into a reaction flask, [Ru(ppy)(CH3CN)4](PF6) (120.0 mg, 0.21 mmol) and bpy (71.1 

mg, 0.46 mmol) were combined with 10 mL of EtOH and heated to reflux for 17 h. The crude 

product was purified by column chromatography (basic alumina, CH3CN), and the first violet 

fraction to elute was collected and evaporated to dryness yielding the violet product (108.4 mg, 

72% yield). All characterization data matched previously reported results.51 1H NMR: (400 

MHz, CD3CN) δ 8.45 (d, J = 8.2 Hz, 1H), 8.38 (d, J = 8.0 Hz, 1H), 8.32 (d, J = 7.0 Hz, 1H), 

8.30 (d, J = 7.0 Hz, 1H), 8.05 (ddd, J = 5.6, 1.5, 0.7 Hz, 1H), 8.01 (d, J = 8.1 Hz, 1H), 7.97 

(ddd, J = 8.2, 7.6, 1.6 Hz, 1H), 7.86 – 7.75 (m, 6H), 7.72 (ddd, J = 5.8, 1.2, 0.7 Hz, 1H), 7.68 

(ddd, J = 8.2, 7.5, 1.6 Hz, 1H), 7.56 (ddd, J = 5.8, 1.4, 0.7 Hz, 1H), 7.40 (ddd, J = 7.6, 5.4, 1.2 

Hz, 1H), 7.23 – 7.17 (m, 3H), 6.95 – 6.86 (m, 2H), 6.82 (td, J = 7.2, 1.4 Hz, 1H), 6.41 (dd, J = 

7.4, 1.4 Hz, 1H). 

6.2.8 Synthesis of [Ru(dtb)2(ppy)](PF6) 

Into a reaction flask, [Ru(ppy)(CH3CN)4](PF6) (161.2 mg, 0.29 mmol) and dtb (161.8 

mg, 0.60 mmol) were combined with 25 mL of MeOH. The reaction mixture was heated to 

reflux for 15 h. The crude reaction mixture was evaporated to dryness. The dark purple solid 

was purified by column chromatography (neutral alumina, 1.5% MeOH in dichloromethane), 

and the first colored fraction was collected and evaporated to dryness. The product was further 

purified by recrystallization through the diffusion of hexanes into dichloromethane. The 

resulting violet crystals were collected (90.6 mg, 34 % yield). All characterization data 

matched previously reported results.52 1H NMR: (400 MHz, CD3CN) δ 8.47 (d, J = 1.9 Hz, 

1H), 8.39 (d, J = 2.1 Hz, 1H), 8.34 (dd, J = 7.3, 2.1 Hz, 2H), 7.99 (d, J = 8.5 Hz, 1H), 7.90 (d, 

J = 6.0 Hz, 1H), 7.84 – 7.80 (m, 1H), 7.72 (d, J = 5.8 Hz, 1H), 7.68 – 7.62 (m, 2H), 7.60 – 7.53 
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(m, 2H), 7.43 (dd, J = 5.9, 1.9 Hz, 1H), 7.21 (ddd, J = 9.1, 6.1, 2.1 Hz, 2H), 7.15 (dd, J = 6.1, 

2.1 Hz, 1H), 6.91 (ddd, J = 7.2, 5.7, 1.3 Hz, 1H), 6.85 (td, J = 7.4, 1.3 Hz, 1H), 6.77 (td, J = 

7.3, 1.3 Hz, 1H), 6.44 (dd, J = 7.4, 1.3 Hz, 1H), 1.41 (s, 9H), 1.39 – 1.34 (m, 27H). 

6.2.9 Synthesis of [Ru(MeObpy)2(ppy)](PF6) 

Into a reaction flask, [Ru(ppy)(CH3CN)4](PF6) (136.0 mg, 0.24 mmol) and MeObpy 

(100.0 mg, 0.46 mmol) were combined with 10 mL of CH3CN. The reaction mixture was 

heated at 160 ºC for 1 h using a microwave reactor. The reaction mixture was evaporated to 

dryness. The crude product was purified using column chromatography (neutral alumina, 3:1 

chloroform:CH3CN), and the first dark-brown band to elute was collected and dried. The 

product was dissolved in the minimum amount of acetone and crashed out with hexanes. The 

dark-purple to brown solid was collected via filtration (81.2 mg, 42% yield). 1H NMR: (400 

MHz, DMSO-d6) δ 8.36 (d, J = 2.6 Hz, 1H), 8.30 (d, J = 2.7 Hz, 1H), 8.24 (dd, J = 4.5, 2.8 Hz, 

2H), 8.06 (d, J = 7.9 Hz, 1H), 7.93 (br s, 1H), 7.72 – 7.66 (m, 1H), 7.63 (d, J = 6.4 Hz, 2H), 

7.57 (d, J = 5.7 Hz, 1H), 7.36 (br s, 1H), 7.28 (br s, 1H), 7.21 (dd, J = 6.3, 2.5 Hz, 1H), 7.07 – 

6.92 (m, 4H), 6.83 (br s, 1H), 6.64 (br s, 1H), 6.31 (br s, 1H), 3.99 (s, 3H), 3.95 (s, 3H), 3.93 

(s, 3H), 3.91 (s, 3H). ESI-MS: Found (calcd.) for C35H32N5O4Ru m/z+ 688.1489 (688.1498). 

EA: Found (calcd.) for C35H32F6N5O4PRu: C 51.10 (50.48), H 4.13 (3.87), N 8.57 (8.41). 

6.2.10 Synthesis of [Ru(deeb)2(ppyF2)](PF6) 

Into a reaction flask, [Ru(ppyF2)(CH3CN)4](PF6) (114.9 mg, 0.19 mmol) and deeb 

(122.8 mg, 0.41 mmol) were combined with 30 mL of EtOH. The suspension was heated to 

reflux for 24 h. The crude reaction mixture was evaporated to dryness. The dark-purple solid 

was purified by column chromatography (neutral alumina, 3:1 chloroform:CH3CN), and the 

first purple band to elute was collected and evaporated to dryness. The compound was 
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recrystallized by the slow vapor diffusion of diethyl ether into CH3CN to afford dark violet 

crystals (57.5 mg, 29% yield). All characterization data matched previously reported results.49 

1H NMR: (400 MHz, DMSO-d6) δ 9.20 (d, J = 1.8 Hz, 1H), 9.13 (d, J = 1.8 Hz, 1H), 9.12 – 

9.08 (m, 2H), 8.26 (d, J = 8.5 Hz, 1H), 8.15 (d, J = 5.9 Hz, 1H), 7.97 (d, J = 5.7 Hz, 1H), 7.94 

– 7.86 (m, 6H), 7.73 (dd, J = 5.9, 1.8 Hz, 1H), 7.55 (dd, J = 5.8, 1.6 Hz, 1H), 7.12 (ddd, J = 

7.3, 5.6, 1.3 Hz, 1H), 6.69 (ddd, J = 12.9, 9.4, 2.4 Hz, 1H), 5.75 (dd, J = 7.9, 2.4 Hz, 1H), 4.47 

– 4.35 (m, 8H), 1.39 – 1.31 (m, 12H). 

6.2.11 Synthesis of [Ru(bpy)2(ppyF2)](PF6) 

Into a reaction flask, [Ru(ppyF2)(CH3CN)4](PF6) (186.9 mg, 0.31 mmol) and bpy (99.5 

mg, 0.64 mmol) were added to 20 mL of CH3CN. The reaction mixture was heated at 160 ºC 

for 20 min in a microwave reactor. The reaction mixture was evaporated to dryness. The crude 

product was purified using column chromatography (neutral alumina, 3:1 

chloroform:CH3CN), and the reddish-purple fraction was collected and evaporated to dryness. 

The product was dissolved in the minimum amount of CH3CN and recrystallized by the slow 

vapor diffusion of diethyl ether into CH3CN affording red-violet crystals (29.3 mg, 13% yield). 

All characterization data matched previously reported results.21 1H NMR: (400 MHz, DMSO-

d6) δ 8.78 (d, J = 8.2 Hz, 1H), 8.71 (d, J = 8.1 Hz, 1H), 8.67 (d, J = 4.5 Hz, 1H), 8.65 (d, J = 

4.5 Hz, 1H), 8.22 (d, J = 8.4 Hz, 1H), 8.11 (td, J = 7.9, 1.5 Hz, 1H), 8.00 – 7.93 (m, 3H), 7.92 

(dd, J = 5.7, 1.4 Hz, 1H), 7.84 – 7.78 (m, 1H), 7.75 (dd, J = 5.5, 1.4 Hz, 1H), 7.66 (dd, J = 5.9, 

1.3 Hz, 1H), 7.64 (dd, J = 5.9, 1.2 Hz, 1H), 7.60 (dd, J = 5.7, 1.4 Hz, 1H), 7.56 (ddd, J = 7.2, 

5.4, 1.1 Hz, 1H), 7.45 – 7.37 (m, 3H), 7.10 (ddd, J = 7.2, 5.7, 1.3 Hz, 1H), 6.59 (ddd, J = 12.3, 

9.4, 2.4 Hz, 1H), 5.82 (dd, J = 8.2, 2.3 Hz, 1H). 
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6.2.12 Synthesis of [Ru(MeObpy)2(ppyF2)](PF6) 

Into a reaction flask, [Ru(ppyF2)(CH3CN)4](PF6)  (115.9 mg, 0.19 mmol) and MeObpy 

(88.5 mg, 0.41 mmol) were combined with 15 mL of CH3CN. The reaction mixture was heated 

at 160 °C for 1 h in a microwave reactor. The crude maroon reaction mixture was taken to 

dryness. The solid was purified by column chromatography on neutral alumina. A gradient 

elution was used starting with 19:1 chloroform:CH3CN to first elute excess MeObpy followed 

by 3:1 chloroform:CH3CN. The first violet fraction to elute was collected and taken to dryness. 

The compound was further purified by dissolving it in the minimal amount of acetone and 

precipitating it from solution with hexanes. The violet powder was collected via filtration (34.9 

mg, 21% yield). 1H NMR: (400 MHz, DMSO-d6) δ 8.36 (d, J = 2.6 Hz, 1H), 8.31 (d, J = 2.6 

Hz, 1H), 8.28 (dd, J = 6.4, 2.8 Hz, 2H), 8.18 (d, J = 8.5 Hz, 1H), 7.77 – 7.69 (m, 2H), 7.59 (dd, 

J = 12.8, 6.4 Hz, 2H), 7.41 (d, J = 6.5 Hz, 1H), 7.32 (d, J = 6.5 Hz, 1H), 7.18 (dd, J = 6.3, 2.6 

Hz, 1H), 7.09 – 7.03 (m, 4H), 6.50 (ddd, J = 12.2, 9.4, 2.4 Hz, 1H), 5.99 (dd, J = 8.3, 2.4 Hz, 

1H), 3.98 (s, 3H), 3.96 (s, 3H), 3.93 (s, 3H), 3.92 (s, 3H). ESI-MS: Found (calcd.) for 

C35H30F2N5O4Ru m/z+ 724.1296 (724.1309). EA: Found (calcd.) for C35H30F8N5O4PRu: C 

48.26 (48.39), H 3.73 (3.48), N 8.13 (8.06). 

6.2.13 Synthesis of [Ru(bpz)2(ppyCF3)](PF6) 

Into a reaction flask, [Ru(ppyCF3)(CH3CN)4](PF6) (222.1 mg, 0.32 mmol) and bpz 

(101.7 mg, 0.64 mmol) were combined in 25 mL of EtOH. The reaction mixture was heated to 

reflux for 7 days. The crude, dark-violet reaction mixture was evaporated to dryness. Column 

chromatography (basic alumina, CH3CN) was used to purify the compound. Deionized water 

was slowly added to the eluent to speed up the elution of the product.  Several colored 

impurities eluted first followed by a large maroon band which was collected and evaporated to 
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dryness. The crude maroon product was further purified by dissolving the compound in the 

minimum amount of CH3CN and allowing for the slow vapor diffusion of diethyl ether to yield 

dark maroon crystals (63.8 mg, 24% yield). 1H NMR: (400 MHz, CD3CN) δ 9.77 (d, J = 1.4 

Hz, 1H), 9.65 (d, J = 1.3 Hz, 1H), 9.60 (d, J = 1.3 Hz, 1H), 9.58 (d, J = 1.3 Hz, 1H), 8.64 (d, J 

= 3.1 Hz, 1H), 8.43 – 8.38 (m, 4H), 7.93 (ddd, J = 8.7, 7.5, 1.7 Hz, 1H), 7.88 (dd, J = 3.3, 1.3 

Hz, 1H), 7.86 (dd, J = 3.0, 1.4 Hz, 1H), 7.78 (dd, J = 3.4, 1.3 Hz, 1H), 7.74 (ddd, J = 5.6, 1.7, 

0.8 Hz, 1H), 7.66 (dd, J = 3.4, 1.2 Hz, 1H), 7.64 (d, J = 1.8 Hz, 1H), 7.18 (ddd, J = 7.2, 5.7, 

1.3 Hz, 1H), 6.82 (s, 1H). ESI-MS: Found (calcd.) for C29H18F6N9Ru m/z+ 708.0619 

(708.0633). EA: Found (calcd.) for C29H18F12N9PRu: C 40.60 (40.86), H 2.31 (2.13), N 14.55 

(14.79). 

6.2.14 Synthesis of [Ru(deeb)2(ppyCF3)](PF6) 

Into a reaction flask, [Ru(ppyCF3)(CH3CN)4](PF6) (250.4 mg, 0.36 mmol) and deeb 

(220.3 mg, 0.73 mmol) were combined in 25 mL of EtOH. The reaction mixture was heated to 

reflux for 38 h. The dark-violet reaction mixture was cooled and evaporated to dryness. The 

compound was dissolved in the minimum amount of 400:1 CH3CN: sat. KPF6 (aq) and purified 

on a silica gel column. The amount of sat. KPF6 (aq) was carefully increased until a dark-purple 

band began to move on the column. This band was collected and taken to dryness. The band 

was dissolved in ~50 mL chloroform and was washed three times with deionized water to 

remove excess salt. The organic layer was evaporated to dryness. Further purification was 

achieved by dissolving the compound in the minimum amount of dichloromethane and 

precipitating it with hexanes to yield a purple solid which was collected by filtration (122.4 

mg, 30% yield). 1H NMR: (400 MHz, CD3CN) δ 9.00 (s, 1H), 8.94 (d, J = 1.7 Hz, 1H), 8.90 

(s, 2H), 8.38 (d, J = 9.2 Hz, 1H), 8.08 (d, J = 5.9 Hz, 1H), 7.89 – 7.82 (m, 5H), 7.70 (dtd, J = 
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12.0, 5.9, 1.7 Hz, 4H), 7.58 (s, 1H), 7.10 (t, J = 6.4 Hz, 1H), 6.87 (s, 1H), 4.48 – 4.39 (m, 8H), 

1.43 – 1.37 (m, 12H). ESI-MS: Found (calcd.) for C45H38F6N5O8Ru m/z+ 992.1674 (992.1668). 

EA: Found (calcd.) for C45H38F12N5O8PRu: C 46.91 (47.45), H 3.52 (3.37), N 6.18 (6.16). 

6.2.15 Synthesis of [Ru(bpy)2(ppyCF3)](PF6) 

Into a reaction flask, [Ru(ppyCF3)(CH3CN)4](PF6) (221.7 mg, 0.32 mmol) and bpy 

(100.4 mg, 0.64 mmol) were added to 6 mL of CH3CN. The reaction mixture was heated for 1 

h at 100 °C in a microwave reactor. The deep-red reaction mixture was evaporated to dryness. 

The crude product was purified by column chromatography (silica gel, 400:1 CH3CN: sat. 

KPF6 (aq)), and a maroon band was collected and taken to dryness. The crude product was then 

dissolved in ~50 mL of chloroform and washed three times with deionized water to remove 

excess salt. The organic fraction was evaporated to dryness. Further purification was achieved 

by dissolving the compound into the minimum amount of dichloromethane and precipitating 

the compound in hexanes. The maroon solid was collected via filtration (70.3 mg, 26% yield). 

1H NMR: (400 MHz, CD3CN) δ 8.47 (d, J = 8.2 Hz, 1H), 8.40 (d, J = 8.0 Hz, 1H), 8.34 (t, J = 

8.1 Hz, 3H), 8.01 (td, J = 7.9, 1.6 Hz, 1H), 7.91 – 7.82 (m, 5H), 7.81 – 7.73 (m, 2H), 7.65 (dd, 

J = 9.3, 5.7 Hz, 2H), 7.50 (s, 1H), 7.41 (dd, J = 7.5, 5.5 Hz, 1H), 7.29 – 7.18 (m, 3H), 7.06 (t, 

J = 6.6 Hz, 1H), 6.98 (s, 1H). ESI-MS: Found (calcd.) for C33H22F6N5Ru m/z+ 704.0809 

(704.0823). EA: Found (calcd.) for C33H22F12N5PRu: C 46.45 (46.71), H 2.83 (2.61), N 8.25 

(8.24). 

6.2.16 Synthesis of [Ru(MeObpy)2(ppyCF3)](PF6) 

Into a reaction flask, [Ru(ppyCF3)(CH3CN)4](PF6) (52.6 mg, 0.075 mmol) and 

MeObpy (41.5 mg, 0.19 mmol) were combined in 4 mL of CH3CN. The reaction mixture was 

heated at 100 °C for 1.5 h in a microwave reactor. The crude, violet reaction mixture was taken 
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to dryness. The solid was purified by column chromatography (neutral alumina). A gradient 

elution was used starting with 9:1 chloroform:CH3CN to first elute excess MeObpy followed 

by 3:1 chloroform:CH3CN. The first violet fraction to elute was collected and taken to dryness. 

The compound was further purified by dissolving it in the minimal amount of acetone and 

precipitating with hexanes. The violet solid was collected via filtration (12.3 mg, 17% yield). 

1H NMR: (400 MHz, CD3CN) δ 8.34 (d, J = 8.4 Hz, 1H), 7.99 (d, J = 2.6 Hz, 1H), 7.96 (dd, J 

= 5.6, 0.9 Hz, 1H), 7.94 (d, J = 2.8 Hz, 1H), 7.92 (d, J = 2.8 Hz, 1H), 7.89 (d, J = 2.7 Hz, 1H), 

7.74 (ddd, J = 8.7, 7.4, 1.7 Hz, 1H), 7.61 (d, J = 6.2 Hz, 1H), 7.56 (d, J = 6.5 Hz, 1H), 7.51 – 

7.43 (m, 2H), 7.32 (d, J = 6.5 Hz, 1H), 7.17 (s, 1H), 7.06 (ddd, J = 7.1, 5.7, 1.3 Hz, 1H), 7.02 

(dd, J = 6.3, 2.6 Hz, 1H), 6.90 (dd, J = 6.5, 2.8 Hz, 1H), 6.83 (dd, J = 6.5, 2.8 Hz, 1H), 6.79 

(dd, J = 6.5, 2.8 Hz, 1H), 4.01 (s, 3H), 3.98 (s, 3H), 3.95 (s, 3H), 3.95 (s, 3H). ESI-MS: Found 

(calcd.) for C37H30F6N5O4Ru m/z+ 824.1242 (824.1245) EA: Found (calcd.) for 

C37H30F12N5O4PRu: C 45.23 (45.88), H 3.42 (3.12), N 7.22 (7.23). 

6.2.17 Nuclear Magnetic Resonance Spectroscopy (NMR) 

1H NMR spectra were obtained on a Bruker Avance III 400 MHz spectrometer at room 

temperature with the observed signals referenced to the residual protio-solvent peaks.53 1H 

NMR data was processed using MestReNova 11.0. 

6.2.18 Electrospray Ionization-Mass Spectrometry (ESI-MS) 

Samples were analyzed with a hybrid LTQ FT (ICR 7T) (ThermoFisher, Bremen, 

Germany) mass spectrometer. Samples were introduced via a micro-electrospray source at a 

flow rate of 3 µL/min. Over 200 time-domain transients were averaged in the mass spectrum. 

ESI source conditions were set as: sheath gas (nitrogen) 3 arb, auxiliary gas (nitrogen) 0 arb, 

sweep gas (nitrogen) 0 arb, capillary temperature 275 °C, capillary voltage 35 V and tube lens 
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voltage 110 V.  The mass range was set to 150-1000 m/z.  All measurements were recorded at 

a resolution setting of 100,000. Solutions were analyzed at 0.1 mg/mL or less based on 

responsiveness to the ESI mechanism. Xcalibur (ThermoFisher, Breman, Germany) was used 

to analyze the data. Molecular formula assignments were determined with Molecular Formula 

Calculator (v 1.2.3). Low-resolution mass spectrometry (linear ion trap) provided independent 

verification of molecular weight distributions. All observed species were singly charged, as 

verified by unit m/z separation between mass spectral peaks corresponding to the 12C and 

13C12Cc-1 isotope for each elemental composition. 

6.2.19 Elemental Analysis (EA) 

Elemental analysis for carbon, nitrogen, and hydrogen was performed by Atlantic 

Microlabs, LLC. 

6.2.20 Square Wave Voltammetry 

Square wave voltammetry was performed using an Epsilon electrochemical analyzer 

using a standard three-electrode arrangement. Glassy carbon disk electrodes were used as the 

working and counter electrodes. Potentials were measured against a nonaqueous silver wire 

pseudoreference electrode (Pine Research Instruments) filled with a CH3CN solution 

containing 0.1 M LiClO4. The pseudoreference electrode was externally calibrated versus the 

ferrocenium/ferrocene (Fc+/0) reduction potential in a CH3CN solution containing 0.2 M 

LiClO4, which is 0.31 V vs the standard calomel electrode (SCE).54 SCE is 0.241 V vs the 

normal hydrogen electrode (NHE).54 All potentials reported are vs NHE unless otherwise 

stated. 

6.2.21 UV-Visible Absorption 

All steady-state UV-visible spectra were recorded on either a Varian Cary 50 or Varian 
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Cary 60 spectrophotometer at room temperature in a quartz cuvette with a 1.0 cm pathlength. 

6.2.22 Steady-State Photoluminescence and Quantum Yield Determination  

Room temperature photoluminescence (PL) spectra for [Ru(N^N)2(C^N)]+ and 77 K 

PL spectra for [Ru(N^N)3]2+
 and [Ru(N^N)2(C^N)]+ were recorded on an Edinburgh FLS920 

Fluorescence Spectrophotometer using a 450 W Xenon arc lamp as the excitation source. PL 

was detected at a right angle to the excitation beam using a photomultiplier tube (Hamamatsu 

2658P). Room temperature PL spectra for [Ru(N^N)3]2+ were obtained on a Horiba Scientific 

FL-1000 Fluorolog using a 450 W Xenon arc lamp as the excitation source, and PL was 

detected at a right angle to the excitation beam using a photomultiplier tube (Hamamatsu 

R928P). Emission spectra were corrected for the instrument’s spectral response. All room-

temperature spectra were obtained from Ar-sparged samples in CH3CN. The quantum yields 

of PL, ΦPL, for the compounds were determined in CH3CN at room temperature using 

comparative actinometry via the optically dilute method with either [Os(bpy)3](PF6)2  or 

[Ru(bpy)3](PF6)2 as the reference (ΦPL = 0.005 or ΦPL = 0.095).55-57 For 77 K measurements, 

the temperature was maintained using a Janis Dual Reservoir VPF System with 4-way fused 

quartz windows. All 77 K spectra were obtained from compounds in 4:1 EtOH:MeOH glasses. 

6.2.23 Temperature-Dependent, Time-Resolved Photoluminescence 

Time-resolved PL data were collected on the FLS920 by the time-correlated single 

photon counting technique (TCSPC). Excitation was achieved with a 444.2 nm diode laser 

(Edinburgh Instruments EPL-445, 73 ps full-width at half-maximum pulse width) operated at 

either 2, 5, 10, or 20 MHz (0.488, 0.195, 0.098, 0.049 ns/point, respectively). The spectral 

bandwidth of the emission monochromator was set to 20 nm. A 630 nm, long-pass filter was 

used after the sample to eliminate scatter and second-order grating effects. Temperature control 
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over the range of 273 to 343 K (± 0.2 K) was achieved by using a thermoelectrically cooled, 

4-window cuvette holder (Quantum Northwest TLC 50 controlled by aTC 125). 

6.2.24 Single-Mode, Franck-Condon Lineshape Analysis 

A single-mode, Franck-Condon lineshape analysis was used to analyze the 77 K PL 

spectra to provide quantitative information about the vibrational modes and structural changes 

involved in ground and excited states. Fitting was performed in Wolfram Mathematica 10.4, 

and least-squares error minimization was achieved using the Levenberg-Marquardt method. 

Details of this process are given elsewhere and only briefly discussed here.30,55 The PL 

intensities originally obtained as a function of wavelength were converted to quanta per second 

and recast as a function of wavenumber as detailed by Parker and Rees.58 Equation 6.1 shows 

the form of the function used to fit the spectra. In the equation, I(𝜈) is the PL intensity as a 

function of wavenumber, E0 is the energy of the transition between the lowest vibrational levels 

of the ground and excited states, ℏωM is the weighted-average vibronic acceptor mode observed 

in the PL spectrum, Δν1/2 is the full-width at half-maximum of the vibrational components in 

the spectra, and SM is the Huang-Rhys factor and is a measure of the geometric distortion 

between the ground and excited states. The vibronic quantum number in the ground state 

acceptor mode is given by v, and all spectra were fit using the summation of v = 0 to v = 5 

vibrational levels in the ground state. Using ℏωM and SM obtained from the 77 K PL spectra, 

the room temperature spectra were fit. 

𝐼(𝜈) = ∑ [(
𝐸0−𝑣ℏ𝜔𝑀

𝐸0
)
3

(
𝑆𝑀

𝑣

𝑣!
) 𝑒

(−4 ln(2)(
�̃�−𝐸0+𝑣ℏ𝜔𝑀

∆𝜈1/2
)

2

)

]5
𝑣=0  (6.1) 

6.2.25 Time-Correlated Single Photon Counting 

Emission lifetimes, τobs, were obtained by fitting the TCSPC data using the free 
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software, DecayFit.59 The emission trace was fit using a reconvolution process with the 

instrument response function (IRF) measured using a scattering suspension at the excitation 

wavelength. 

6.2.26 Arrhenius Analysis 

Arrhenius data fitting was performed in OriginPro 2016 with least-squares error 

minimization achieved using the Levenberg-Marquardt method.  

6.3 Results 

Scheme 6.1 shows the chemical structures of the compounds used in this study, 

including six new compounds: [Ru(MeObpy)2(ppy)]+, [Ru(MeObpy)2(ppyF2)]+, 

[Ru(bpz)2(ppyCF3)]+, [Ru(deeb)2(ppyCF3)]+, [Ru(bpy)2(ppyCF3)]+, and 

[Ru(MeObpy)2(ppyCF3)]+. The synthesis of each [Ru(N^N)2(C^N)]+ compound was 

performed in two steps: 1) reaction of a ruthenium dimer under basic conditions to promote C-

H bond activation of the substituted-2-phenylpyridine (C^N) yielding the cyclometalated, 

solvato-complex followed by 2) coordination of the substituted-bipyridine (N^N) ligands. In 

step 1, formation of the cyclometalated intermediate was achieved with high yields that were 

comparable to previously reported procedures.19,49,50 The use of a microwave reactor 

significantly reduced reaction times (down to 1 h) relative to traditional heating conditions. 

Microwave reaction conditions also drastically reduced reaction times for coordination of the 

N^N ligands, step 2; however, significant ligand scrambling was observed in several cases. 

Decarboxylation was evident in the cases of [Ru(deeb)2(C^N)]+ as has been previously 

reported for carboxylate- and ester-substituted bipyridines.60  Therefore, traditional heating and 

microwave reaction conditions were attempted in all cases with the highest-yielding synthetic 

method for each reported in the Experimental Section.  
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Square wave voltammetry was performed for each compound in CH3CN solutions 

containing 0.1 M LiClO4 at room temperature with the measured redox potentials (E°) reported 

in Table 6.1. The square wave voltammogram for each cyclometalated compound exhibits four 

peaks as exemplified in the representative voltammogram for [Ru(bpy)2(ppy)]+, Figure 6.1. 

In all cases, a reversible oxidation of the Ru metal center was observed, E°(Ru2+/+), Table 6.1. 

Two, reversible, ligand-based reductions were measured between -0.70 – -1.55 and -0.95 – -

1.80 V vs NHE that were assigned to reductions of the two N^N ligands and are attributed as 

E°(Ru+/0) and E°(Ru0/-), respectively in Table 6.1. 

At applied potentials more negative than -1.5 V, a third reduction, E°(Ru-/2-), was 

observed that resulted in the formation of a film on the glassy carbon electrode surface. Due to 

the broadness of this reduction peak in the square wave voltammogram as well as the film 

deposition, it was considered to be irreversible.61,62 Work by Thompson et al. on [Ir(ppy)3] and 

[Ir(ppyF2)3] showed that the first ligand reduction for these compounds occurs near -1.8 and -

2 V vs NHE, respectively.63 By analogy, this reduction was ascribed to the C^N ligand, but 

this assignment is tentative. In the case of [Ru(deeb)2(C^N)]+ and [Ru(bpz)2(C^N)]+, more 

than three reduction peaks were observed. It may be that the third reduction peak observed in 

these cases was a second reduction of a N^N ligand.
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Table 6.1. Electrochemical Data for the Studied Compounds 

 
 

 
E° (V vs NHE) 

N^N  Compound (Ru2+/+) (Ru+/0) (Ru0/-1) (Ru-1/-2)c (Ru2+/+*)d (Ru+*/0)e 

bpz 1c [Ru(bpz)2(ppyCF3)]+ 1.31 -0.73 -0.97 -1.48 -0.43 1.01 

deeb 

2a [Ru(deeb)2(ppy)]+ 0.87 -0.97 -1.23 -1.65 -0.91 0.81 

2b [Ru(deeb)2(ppyF2)]+ 1.00 -0.95 -1.18 -1.63 -0.68 0.73 

2c [Ru(deeb)2(ppyCF3)]+ 1.07 -0.90 -1.13 -1.44 -0.64 0.81 

bpy 

3a [Ru(bpy)2(ppy)]+ 0.69 -1.38 -1.69 -2.07 -1.04 0.35 

3b [Ru(bpy)2(ppyF2)]+ 0.77 -1.42 -1.70 -2.18 -1.03 0.38 

3c [Ru(bpy)2(ppyCF3)]+ 0.86 -1.34 -1.68 -2.03 -0.96 0.48 

dtb 4a [Ru(dtb)2(ppy)]+ 0.56 -1.51 -1.80 -2.23 -1.21 0.26 

MeObpy 

5a [Ru(MeObpy)2(ppy)]+ 0.43 -1.54 -1.77 -2.16 -1.31 0.20 

5b [Ru(MeObpy)2(ppyF2)]+ 0.55 -1.53 -1.74 -2.11 -1.21 0.23 

5c [Ru(MeObpy)2(ppyCF3)]+ 0.61 -1.48 -1.69 -2.00 -1.26 0.39 
aAll data were obtained in CH3CN solutions containing 0.1 M LiClO4 using glassy carbon disk electrodes as the working and counter 

electrodes and a nonaqueous Ag/AgCl pseudoreference electode externally calibrated to Fc+/0 in CH3CN solutions containing 0.2 M 

LiClO4 (0.31 V vs SCE). bError is ±0.01 V. cIrreversible reduction peak potential. dRu2+/+* = Ru2+/+-ΔGES where ΔGES is the energy 

stored in the excited state determined from the Franck-Condon analysis of the 293 K emission spectra determined by ΔGES = E0 + 

(Δ1/2)
2/(16*kb*T*ln(2)).64 eRu+*/0 = Ru+/0+ ΔGES.65 
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Figure 6.1. Square wave voltammogram for [Ru(bpy)2(ppy)]+ in an CH3CN solution 

containing 0.1 M LiClO4 at room temperature. 

Figure 6.2 shows the UV-visible absorption and photoluminescence (PL) spectra for 

all compounds in CH3CN. The spectra of [Ru(bpy)2(ppy)]+ and [Ru(bpy)2(ppyF2)]+ match 

previously reported spectra.21,38 For all [Ru(N^N)2(C^N)]+, two broad absorbance features 

were observed: one between 350-450 nm and a second between 500-600 nm with maximum 

molar absorption coefficients, ε, between 6,000 and 21,000 M-1cm-1. These bands have been 

assigned as metal-to-ligand charge transfer (MLCT) bands based on previously reported DFT 

calculations and ε assignments.17,18,38,39  In the case of [Ru(deeb)2(C^N)]+, an additional 

MLCT band appeared at around 500 nm. For all compounds, additional, higher-energy 

transitions with large ε values were observed at wavelengths lower than 350 nm consistent 

with intraligand π→π* transitions.9 For each cyclometalated compound, the absorption 

maximum of the lowest-energy MLCT transition is tabulated in Table 6.2. 
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Figure 6.2. The UV-visible absorption (solid) and photoluminescence (dashed) spectra of (A) 

[Ru(deeb)2(C^N)]+, (B) [Ru(bpy)2(C^N)]+, (C) [Ru(MeObpy)2(C^N)]+, and (D) 

[Ru(N^N)2(C^N)]+  in Ar-sparged CH3CN. 

Visible-light excitation of [Ru(N^N)2(C^N)]+ at room temperature resulted in weak, 

broad, and featureless PL, exhibiting a substantial Stokes-like shift, Figure 6.2. For 

comparison, the PL of four tris(homoleptic) Ru(II) compounds, [Ru(N^N)3]2+, were also 

acquired. For [Ru(N^N)3]2+ and [Ru(N^N)2(C^N)]+, the PL maxima ranged from 600 to 650 

nm and 760 to 880 nm, respectively, Table 6.2. Quantum yields for the PL, ΦPL, were 

determined by comparative actinometry as described by Demas and Crosby using either 

[Ru(bpy)3](PF6)2 or [Os(bpy)3](PF6)2 (ΦPL = 0.095 or ΦPL = 0.005) as the actinometer for 

[Ru(N^N)3]2+ or [Ru(N^N)2(C^N)]+,
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Table 6.2. Summary of the Spectroscopic and Photophysical Data 
 

Compound λmax
a,b,c 

(nm) 

Emax
d 

(nm) 

τobs
e 

(ns) 

ΦPL
e,f kr

g 

(104 s-1) 

knr
h 

(107 s-1) 

1c [Ru(bpz)2(ppyCF3)]+ 535 (11200) 814 27.6 ± 1.2 0.0006 2 3.6 

1d [Ru(bpz)3]2+ 440 (13000)i 606 600i 0.08 8 0.16 

2a [Ru(deeb)2(ppy)]+ 582 (15100) 855 11.9 ± 0.4 0.0003 3 8.4 

2b [Ru(deeb)2(ppyF2)]+ 563 (16300) 838 33.3 ± 0.8 0.0007 2 3.0 

2c [Ru(deeb)2(ppyCF3)]+ 557 (20700) 824 34.8 ± 0.1 0.001 3 2.9 

2d [Ru(deeb)3]2+ 466 (21700)j 650 2100j 0.20 6 0.041 

3a [Ru(bpy)2(ppy)]+ 549 (8900) 825 12.5 ± 0.1 0.0004 3 8.0 

3b [Ru(bpy)2(ppyF2)]+ 527 (9300) 775 32.3 ± 0.1 0.002 6 3.1 

3c [Ru(bpy)2(ppyCF3)]+ 509 (11100) 761 40.1 ± 1.8 0.001 3 2.5 

3d [Ru(bpy)3]2+ 451 (14000)i 623 855i 0.095k 7 0.11 

4a [Ru(dtb)2(ppy)]+ 546 (9500) 817 15.5 ± 0.1 0.0004 3 6.4 

4d [Ru(dtb)3]2+ 458 (13100)l 637 730l 0.06 6 0.13 

5a [Ru(MeObpy)2(ppy)]+ 554 (6400) 881 3.1 ± 0.1 0.0001 3 32 

5b [Ru(MeObpy)2(ppyF2)]+ 533 (8300) 812 7.5 ± 0.2 0.0002 3 13 

5c [Ru(MeObpy)2(ppyCF3)]+ 530 (11100) 800 9.6 ± 0.2 0.0004 4 10 
aValue reported for the lowest-energy, spin-allowed MLCT transition in CH3CN at room temperature. bError is ±2 nm. cValue in 

parenthesis is the molar absorption coefficient (M-1cm-1) for that peak in acetonitrile. dError is ±5 nm. eLifetimes and quantum yields 

measured at 293 ± 2 K in Ar sparged acetonitrile. fError is ±20%. gkr = ΦPL• τobs
-1. hknr ≈ τobs

-1. iRef. 29. jRef. 41. kRef. 57. lRef. 52. 
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Figure 6.3. The steady-state photoluminescence spectra (dotted) and the fits (solid) obtained 

from the single-mode, Franck-Condon lineshape analysis of (A) [Ru(deeb)2(C^N)]+, (B) 

[Ru(bpy)2(C^N)]+, (C) [Ru(MeObpy)2(C^N)]+, and (D) [Ru(N^N)2(C^N)]+  in 4:1 

EtOH:MeOH at 77 K
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Table 6.3. Fitting Parameters Obtained from the Franck-Condon Lineshape Analysisa 

   
77 K 293 Kb 

N^N 
 

Compound E0 (cm-1) ℏωm (cm-1) Sm Δv1/2 (cm-1) E0 (cm-1) Δv1/2 (cm-1) ln(F) 

bpz 
1c [Ru(bpz)2(ppyCF3)]+ 13610 1190 0.71 1110 12400 1900 -17.9 

1d [Ru(bpz)3]2+ 17400 1310 1.26 1090 17060 1440 -19.6 

deeb 

2a [Ru(deeb)2(ppy)]+ 12210 1240 0.49 1110 11550 2500 -16.7 

2b [Ru(deeb)2(ppyF2)]+ 13110 1230 0.52 1060 11920 1940 -18.5 

2c [Ru(deeb)2(ppyCF3)]+ 13390 1210 0.54 1070 12130 1920 -19.3 

2d [Ru(deeb)3]2+ 16420 1290 0.83 1010 15780 1580 -22.1 

bpy 

3a [Ru(bpy)2(ppy)]+ 13430 1240 0.66 1010 12140 2040 -16.9 

3b [Ru(bpy)2(ppyF2)]+ 14300 1240 0.71 1020 12980 1870 -18.2 

3c [Ru(bpy)2(ppyCF3)]+ 14570 1280 0.75 1040 13240 1780 -17.7 

3d [Ru(bpy)3]2+ 17170 1310 1.06 1010 16520 1520 -20.5 

dtb 
4a [Ru(dtb)2(ppy)]+ 13990 1230 0.75 1050 12270 2110 -16.2 

4d [Ru(dtb)3]2+ 16750 1300 1.08 1070 16220 1530 -19.9 

MeObpy 

5a [Ru(MeObpy)2(ppy)]+ 13180 1270 0.65 1140 11270 2490 -13.9 

5b [Ru(MeObpy)2(ppyF2)]+ 14060 1270 0.87 1120 12340 2050 -14.5 

5c [Ru(MeObpy)2(ppyCF3)]+ 14160 1260 0.63 940 12490 2430 -17.0 
aError in E0 ± 30 cm-1, ℏωM ± 10 cm-1, SM ± 0.01, Δν1/2 ± 20 cm-1. bFor these fits, ℏωM and SM were fixed to the 77 K values.
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respectively.55-57 The [Ru(N^N)3]2+ compounds displayed ΦPL between 0.04 and 0.13 which 

agrees with previously published results.29,41,66 In the case of the cyclometalated compounds, 

[Ru(bpy)2(ppyF2)]+
 was the brightest emitter with a ΦPL of 0.002. All other compounds 

exhibited small ΦPL between 0.001 and 0.0001. 

Cooling the compounds to 77 K in 4:1 EtOH:MeOH glasses resulted in a hypsochromic 

shift in the PL spectra as well as the appearance of vibronic structure for all compounds, Figure 

6.3. The PL maxima ranged from 575 to 610 nm for [Ru(N^N)3]2+ and between 680 to 810 

nm for [Ru(N^N)2(C^N)]+. A single-mode, Franck-Condon (FC) lineshape analysis for each 

of these PL spectra was performed, eq 6.1. In this analysis, four fitting parameters were used 

to describe the spectra: the energy of the transition between the lowest vibrational levels of the 

ground and excited states (E0), the energy of the weighted-average, ground-state, acceptor 

vibrational mode (ℏωM), the Huang Rhys factor (SM), and the spectral full-width at half-

maximum (Δν1/2). Table 6.3 displays the optimized parameters from the fits which are shown 

overlaid with the data in Figure 6.3. A unique fit was found in all cases through least-squares 

error minimization. With the constraint that the SM and ℏωM values acquired at 77 K were 

unchanged at 293 K, a unique solution to the FC lineshape analysis was found with the 

resulting E0 and Δν1/2 values tabulated in Table 6.3.  

Time-correlated single photon counting (TCSPC) was used to record the time-resolved 

emission from photoexcited [Ru(N^N)2(C^N)]+ in Ar-sparged CH3CN at room temperature. 

Figure 6.4A shows representative data obtained for [Ru(bpy)2(ppy)]+*. For each compound, 

excited-state relaxation followed first-order kinetics with the excited-state lifetime, τobs, 

obtained through the reconvolution of the instrument response function (IRF) and a simulated 

single exponential function to model the measured decay function, Figure 6.4A.59 
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[Ru(bpy)2(ppyCF3)]+* exhibited the longest lifetime of 40.1 ns with τobs for 

[Ru(bpz)(ppyCF3)]+*, [Ru(deeb)(ppyCF3)]+*, [Ru(deeb)(ppyF2)]+*, and 

[Ru(bpy)(ppyF2)]+* ranging between 27.6 and 34.8 ns. All other compounds used in this study 

exhibited τobs values between 3.1 and 15.5 ns as shown in Table 6.2.  

 

Figure 6.4. (A) Time-resolved PL data of [Ru(bpy)2(ppy)]+ following 444 nm pulsed diode 

laser excitation in neat CH3CN at different temperatures. (B) An example of the 

reconvolution fitting used to fit the time-resolved PL data where the black is the measured 

PL data, red is the measured instrument response function (IRF) and the yellow trace is the 

reconvoluted fit provided by the DecayFit software. The bottom plot shows the residual of 

this fit. 

Table 6.4. Parameters Obtained from the Arrhenius Analysis 

N^N  Compound k0 (s-1) A1 (s-1) A1/k0 Ea (cm-1) 

bpz 1c [Ru(bpz)2(ppyCF3)]+ 2.5x107 1.1x109 44 950 

deeb 

2a [Ru(deeb)2(ppy)]+ 1.7x107 8.5x108 50 520 

2b [Ru(deeb)2(ppyF2)]+ 2.2x107 1.1x109 50 990 

2c [Ru(deeb)2(ppyCF3)]+ 2.1x107 7.9x108 37 940 

bpy 

3a [Ru(bpy)2(ppy)]+ 3.8x107 6.4x108 30 560 

3b [Ru(bpy)2(ppyF2)]+ 2.3x107 8.8x108 38 970 

3c [Ru(bpy)2(ppyCF3)]+ 1.7x107 2.8x108 17 720 

dtb 4a [Ru(dtb)2(ppy)]+ 5.0x107 1.2x109 24 900 

MeObpy 

5a [Ru(MeObpy)2(ppy)]+ 8.2x107 a 1.3x109 16 340 

5b [Ru(MeObpy)2(ppyF2)]+ 1.0x108 1.6x109 15 800 

5c [Ru(MeObpy)2(ppyCF3)]+ 6.4x107 3.9x108 6 460 
aFixed during the fitting process. This value was determined by the average of k0 from 

[Ru(MeObpy)2(ppyF2)]+ and [Ru(MeObpy)2(ppyCF3)]+. 

 



 

193 

Time-resolved emission for the cyclometalated compounds in Ar-sparged CH3CN was 

obtained as a function of temperature between 273 and 343 K. A decrease in τobs was observed 

as the temperature increased, Figure 6.4B. The temperature-dependent, excited-state lifetime 

data were incorporated into an Arrhenius-style plot and were then modeled by the Arrhenius 

equation with an additional rate constant, k0, included for the temperature-independent 

component of excited-state decay, eq 6.2, where, A1 is the pre-exponential factor, Ea is the 

activation energy for crossing into another excited state, kB is the Boltzmann constant, and T 

is the temperature. Only one Arrhenius term was necessary to fit the data which was indicative 

of crossing into only one non-emissive excited-state. Parameters from the Arrhenius fit are 

tabulated in Table 6.4 and the fits are displayed in Figure 6.5.  In all cases, the Ea was below 

1000 cm-1. Additionally, k0 and A1 were found to be on the order of 107-108 s-1 and 108-109 s-1, 

respectively. 

𝜏𝑜𝑏𝑠
−1 = 𝑘0 + 𝐴1𝑒

(
−𝐸𝑎
𝑘𝐵𝑇

)
 (6.2) 
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Figure 6.5. Photoluminescence lifetimes measured in CH3CN plotted against the change in 

temperature in an Arrhenius plot for [Ru(deeb)2(C^N)]+ (A), [Ru(bpy)2(C^N)]+ (B), 

[Ru(MeObpy)2(C^N)]+ (C), and [Ru(N^N)2(C^N)]+ (D). Overlaid are the solid lines 

representing the best fits to the Arrhenius equation. 

6.4 Discussion 

With the emergence of tris(bidentate) cyclometalated Ru(II), [Ru(N^N)2(C^N)]+, as 

chromophores for solar energy applications, it is important to understand the photophysics and 

photochemistry of these compounds for future, tailored design. As highlighted in the 

introduction, two questions about these Ru(II) cyclometalated compounds were addressed 

through spectroscopic measurements. First, the applicability of the energy gap law to 

[Ru(N^N)2(C^N)]+* excited-state decay was demonstrated through the modulation of the 

photophysical properties by ligand substitution confirming that the electronic origin of the 

rapid excited-state decay to be from a large vibronic overlap between the ground- and excited-
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state wavefunctions. Second, the temperature-dependent emission lifetime data revealed that 

dissociative, ligand-field states for these cyclometalated compounds were not accessible at 

room temperature. Below, these conclusions are described first through the effects of ligand 

substitution on the electronic structure of these cyclometalated compounds followed by an 

examination of the excited-state properties in the context of the Franck-Condon parameters, 

the energy gap law, and the temperature-dependent excited-state lifetimes.  

6.4.1 Effects of Ligand Substitution 

One of the attractive features of Ru(II) polypyridyl compounds is the ability to tune 

their electrochemical and photophysical properties through the addition of substituents on the 

bpy backbone. This feature was exploited for the cyclometalated compounds used in this study. 

As the substituents in the 4 and 4′ positions of the bpy become more electron-withdrawing, 

both the highest-occupied molecular orbital (HOMO) and the lowest-unoccupied molecular 

orbital (LUMO) are stabilized, as reflected in the formal reduction potentials, Table 6.1. As 

the electron-withdrawing ability decreases from MeObpy → bpz, both the E°(Ru2+/+), HOMO, 

and the E°(Ru+/0), LUMO, shifted to more positive potentials by 0.7 and 0.75 V, respectively. 

These shifts arise from the increased stabilization of the π* orbitals of the N^N ligand and the 

decreased Lewis basicity of the lone pair of electrons on N as the electron-donating ability of 

the substituent decreases. This results in more positive E°(Ru+/0) and E°(Ru2+/+), respectively. 

For [Ru(N^N)2(C^N)]+, the tunability of the HOMO and LUMO is even more 

advantageous due to the ability to modulate the energy of the HOMO independently of the 

LUMO energy through substituents on C^N.18,21,38,39,42,49,50,67,68 Electron-withdrawing 

substituents on C^N increases the E°(Ru2+/+) by ~0.2 V moving from ppy → ppyCF3, and 

displays virtually no effect on the E°(Ru+/0) and E°(Ru0/-), as shown in Table 6.1. Strong 
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electron-withdrawing substituents reduces the Lewis basicity of the carbanion which moves 

the E°(Ru2+/+) to more positive potentials. This stabilization of the HOMO energy results in a 

hypsochromic shift of the MLCT transitions within each N^N series with ppyCF3 possessing 

the highest-energy MLCT transitions, Figure 6.2. 

6.4.2 Excited-State Characterization and the Energy Gap Law 

All the cyclometalated compounds studied displayed weak photoluminescence (PL) at 

room temperature. The steady-state PL spectra displayed broad, featureless peaks that are 

typical of Ru(II) polypyridyl compounds.10 The quantum yields, ΦPL, for [Ru(N^N)2(C^N)]+ 

were extremely small (≤0.002). 

The excited-state relaxation of the Ru(II) cyclometalated compounds was well 

described by first-order decay kinetics. The excited-state lifetimes, τobs, for the compounds at 

273 K are reported in Table 6.2. In all cases, τobs was between 3 and 40 ns, shorter than typically 

reported for many Ru(II) and Os(II) polypyridyl compounds (~100 ns to μs).10,29,36,41,55,69 From 

ΦPL and τobs
-1, both the radiative, kr, and non-radiative, knr, rate constants of excited-state decay 

were determined. In all cases, kr was on the order of 104 s-1 which is comparable to the kr 

determined for the [Ru(N^N)3]2+* analogues reported here and for previously reported Ru(II) 

and Os(II) compounds.55,69,70 The knr for all compounds was found to be on the order of 108 s-1 

for [Ru(MeObpy)2(C^N)]+*, 107 s-1 for the remaining [Ru(N^N)2(C^N)]+*, and 105 to 106 s-1 

for [Ru(N^N)3]2+*. For these Ru(II) cyclometalated compounds, knr dominates the excited-

state decay as evidenced by the small ΦPL values. 

Qualitatively, the 77 K PL spectra displayed vibronic structure that was modeled with 

single-mode, Franck-Condon (FC) lineshape analyses yielding the following parameters, 

tabulated in Table 6.3: the energy of the transition between the lowest vibrational levels of the 
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ground and excited states in cm-1 (E0), the energy of the average acceptor vibrational mode in 

the ground state in cm-1 (ℏωM), the Huang-Rhys factor which is a measure of the geometric 

distortion between the ground and excited states (SM), and the full-width at half-maximum of 

the Gaussian peaks in cm-1 (Δν1/2).  

 

Figure 6.6. A comparison of the SM vs E0 for the indicated compounds, Table 6.3. The error 

in E0 and SM is ±30 and ±0.01, respectively. Overlaid is the line of best fit with a slope of 1.23 

± 0.15 ×10-4 cm. 

For the four [Ru(N^N)3]2+ compounds analyzed here, the ℏωM was found to be 

1300±10 cm-1, and these values were consistent with an average acceptor vibrational mode 

related to several C-C and C-N stretching modes in the bipyridine ligand as has been previously 

reported.71,72 Interestingly, the ℏωM values for all Ru(II) cyclometalated compounds were 

smaller, between 1190 and 1280 cm-1. This decrease was attributed to the enhanced π-

backbonding from the electron-rich metal center to the π* orbitals of the N^N ligands. 

Furthermore, the SM values for the cyclometalated compounds were smaller than for the 

polypyridyl compounds. The values reported for the cyclometalated compounds is consistent 

with previously reported FC fitting values reported for several [Ru(N^N)2(C^N)]+ 

compounds.21 The result indicates that cyclometalated compounds in the excited state are less 
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distorted from their ground state compared to the homoleptic polypyridyl compounds. This 

observation was not unexpected as it has been shown that SM varies linearly with E0 for similar 

compounds with excited states of the same electronic origin.73 The rationale for this was as 

follows; as E0 decreases, the extent to which the ground state and excited state mix should 

increase. With more mixing, the amount of charge transferred to the π* orbitals of the N^N 

system in the excited state should decrease. Thus, the amount of distortion of the N^N ligand 

should decrease leading to smaller values of SM. Figure 6.6 shows a plot of SM as a function of 

E0, and a linear trend is observed. 

Since non-radiative decay dominates the excited-state decay kinetics for all 

cyclometalated compounds studied, the energy gap law provides an excellent way to probe the 

factors governing non-radiative excited-state decay. This law proposed by Jortner et al. allows 

for the investigation of the dependence knr with E0.
74,75 More specifically, it describes how the 

molecular vibrations within the compound influence knr. The energy gap law takes the form of 

eqs 6.3-6.5 as derived by Kober et al. and uses experimentally measurable parameters to relate 

E0 and knr.
55 In these equations, β describes the vibronically induced electronic coupling 

between the ground and excited states, and F describes the vibronic wavefunction overlap 

between these states.  

ln(𝑘𝑛𝑟) = ln(𝛽) + ln (𝐹) (6.3) 

ln(𝐹) =  (
−1

2
) ln (

ℏ𝜔𝑀𝐸0

(1000 𝑐𝑚−1)2
) − 𝑆𝑀 −

𝛾𝐸0

ℏ𝜔𝑀
+
(𝛾+1)2(

𝛥𝜈1/2

ℏ𝜔𝑀
)
2

16ln (2)
 (6.4) 

𝛾 = ln (
𝐸0

𝑆𝑀ℏ𝜔𝑀
) − 1 (6.5) 
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Figure 6.7. An energy gap law plot of ln(knr) vs E0 measured at 293 K in CH3CN. The overlaid 

fits to eq 6.6 represent the line of best fit for the [Ru(deeb)2(C^N)]+, [Ru(bpy)2(C^N)]+, and 

[Ru(MeObpy)2(C^N)]+ with slopes of (500 cm-1)-1, (900 cm-1)-1, and (1100 cm-1)-1, 

respectively. Labels are given in Table 6.3. 

Since the third term on the right-hand side of eq 6.4 is the dominant contributor to ln(F), eq 

6.4 can be substituted into eq 6.3 and rewritten in the more commonly used form given by eq 

6.6, where C is a constant which includes ln(β) and the minor contributors to ln(F).  

ln(𝑘𝑛𝑟) = C + (
−𝛾

ℏ𝜔𝑀
)𝐸0 (6.6) 

Figure 6.7 shows the variation of the ln(knr) with E0 and the fits to eq 6.6. Since excited-

state properties are largely influenced by the ligand where the excited state localizes, care must 

be taken when analyzing these data.55,65 For this reason, three series of compounds where the 

N^N ligand remains the same were analyzed. Fits within the [Ru(deeb)2(C^N)]+, 

[Ru(bpy)2(C^N)]+, and [Ru(MeObpy)2(C^N)]+ series revealed that each N^N series was 

described by a single line. Differences in the slopes of these fits may arise from variations in 

the vibrational wavefunction overlap, ln(F), the vibronically induced electronic coupling, 

ln(β), or both. 

To investigate the origin of the rapid excited-state decay, ln(F) was computed from the 

FC parameters and plotted against ln(knr) with fits overlaid to eq 6.3 and slopes fixed to unity, 
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Figure 6.8. Included in Figure 6.8 are data previously reported by others for [Ru(bpy)2(LL)]2+, 

[Os(bpy)2(LL)]2+, [Os(phen)2(LL)]2+, where LL is either one bidentate or two monodentate 

ancillary ligands.55,73 All of the Ru(II) cyclometalated compounds were reasonably well-

described by a single line which indicated that ln(β) was essentially constant within the series 

of compounds. This demonstrates that the differences in the slopes for the [Ru(deeb)2(C^N)]+, 

[Ru(bpy)2(C^N)]+, and [Ru(MeObpy)2(C^N)]+ series observed in Figure 6.7 arise 

exclusively from the vibronic wavefunction overlap, ln(F). 

 

Figure 6.8. An energy gap law plot with the vibronic wavefunction overlap, ln(F), computed 

from the FC fitting parameters obtained at 293 K in CH3CN for [Ru(N^N)2(C^N)]+ (black ■) 

with a fit (black line) to eq 6.3 with a fixed slope of unity which yielded an intercept of -34.9. 

Previously reported data for for [Os(bpy)2(LL)]2+ (open red ●), [Os(phen)2(LL)]2+ (open blue 

▲), and [Ru(bpy)2(LL)]2+ (open green ▼) are also shown. The red line is a fit of eq 6.3 to all 

the data with the slope fixed to unity. 

From Figure 6.8, it is also striking to note that the same fit reasonably described the 

Ru(II) cyclometalated compounds and the previously reported data for [Ru(bpy)2(LL)]2+, 

[Os(bpy)2(LL)]2+, and [Os(phen)2(LL)]2+.55,73 This indicates further that these transitions have 

similar electronic origin, i.e. same ln(β). The vibronically induced electronic coupling constant 

matrix element, VK, was determined from the intercept of the fit in Figure 6.8 with eq 6.7. The 

magnitude of the intercept of the line that fits the Ru(II) cyclometalated compounds was 34.9 
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which corresponds to a VK value of 1740 cm-1. This value is slightly larger than those 

determined for the [Os(bpy)2(LL)]2+ and [Os(phen)2(LL)]2+ series (1300 cm-1) and for the 

[Ru(bpy)2(LL)]2+ series (1120 cm-1).55,73 

𝛽 = (
√2𝜋∗(1 𝑠)

ℏ∗(1000 𝑐𝑚−1)
)𝑉𝐾

2 (6.7) 

The FC fitting parameters and the subsequent analysis using the energy gap law 

coupled with comparisons to previously reported Ru(II)73 and Os(II)55 polypyridyl compounds 

demonstrate that these compounds follow the energy gap law and that the origin of the short 

excited-state lifetimes for the Ru(II) cyclometalated compounds is the increased vibronic 

overlap between the excited- and ground-state wavefunctions. 

6.4.3 Arrhenius Analysis 

To investigate the accessibility of other excited-state decay pathways available to 

Ru(II) cyclometalated compounds, the temperature dependence of τobs
-1 was investigated, and 

the data fit to a modified Arrhenius equation. Of particular interest is the accessibility of the 

ligand-field (LF) states, which are dissociative in nature and lead to photochemical ligand-loss 

under prolonged illumination. It has previously been postulated that LF states are significantly 

destabilized due to the strong-field, C^N ligand and are inaccessible near room 

temperature.17,18,20,38,40,42,67 This postulate has made them an attractive molecule for solar 

energy harvesting in the past decade despite their short excited-state lifetimes. 

The temperature dependence of the τobs
-1 was measured between 273 and 343 K in fluid 

CH3CN solutions, and these data were fit to a modified Arrhenius equation, Figure 6.5. The k0 

was allowed to float in all cases with the exception of [Ru(MeObpy)2(ppy)]+ where the fit 

would not converge when k0 was allowed to float. Thus, only in this case was the k0 value fixed 

to be the average of the k0 found from the fits of [Ru(MeObpy)2(ppyF2)]+ and 
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[Ru(MeObpy)2(ppyCF3)]+. Results from the fitting process are listed in Table 6.4. Over the 

range of temperatures studied, a variation of 20-30% in τobs was observed. The A1 and Ea values 

for the cyclometalated compounds were between 108-109 s-1 and 300-1000 cm-1, respectively. 

For Ru(II) polypyridyl compounds, Ea values below 1000 cm-1 and A1/k0 below 100 are 

associated with activated crossing to a fourth 3MLCT state, while population of the LF states 

occurs with Ea values greater than 2000 cm-1 and A1/k0 on the order of 107 to 109.9,29,34-37 Thus, 

for these observations coupled with the small (<100) A1/k0 ratio is consistent with activated 

crossing to a fourth 3MLCT state,29 and the dissociative LF states were not observed.  

These results are consistent with previously published experimental and theoretical 

results. Rapid excited-state decay has been reported for [Ru(bpy)2(NPP)]+, where NPP is 2-(3-

nitrophenyl)pyridine, the only other reported [Ru(N^N)2(C^N)]+ with temperature-

dependent, excited-state studies.20 Within the temperature range from 120 to140 K in 4:1 

EtOH:MeOH, the authors measure Ea (960 cm-1) which is consistent with the values reported 

here. DFT studies by Heinze and Kreitner for [Ru(bpy)2(ppy)]+ have predicted that the ligand-

field state lies ~5500 cm-1 above the 3MLCT and the barrier to populate this state is ~5800 cm-1, 

which would require higher temperatures to access.40  

Figure 6.9 shows a Jablonski-type diagram for Ru(II) cyclometalated compounds. 

These energy levels indicate that only one excited state is accessible within the temperature 

range studied, and the thermodynamic parameters indicate that this state is consistent with the 

population of a fourth 3MLCT. The strong-field nature of the C^N ligand destabilizes the LF 

states to a large extent such that these states are not significantly populated at temperatures 

below 343 K. These results predict an exceptional photostability of the cyclometalated 

compounds to prolonged illumination in solution. 
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Figure 6.9. A Jablonski-type Diagram for [Ru(N^N)3]2+ and [Ru(N^N)2(C^N)]+. The 1GS is 

referenced to the E°(Ru2+/+). The dashed lines represent Ea from the 3MLCT state. Note that 

ISC is short for intersystem crossing. 

6.5 Conclusions 

The photophysics and photochemistry of eleven tris(bidentate) cyclometalated Ru(II) 

compounds adhered to the energy gap law with rapid excited-state decay attributed to a large 

vibronic overlap between ground- and excited-state wavefunctions. Strikingly, the vibronically 

induced electronic coupling between the ground and excited states was found to be almost 

identical to that of Ru(II) and Os(II) polypyridyl compounds despite the profound differences 

in the HOMO between these two classes of compounds. Furthermore, there was no evidence 

for the population of dissociative ligand field states near room temperature. The temperature 

dependence of the excited states was consistent with the population of a non-emissive, fourth 

3MLCT state. This provides a basis for significantly enhanced photostability of this class of 

compounds and suggests that [Ru(N^N)2(C^N)]+ represents a more robust class of compounds 

for photochemical and photoelectrochemical applications.  
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6.7 Additional Content 

 
Figure 6.10. 1H NMR spectrum of [Ru(MeObpy)2(ppy)]+ in d6-DMSO at 400 MHz and 298 

K. 
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Figure 6.11. 1H NMR spectrum of the aromatic region for [Ru(MeObpy)2(ppy)]+ in d6-

DMSO at 400 MHz and 298 K. 

 

 
Figure 6.12. 1H NMR spectrum of [Ru(MeObpy)2(ppyF2)]+ in d6-DMSO at 400 MHz and 

298 K. 
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Figure 6.13. 1H NMR spectrum of the aromatic region for [Ru(MeObpy)2(ppyF2)]+ in 

d6-DMSO at 400 MHz and 298 K. 

 
Figure 6.14. 1H NMR spectrum of [Ru(bpz)2(ppyCF3)]+ in CD3CN at 400 MHz and 298 K. 
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Figure 6.15. 1H NMR spectrum of the aromatic region for [Ru(bpz)2(ppyCF3)]+ in CD3CN 

at 400 MHz and 298 K. 

 
Figure 6.16. 1H NMR spectrum of [Ru(deeb)2(ppyCF3)]+ in CD3CN at 400 MHz and 298 

K. 
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Figure 6.17. 1H NMR spectrum of the aromatic region for [Ru(deeb)2(ppyCF3)]+ in CD3CN 

at 400 MHz and 298 K. 

 
Figure 6.18. 1H NMR spectrum of [Ru(bpy)2(ppyCF3)]+ in CD3CN at 400 MHz and 298 K. 
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Figure 6.19. 1H NMR spectrum of the aromatic region for [Ru(bpy)2(ppyCF3)]+ in CD3CN 

at 400 MHz and 298 K. 

 

 
Figure 6.20. 1H NMR spectrum of [Ru(MeObpy)2(ppyCF3)]+ in CD3CN at 400 MHz and 

298 K. 
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Figure 6.21. 1H NMR spectrum of the aromatic region for [Ru(MeObpy)2(ppyCF3)]+ in 

CD3CN at 400 MHz and 298 K. 
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