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The studyofmortality is fundamental

in public health research, but our

ability to derive detailed insights is often

limitedby thepractical constraints of the

available data. Although the National

Vital Statistics System maintains a

national record of death certificate data

enabling basic research on mortality

trends and life expectancy, clinical

information on the context of a given

death in national death records is lim-

ited. When the necessary information is

available, the ability to examine clinical

details surrounding death and health

indicators in the period before death

enables research that can meaningfully

inform public health strategies and

interventions.

Insurance claims data can fill gaps in

mortality research by providing details

about diagnosed health conditions and

key health care services a person

receives before death, such as surgical

procedures, laboratory tests, and drug

prescriptions. This level of granularity

composed of data that are continuously

and prospectively collected for each

patient offers insights that are not avail-

able with vital statistics alone and opens

the door to uncovering how

medications, health conditions, and

health encounters may be associated

with mortality.

A major limitation in mortality

research is that data sets that have rich

longitudinal health information (claims)

and those that have recorded death

dates (vital statistics) are often separate,

and linkage may be prohibitively expen-

sive or prohibited because of data pri-

vacy restrictions. We discuss the

research implications of having dispa-

rate streams of health and mortality

data; introduce how machine learning

can help overcome these limitations;

highlight important considerations for

machine learning, including the risk of

algorithmic bias; and briefly discuss best

practices for applying machine learning

to enhance public health research.

RESEARCH IMPLICATIONS

Studies using detailed longitudinal

health data to better understand risks of

mortality are limited to subpopulations

whoseclaimsdata canbe linked todeath

records (e.g., from Medicare claims);

consequently, these studies present

limited generalizability (e.g., to

commercially insured populations). In

some instances, inpatient claims data

might containdischargestatus reflecting

death in the hospital. However, the

Centers for Disease Control and Pre-

vention estimates that themajority of all

deaths occur outside the hospital (72%

in 2019), and therefore deaths that

occur in a hospital are just a small part of

total mortality.1 Other than data on

cases for which hospital discharge sta-

tus may indicate deaths that occur in a

hospital, claims data do not regularly

include death events. Individuals who

die show a “disenrolled” status in their

enrollment record, and researchers are

largely unable to separate those who

died from those who ended coverage

with the insurance plan or employer.

Incomplete death data and the

inability to differentiate between disen-

rollment because of death and disen-

rollment because of changes in insur-

ance coverage present a significant

missing data problem in health out-

comes research. In epidemiologic terms,

death is a competing risk. Incorrectly

assuming that disenrollment is uninfor-

mative (i.e., independent of clinical dis-

position) and failing to account for death

as a competing risk (when risk of death is

nonnegligible) will induce bias in risk

estimates for primary outcomes. Berry

et al. demonstrate this bias empirically in

a study of second hip fracture among

elderly patients, showing that incidence

of second hip fracture was 21% when

not accounting for death as a competing

risk and 12% when properly incorporat-

ing death information.2 More recently, a

study examining patients hospitalized

for severe COVID-19 estimated the per-

centage of patients with clinical

improvement after treatment with

remdesivir.3 By failing to account for the

13% of patients who died after receiving

remdesivir, the authors overestimated
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the percentage of patients with clinical

improvement by 10 percentage points.

MACHINE LEARNING AS
A SOLUTION

Although custom linkage between

claims and death data is challenging

because of privacy concerns, innova-

tions in privacy-preserving methods

such as differential privacy may improve

data availability and usability. When dif-

ferential privacy allows claims-based

linkage between clinical data elements

and death status, machine learning can

be trained in these linked data. For

instance, vendors of administrative

claims databases often have internal

access to death data that can be ana-

lyzed to create algorithmsdifferentiating

disenrollment because of death and

disenrollment because of changes in

insurance coverage in claims-based

studies. Effectively, this translates to

distinguishing death from what may be

considered uninformative administra-

tive censoring.

In contrast to traditional statistical

methods, which are better suited to

testing prespecified hypotheses,

machine learning focuses on empirical

predictionof anoutcome, irrespective of

the model’s parametric form (i.e.,

explanatory power).4,5Machine-learning

methods can efficiently analyze thou-

sands of potential predictors using

data-adaptive identification of complex

patterns, including nonlinear relation-

ships and high-order interactions, opti-

mizing predictor selection for a final

algorithm.6 By optimizing predictive

performance, a machine-learning algo-

rithm of mortality in claims data can be

used to effectively impute missing or

incomplete death status.

Reps et al. illustrated the potential for

this type of work using an administrative

claims database that had death records

up to 2013 (sourced from the Death

Master File) to develop and test a

machine-learning algorithm for death

status at the end of observation.7 In the

spirit of this work, new predictive algo-

rithms based on machine learning can

be developed in different data sources

or those with more recent death data.

Such algorithms can be disseminated

for use in claims-based studies to

address mortality as a primary outcome

or competing risk, dramatically mitigat-

ing potential bias and broadening the

scope and utility of health outcomes

research.

POTENTIAL PITFALLS OF
MACHINE LEARNING

Although machine-learning methods

have the potential to enable research

dealing with mortality, these methods

have limitations to be considered. Pre-

dictive algorithms developed through

machine learning may be subject to less

human bias (e.g., model misspecifica-

tion) given the data-driven nature of

these methods; however, the data

themselves can be inherently biased. If

the input data used to train algorithms

lack diversity or reflect structural biases,

outputmodels will not generalize across

populations. Use of these algorithms

can result in algorithmic bias, perpetu-

ating existing inequities.8 Obermeyer

et al. show that for a given level of health,

structural inequalities in access to care

in the United States result in lower

health care costs generated by Black

patients than by White patients.9 Sub-

sequently, the use of an algorithm to

identify patients who are most likely to

benefit from additional resources based

on predicted health care costs exacer-

bates systemic racial biases by prefer-

entially identifying White patients to be

more likely to benefit from additional

resources.

For death specifically, racial disparities

in the accuracy of death records (race

and cause of death) can cause dispar-

ities in algorithm performance in certain

subgroups. Previous work has found

that race was more often misclassified

on National Death Index records for

American Indians and Alaska Natives,10

and research conducted by the National

Center for Health Statistics found that

linkage rates of participants of Hispanic

or Asian/Pacific Islander descent with

National Death Index records were

considerably lower than were those of

non-Hispanic White patients.11 These

findings imply that what is often consid-

ered the “gold standard” for death

recording has differential accuracy

across race. Another study comparing

race as recordedon death certificates to

race reported by next of kin found that

cause of death affected race reporting

on death records, suggesting that racial

information in vital statistics may be

influenced by racial stereotypes.12 This

is particularly problematic for algorithms

aiming to predict cause of death.

CONCLUSIONS

Death is a critical outcome for many

research questions and a significant

competing risk for many others.

Machine learning can be used in large

claims data to unlock insights into mor-

tality, facilitating new public health

research. With the growing availability of

electronic health data, along with the

gainingmomentumofmachine learning,

large claims data are a frontier for

mainstream public health research.

These data-driven methods are flexible

and, in the case of defining death in

insurance claims data, can help examine

data points from millions of patients,
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evaluate many predictors, identify the

most important factors associated with

death, while evaluating complex inter-

actions at a scale not previously possi-

ble. In addition to predicting death in

claims data, machine-learning methods

have been applied to vital statistics data

sets themselves, making mortality data

more representative of minority popu-

lations13 and providing more granular

time estimates of often misclassified

deaths such as suicide.14

Researchers must be aware that

machine-learning tools are not impervi-

ous to human bias. If there are biases in

whoseexperience is recorded,machine-

learning tools can entrench existing

race-based health disparities.8,9 In an

evaluation of approaches to reduce bias

in machine-learning models, Park et al.

illustrated several methods for evaluat-

ing algorithmic bias and found that a

reweighting method was most success-

ful in reducing bias.15 When using

machine learning, the population rep-

resented by the input data for algorithm

creation must be considered, with an

understanding that algorithms may not

generalize to other populations. An

algorithm developed in one population

cannot necessarily be applied to a dif-

ferent population. External validation in

appropriate populations is an important

component of any machine-learning

algorithm. Additional important aspects

include a deep understanding of the

data and potential biases in the under-

lying mechanisms of data generation,

evaluation of algorithm performance

across diverse subgroups, and trans-

parency in the dissemination of algo-

rithmic inputs, parameters, and

outputs.8

When implemented rigorously using

these best analytic practices, machine-

learning algorithms can also address

existing biases in health care. In a recent

study examining racial disparities in

pain, Pierson et al. found that compared

with standard radiologic measures of

pain severity that were developed in

White patients, a newer machine-

learning algorithm trained on racially

and socioeconomically diverse data

better captured pain in underserved

populations.16 Machine learning is a

powerful tool for analyzing large

amounts of data for clinical prediction.

When applied to claims data linked to

vital statistics, machine learning

presents an opportunity to create algo-

rithms to predict death, thus unlocking

new possibilities into mortality research

and reducing bias in estimates of other

health outcomes of interest.
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