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Abstract. Recently, a model Hamiltonian dynamical system has been derived to study frequency cascades in the cubic defocusing nonlinear Schrödinger equation on the torus. Here, we explore certain rarefaction wave-like solutions to this toy model which transfer mass from low to high modes.

1. Introduction

In [8] the authors Colliander-Keel-Staffilani-Takaoka-Tao studied the 2d defocusing cubic toroidal nonlinear Schrödinger equation,

\( iu_t + \Delta u - |u|^2 u = 0, \quad u(0, x) = u_0(x) \) for \( x \in \mathbb{T}^2 \),

by developing their “Toy Model System” given by the equation

\( -i\partial_t b_j(t) = -|b_j(t)|^2 b_j(t) + 2b_{j-1}^2 b_j(t) + 2b_{j+1}^2 b_j(t), \quad \text{for } j = 1 \ldots N \)

with “boundary conditions”

\( b_0(t) = b_{N+1}(t) = 0. \)

The \( b_j \) approximate the mass associated with families of resonantly interacting frequencies. In [9, Section 5], the authors derive a discrete Burgers type equation with a phase drag term (see (9), (10) below) and study its numerical stability within [2].

The goal of this paper is to show that a discrete rarefaction wave associated to the Burgers equation can be used to initiate interesting dynamics in [2]. In particular, the aim is to prove that this mechanism transfers mass from low to high frequency nodes on a short time scale. In addition, while much of the global structure of the rarefaction wave-like solutions in [2] remains challenging to describe fully, we present several computations that give insight into the longer time behavior of discrete rarefaction wave solutions as observed in [9] and are consistent with further mass transfer.

The main goal of developing [2] in [8] is the construction of a solution to (2) which transfers mass from low index \( j \) to high \( j \). In other words, the goal is to robustly construct frequency cascades to show that, as
stated in [9], “dispersive equations posed on tori have weakly turbulent dynamics; while there may be no finite time singularity, arbitrarily high index Sobolev norms can grow to be arbitrarily large, but finite, in finite time.” We note that here we are focusing on the dynamical system in [2] and attempting to ascertain how robust the rarefaction wave structure is under the “phase drag” inherent to dispersive Schrödinger models and the Toy Model in particular. For other works related to frequency cascades and the study of weak turbulence for NLS, we refer the reader to [4, 3, 5, 6] as well as the interesting and recent works [7, 17, 16, 22, 25, 14, 13, 19, 10, 18].

The paper will proceed as follows. In Section 2 we recall some conserved quantities related to the Toy Model to be applied later. Then, in Section 3 we recall the modified discrete Burgers equation and corresponding rarefaction wave approximation using the Madelung transformation from [9]. We proceed in Section 4 to discuss properties of rarefaction wave solutions to a discrete Burgers equation, drawing largely from an explicit solution in [11, 2], and study boundary effects in symmetric discrete Burgers equation. In Section 5 we prove an error bound for the discrete Burgers rarefaction wave in (2) rigorously (and arguably sharply) using a Gronwall type argument. Finally, in Section 6 we present flux computations related to truncated conservation laws, discuss future work, open problems and an illustrative computation about the rarefaction wave linearization in discrete $L^2$ spaces, which we hope will provide for more robust control of mass transfer through rarefaction waves in the Toy Model.

2. CONSERVED QUANTITIES

As they will be quite useful in our studies below, we recall here the results from [8, Section 3], where the Toy Model is studied as a Hamiltonian dynamical system. The Hamiltonian is given by

$$H[b] = \sum_{j=1}^{\infty} \left( \frac{1}{2} |b_j|^4 - 2 \Re(b_j^2 b_{j-1}^2) \right)$$

and symplectic structure,

$$i \frac{db_j}{dt} = \frac{\partial H[b]}{\partial b_j}, \quad j \in \mathbb{N}.$$ 

The model (2) admits many of the symmetries of (1), including phase invariance, scaling, time translation and time reversal. However, many of these symmetries are redundant, and the known only invariant, other
than \((4)\), is the mass quantity
\[ M[\mathbf{b}] = \sum_{j=1}^{\infty} |b_j|^2. \]

Using the structure of the equations, it can be seen that given \(b(0)\) initially compactly supported (on a finite number of nodes), the solution \(b(t)\) remains compactly supported for all time. While we are summing over all nodes above to observe conservation of \(H\) and \(M\), as the equation with boundary conditions \((3)\) remains compactly supported on the same region, both \(H\) and \(M\) are still conserved when one sums only from \(j = 1\) to \(N\).

Defining circles \(T_j\) for \(j = 1, \ldots, N\) as
\[ T_j = \{ \mathbf{b} = (b_1, \ldots, b_N) \mid |\mathbf{b}|^2 = 1, |b_j| = 1, b_k = 0 \text{ for all } k \neq j \}, \]
the authors in \([8]\) point out that the flow of \((2)\), which is referred to as \(S(t)b_0\), leaves each \(T_j\) invariant. In \([9]\), it was observed that \((2)\) also has a natural probabilistic formulation and can be seen to have some basic recurrence properties.

3. Discrete Rarefaction Waves and the Discrete Burgers Equation

In this section, we recall the main aspects of \([9,\text{Section 5}]\). First, we make the Madelung transformation given by
\[ b_j(t) = \sqrt{\rho_j} e^{i\phi_j(t)}. \]
with \textit{out of phase} initial interactions set by \(\phi_j(0) = \phi_{j-1}(0) + \frac{\pi}{4}\). Initially, the hydrodynamic equations have a Burgers type structure
\[ \begin{align*}
\dot{\phi}_j &= 0 \\
\dot{\rho}_j &= -4\rho_j\rho_{j-1} - 4\rho_j\rho_{j+1} = -8\rho_j \left( \frac{\rho_{j+1} - \rho_{j-1}}{2} \right).
\end{align*} \]
This system has beautiful discrete rarefaction waves propagating towards infinity and a backwards dispersive shock. We also refer the reader to \([20]\) for another example of a discrete conservation law with a dispersive shock, cf. Subsection 6.3. We call this the discrete Burgers equation since in the continuum limit we would have
\[ \rho_t = -8\rho \nabla \rho, \]
which, with initial data
\[ \rho(0, x) = \begin{cases} 
0 & x \leq 0, \\
1 & 0 < x < \infty,
\end{cases} \]
has the known rarefaction wave solution
\[ \rho(t, x) = \begin{cases} 
0 & x < 0, \\
\frac{x}{8t} & 0 < x < 8t, \\
1 & 8t < x. 
\end{cases} \]

However, in our discrete system, there is drag in the phase coefficients that does not allow us to permanently assume an out of phase framework:
\begin{align*}
\dot{\phi}_j &= -\rho_j + 2\rho_{j-1} \cos(2(\phi_{j-1} - \phi_j)) + 2\rho_{j+1} \cos(2(\phi_{j+1} - \phi_j)), \\
\dot{\rho}_j &= -4\rho_j \rho_{j-1} \sin(2(\phi_{j-1} - \phi_j)) - 4\rho_j \rho_{j+1} \sin(2(\phi_{j+1} - \phi_j)).
\end{align*}
Let us recall some numerical simulations from [9] to motivate our analysis below. There, it is numerically studied how solutions evolve, with the initial condition
\[ b_j = \exp i \{(j - 1)\pi/4\}. \]
In Figure 1 we show the numerically computed time evolution of the Toy Model compared to that of a backward discrete Burgers equation.

4. Analysis of the Rarefaction Wave

In this section, we present some analytic results on the rarefaction wave. In particular, we compare solutions to the discrete Toy Model
in the hydrodynamic formulation to computations from an explicit solution to a discrete Burgers Equation, which behaves comparably to a continuous Burgers equation.

4.1. Alternative Coordinates. Since the drag term in the phase (the term $-\rho_j$ in (9) and $-i|b_j|^2b_j$ in (2)) introduces errors in the Burgers evolution, we introduce the coordinate $\theta_j = \phi_j - \phi_{j-1}$. In the new coordinates, we have

\begin{align}
\dot{\theta}_j &= -(\rho_j - \rho_{j-1}) - 2(\rho_j - \rho_{j-1}) \cos(2\theta_j) \\
&\quad + 2\rho_{j+1} \cos(2\theta_{j+1}) - 2\rho_{j-2} \cos(2\theta_{j-1}),
\end{align}

(12)

\begin{align}
\dot{\rho}_j &= 4\rho_j \rho_j - 1 \sin(2\theta_j) - 4\rho_j \rho_{j-1} \sin(2\theta_{j+1}).
\end{align}

(13)

4.2. Scaling Discrete Burgers. We wish to use an exact solution to a discrete Burgers equation in order to establish an envelope solution to the Toy Model. The envelope solution we wish to follow is for the symmetric Burgers equation

\begin{align}
\dot{\rho}_j &= -(\rho_j - \rho_{j-1} - \rho_{j+1} + \rho_{j-1}).
\end{align}

(14)

It is possible to solve such an equation using inverse scattering (see [12,11,21] as we will discuss later in Section 7), but a priori bounds on the amplitude then become less clear than is desirable for comparison with the Toy Model. The best treatment of which we have found in the works [1,2], where for the backward discrete Burgers

\begin{align}
\dot{p}_j &= -p_j (p_j - p_{j-1}),
\end{align}

(15)

an explicit solution is derived. To do so, they introduce the transformation $p_j = \frac{a_j}{a_{j+1}}$, and the problem is converted to the recursively solved linear system of ODEs

\begin{align}
\dot{a}_j &= a_{j-1}.
\end{align}

With initial data configured only for a rarefaction wave solution

\begin{align}
p_j(0) = \begin{cases} 0 & j \leq 0, \\
1 & 1 \leq j < \infty,
\end{cases}
\end{align}

(16)

this has a solution of the form

\begin{align}
a_j(t) = (1 + t + \cdots + \frac{1}{(j-1)!}t^{j-1}).
\end{align}

Note, this solution does not have finite speed of propagation, in that every non-zero $q_j$ will change for all $t > 0$, not just those to the left
of a front as in the continuous shock solution. However, the resulting solution in (15) is
\[ p_j(t) = \frac{1 + t + \cdots + \frac{1}{(j-1)!} t^{j-1}}{1 + t + \cdots + \frac{1}{j!}} - \frac{1}{(j)!} \frac{t^j}{1 + t + \cdots + \frac{1}{j!} t^j} = 1 - \frac{1}{(j)!} t^j + h.o.t. \]
for short times \( t \). Then, to solve the rescaled Burgers equation
\[ \dot{p}_j(\alpha, \beta, t) = -\alpha p_j (p_j - p_{j-1}), \quad p_j(\alpha, \beta, 0) = \begin{cases} 0 & \text{if } j \leq 0, \\ \beta & \text{if } 0 < j < \infty, \end{cases} \]
we have
\[ p_j(t) = \beta \frac{1 + \alpha \beta t + \cdots + \frac{1}{(j-1)!} (\alpha \beta t)^{j-1}}{1 + \alpha \beta t + \cdots + \frac{1}{j!} (\alpha \beta t)^j}. \]
Generally, in order to control both the dispersive shock created by a large jump near \( j = N \) and the phase splitting mechanism at large amplitude for lattice sites near \( j = 1 \), the parameter \( \beta \) will be set by us to simply be \( \epsilon/8 \) to study rarefaction waves in the Toy Model, where the 8 is a scaling parameter chosen for convenience. Indeed, due to the scalings above and the nature of the Toy Model, we study the following “backwards” discrete Burgers equation,
\[ \dot{p}_j = -8 p_j (p_j - p_{j-1}). \]
We have via the remarkable explicit solution from [1, 2], the rescaled solution
\[ p_j = \epsilon \frac{1 + (et) + \cdots + \frac{1}{(j-1)!} (et)^{j-1}}{8 \frac{1 + (et) + \cdots + \frac{1}{j!} (et)^j}{1 + (et) + \cdots + \frac{1}{j!} (et)^j}} \]
\[ = \frac{1}{8} \frac{\partial_t (1 + (et) + \cdots + \frac{1}{j!} (et)^j)}{1 + (et) + \cdots + \frac{1}{j!} (et)^j}. \]
While we make use of this rescaling in order to get natural smallness in the phase drift term, we can always rescale the solution back to order 1 by the same argument, see Remark 4.2 for a further discussion.

Now, as a leading order description of the behavior in the full Toy Model, we propose the following modified discrete Burgers equation for

\[ \dot{p}_j = -8 p_j (p_j - p_{j-1}). \]

\[ p_j = \frac{\epsilon}{8} \frac{1 + (et) + \cdots + \frac{1}{(j-1)!} (et)^{j-1}}{1 + (et) + \cdots + \frac{1}{j!} (et)^j} \]

In discussions with Mark Hoefer, he has suggested that this backward propagating wave takes on more features of turbulence than of a dispersive shock front. However, to investigate this involves connecting the oscillations from the front of the backward propagating front in a more robust fashion.
capturing the dynamics.

\begin{align*}
\dot{\theta}_j &= - (\tilde{\rho}_j - \tilde{\rho}_{j-1}) \\
\dot{\tilde{\rho}}_j &= \tilde{\rho}_j \tilde{\rho}_{j+1} - 4 \tilde{\rho}_j \tilde{\rho}_j = -4 \tilde{\rho}_j (\tilde{\rho}_{j+1} - \tilde{\rho}_{j-1}).
\end{align*}

Note that these equations are completely decoupled.

We will show in our analysis of (2) in Section 5 that errors arising around this approximation are small on the time scales we study. It is however the errors in phase term that account primarily for the slight deviations from the pure rarefaction wave on the left and the approximation of discrete symmetric Burgers by discrete backwards Burgers on the right in Figure 1.

4.3. A Priori Estimates for Rarefaction Waves. In this section, we want to prove a priori bounds on the evolution of (20) based upon a leading order approximation using (15). We focus on the amplitude equations. Specifically, we will approximate solutions to

\begin{align*}
\dot{\tilde{\rho}}_j &= -4 \tilde{\rho}_j (\tilde{\rho}_j + 1 - \tilde{\rho}_{j-1}) - 4 \tilde{\rho}_j (\tilde{\rho}_j + 1 - \tilde{\rho}_{j+1}) \tilde{\rho}_j = -4 \tilde{\rho}_j (\tilde{\rho}_j + 1 - \tilde{\rho}_{j-1}) - 4 \tilde{\rho}_j (\tilde{\rho}_j + 1 - \tilde{\rho}_{j+1}) - 4 \tilde{\rho}_j (\tilde{\rho}_j + 1 - \tilde{\rho}_{j-1}) - 4 \tilde{\rho}_j (\tilde{\rho}_j + 1 - \tilde{\rho}_{j+1}) ,
q_j(0) &= 0.
\end{align*}

Let us define the forcing component of this system of ODEs as

\[ F_j = -4 \tilde{\rho}_j (\tilde{\rho}_j + 1 - \tilde{\rho}_{j-1}). \]

Moving the term \(4q_j(\sigma_j + \sigma_{j+1})\) to the left hand side and applying an integrating factor argument, we obtain

\begin{equation}
|q_j|(t) \leq \int_0^t e^{-4 \int_s^t (\sigma_j + \sigma_{j-1}) (s') ds'} (|F_j| + 8 \|q\|_\infty |p_j| + 8 \|q\|_\infty |q_j|) ds \end{equation}

uniformly on the time interval \([0, \epsilon^{-1} \delta]\). Here and in the sequel we use the notation \(\|q\|_\infty := \sup_{0 \leq t \leq T} \sup_{j \in \mathbb{Z}} |q_j(t)|\).

The following lemma contains the a priori estimate for \(\|q\|_\infty\).

**Lemma 4.1.** Fix \(\delta < 1/8\). For all \(0 < \epsilon \leq \delta\) and \(T = \epsilon^{-1} \delta\) and \(q_j, p_j\) as in (21), (22) respectively, we have

\begin{equation}
\|q\|_\infty \leq \frac{\epsilon \delta}{2}.
\end{equation}
Proof. The proof follows by a simple bootstrap argument on (23). Let us note that the exponential factor is uniformly bounded by 1 for every \( j \) except at \( j = N \) where it is bounded by \( e^\delta \) on our time scale. Then, from the bootstrapping assumption we obtain

\[
\|q\|_\infty \leq e^\delta \left( 10 \frac{e^2}{8^2} T + \epsilon^2 \delta T/2 + 2 \epsilon^2 \delta^2 T \right),
\]

which is bounded above by

\[
\frac{\epsilon \delta}{2} \left( e^\delta \left( \frac{1}{2} + \frac{\delta}{2} + 4 \epsilon^2 \delta^2 \right) \right) < \frac{\epsilon \delta}{2}
\]

for any \( \delta < 1/8 \), provided \( \epsilon \leq \delta \). \( \square \)

Armed with this a priori estimate, we can get refined estimates for \( |q_j(t)| \) for \( 0 \leq j \leq N - 1 \) using the fact that the exponential factor is bounded by 1 in these cases. Indeed, a direct calculation using the explicit solution on time scale \( T \) shows that for instance \( |F_1| < \epsilon^2/8^2 (1 - \epsilon t)^2 \). In turn, we can show

\[
|q_1(t)| \leq \epsilon \delta \left( \frac{1}{24} + \delta + 8 \epsilon^2 \right) < \frac{\epsilon \delta}{12}
\]

for \( \delta \) chosen sufficiently small. Even stronger estimates hold for \( 0 < j < N \).

A symmetric argument using the (22) for \( q_N \) shows that

\[
|q_N(T)| \geq \frac{\epsilon \delta}{16},
\]

by recognizing that \( F_N \approx 4 \rho_N^2 \) and \( \sigma_N = 4 \rho_{N-1} \). We will show in Section 4.4 from a different argument that \( \rho_N \) is increasing in fact, but without such quantitative bounds as we are able to gain from (22).

Remark 4.2. By nature of the construction, we now have that

\[
\rho_0(t) \leq p_J(t) + \left( \frac{\epsilon \delta}{12} \right).
\]

Hence, near the end of our evolution the rarefaction wave at the left of the grid has size roughly

\[
p_0(T) = \frac{\epsilon}{8} \frac{1}{1 + \epsilon T} \approx \frac{\epsilon}{8} (1 - \delta),
\]

which is less than the initial amplitude \( \epsilon/8 \) even when compared to the error. Hence, we observe that what we have seen in Figures 1, namely that the rarefaction wave solution moves mass to the right initially in symmetric Burgers. Similar estimates can be proven using the stronger bounds on \( q_j \) for \( j > 1 \), though on the time scale \( T \) most nodes have
moved very little. While we are not arguing this makes the rarefaction wave solution a good approximation for long times, we can observe both that the rarefaction wave initializes a motion of mass towards the right for the low modes. Numerically, we observe that the rarefaction wave behavior is much more robust than we can fully understand at the moment.

4.4. The Shock vs. Rarefaction in the Toy Model. Let us analyze the symmetric discrete Burgers equation in (8) with initial condition

\[
\tilde{\rho}_j = 1 \text{ for } 1 \leq j \leq 2N, \quad \tilde{\rho}_j = 0 \text{ otherwise.}
\]

Then, we observe that such an equation can be decomposed into a coupled system of equations for \( s_j = \tilde{\rho}_{2j} \) and \( r_j = \tilde{\rho}_{2j+1} \), which results in the system

\[
\dot{s}_j = -4s_j(r_j - r_{j-1}), \quad \dot{r}_j = -4r_j(s_{j+1} - s_j).
\]

Now, if we look at the right-most points, we observe

\[
\dot{s}_N = 4s_N(r_{N-1}), \quad \dot{r}_{N-1} = -4r_{N-1}(s_N - s_{N-1}),
\]

which given that \( r_j, s_j > 0 \) for \( 1 \leq j \leq N \) implies that \( s_N \) is an increasing function. As a result, this implies that \( r_{N-1} \) is a decreasing function. Propagating this down the line interactions, we observe that the symmetric Burgers causes a splitting from the right endpoint instead of a shock moving right, see Figure 2 for a numerical simulation of this effect. Note that the leading order component on the left is still that of a rarefaction wave however. It is indeed this wave front we believe acts as the envelope for the Toy Model rarefaction wave, however as we do not have explicit control on its evolution, we focus on the rarefaction wave coming from the appropriate backwards Burgers evolution as in (15).

5. Perturbation theory

5.1. Equations for error terms. Let us now fix a lattice with \( N \) nodes and explicitly study equations (12) and (13) with initial conditions given by

\[
\theta_j(0) = \frac{\pi}{4}, \quad \rho_j(0) = \frac{\epsilon}{8}
\]

for all \( j = 1, \ldots, N \), and 0 otherwise.

We wish to observe what sorts of error terms arise when we perturb around the dynamics in (20) in the full Toy Model. To do this, we will first derive a new solution for (14) as a perturbation of the explicit solutions explored above for (15) in Section 4.2.
Figure 2. The left moving split that generates the dispersive shock from the symmetric Burgers evolution of (25). This has been evolved to time $T = 50.0$ on a lattice of size $N = 1000$.

The difficulty here with directly using (20) is that we must first approximate the existence of a rarefaction wave like solution and prove a priori estimates. However, we can study the evolution of

$$\dot{\theta}_j = \theta_j - 2\theta_j, \quad \dot{\rho}_j = \rho_j - 2\rho_j$$

by linearizing the sin and cos terms in (12), (13). Before we proceed, recall the expansions

$$\sin(\frac{\pi}{2} + x) = 1 - \frac{x^2}{2!} - \ldots, \quad \cos(\frac{\pi}{2} + x) = x - \frac{x^3}{3!} + \ldots.$$

Let us define

$$-\gamma_j = \int_0^t (\dot{\rho}_j - \dot{\rho}_{j-1}) ds.$$

Note that there are much stronger and $j$ dependent bounds on the components stemming from the exact solution $\tilde{p}(t)$,

$$\int_0^t (p_j - p_{j-1}) ds = \frac{1}{8} \log \left( \frac{1 + \epsilon t + \ldots + \frac{1}{(j)!} (\epsilon t)^j}{1 + \epsilon t + \ldots + \frac{1}{(j-1)!} (\epsilon t)^{j-1}} \right)$$

$$= \frac{1}{8} \log \left( 1 + \frac{\frac{1}{(j)!} (\epsilon t)^j}{1 + \epsilon t + \ldots + \frac{1}{(j-1)!} (\epsilon t)^{j-1}} \right)$$

$$\leq \frac{1}{8} \log(1 + \frac{\epsilon t}{j}) \leq \frac{\epsilon t}{8j} \text{ if } \epsilon t \leq 1.$$
Then using $T = \delta e^{-1}$ and the corresponding bounds we have from Section 4.3, one has the crude bound

$$\lvert \tilde{\gamma}_j \rvert \leq \frac{\delta}{8} + 2T\frac{e\delta}{2} \leq \frac{\delta}{8} + \delta^2. \tag{29}$$

Similarly, we define

$$\tilde{\sigma}_j = (\tilde{\rho}_j - \tilde{\rho}_{j-1}), \tag{30}$$

which then using the explicit properties of $\tilde{p}(t)$ and bounds we have from Section 4.3, we have the crude bound

$$\lvert \tilde{\sigma}_j \rvert \leq \frac{\epsilon}{8(j-1)!} + \epsilon \delta. \tag{31}$$

These definitions will allow us to simplify the process of collecting (generically small in amplitude) components of our expansion.

By linearizing $\cos$ in (12), we observe that

$$\dot{\theta}_j = -(\dot{\rho}_j - \dot{\rho}_{j-1})(1 + 2 \cos(\pi/2 + 2(\dot{\theta}_j + \tilde{\gamma}_j)))$$

$$- 2(\dot{\rho}_j - \dot{\rho}_{j-1}) \cos(\pi/2 + 2(\dot{\theta}_j + \tilde{\gamma}_j))$$

$$+ 2(\dot{\rho}_{j+1} + \dot{\rho}_{j-1}) \cos(\pi/2 + 2(\dot{\theta}_{j+1} + \tilde{\gamma}_{j+1}))$$

$$- 2(\dot{\rho}_{j-2} + \dot{\rho}_{j-2}) \cos(\pi/2 + 2(\dot{\theta}_{j-1} + \tilde{\gamma}_{j-1})))$$

$$= -(\dot{\rho}_j - \dot{\rho}_{j-1}) + 4[(\dot{\rho}_j - \dot{\rho}_{j-1}) + (\dot{\rho}_j - \dot{\rho}_{j-1})](\tilde{\gamma}_j + \dot{\theta}_j)$$

$$- 4(\dot{\rho}_{j+1} + \dot{\rho}_{j+1})(\tilde{\gamma}_{j+1} + \dot{\theta}_{j+1}) + 4(\dot{\rho}_{j-2} + \dot{\rho}_{j-2})(\tilde{\gamma}_{j-1} + \dot{\theta}_{j-1})$$

$$+ \tilde{E}_{1,j}(\dot{\theta} + \tilde{\gamma}, \dot{\rho}),$$

provided that $\tilde{\sigma}_j = \dot{\rho}_j - \dot{\rho}_{j-1}$ and

$$\tilde{E}_{1,j}(\dot{\theta} + \tilde{\gamma}, \dot{\rho}) = -2\tilde{\sigma}_j[\cos(\pi/2 + 2(\dot{\theta}_j + \tilde{\gamma}_j)) + 2(\dot{\theta}_j + \tilde{\gamma}_j)]$$

$$- 2\tilde{\sigma}_j[\cos(\pi/2 + 2(\dot{\theta}_j + \tilde{\gamma}_j)) + 2(\dot{\theta}_j + \tilde{\gamma}_j)]$$

$$+ 2(\dot{\rho}_{j+1} + \dot{\rho}_{j+1})[\cos(\pi/2 + 2(\dot{\theta}_{j+1} + \tilde{\gamma}_{j+1})) + 2(\dot{\theta}_{j+1} + \tilde{\gamma}_{j+1})]$$

$$- 2(\dot{\rho}_{j-2} + \dot{\rho}_{j-2})[\cos(\pi/2 + 2(\dot{\theta}_{j-1} + \tilde{\gamma}_{j-1})) + 2(\dot{\theta}_{j-1} + \tilde{\gamma}_{j-1})].$$

Defining

$$E_{1,j}(\dot{\theta} + \tilde{\gamma}, \dot{\rho}) = 4(\dot{\rho}_j - \dot{\rho}_{j-1})\dot{\theta}_j - 4\dot{\rho}_{j+1}\dot{\theta}_{j+1} + 4\dot{\rho}_{j-2}\dot{\theta}_{j-1} + \tilde{E}_{1,j}(\dot{\theta} + \tilde{\gamma}, \dot{\rho}),$$

we obtain

$$\dot{\theta}_j = -(\dot{\rho}_j - \dot{\rho}_{j-1})(1 - 4\tilde{\gamma}_j) + 4(\dot{\rho}_j - \dot{\rho}_{j-1})\dot{\theta}_j$$

$$- 4\tilde{\gamma}_{j+1}\dot{\rho}_{j+1} + 4\tilde{\gamma}_{j-1}\dot{\rho}_{j-2} + 4\tilde{\gamma}_{j-1}\dot{\theta}_{j-1}$$

$$+ f_1,j(t) + E_{1,j}(\dot{\theta} + \tilde{\gamma}, \dot{\rho}), \tag{32}$$

$$- 4\tilde{\gamma}_{j+1}\dot{\rho}_{j+1} + 4\tilde{\gamma}_{j-1}\dot{\rho}_{j-2} + 4\tilde{\gamma}_{j-1}\dot{\theta}_{j-1}$$

$$+ f_1,j(t) + E_{1,j}(\dot{\theta} + \tilde{\gamma}, \dot{\rho}),$$
we obtain

\[ f_{1,j}(t) = 4\tilde{\sigma}_j\tilde{\gamma}_j - 4(\tilde{\rho}_{j+1}\tilde{\gamma}_{j+1} - \tilde{\rho}_{j-2}\tilde{\gamma}_{j-1}) \]

\[ = 4\tilde{\sigma}_j\tilde{\gamma}_j - 4\tilde{\rho}_{j+1}(\tilde{\gamma}_{j+1} - \tilde{\gamma}_{j-1}) - 4\tilde{\gamma}_{j-1}(\tilde{\rho}_{j+1} - \tilde{\rho}_{j-2}). \]

Similarly, by linearizing \( \sin \) in (13) we obtain

\[ \dot{\rho}_j = -4(\dot{\rho}_j + \rho_j)(\rho_{j+1} + \rho_{j+1}) \sin(\pi/2 + 2(\dot{\theta}_{j+1} + \tilde{\gamma}_{j+1})) \]

\[ + 4(\dot{\rho}_j + \rho_j)(\rho_{j-1} + \rho_{j-1}) \sin(\pi/2 + 2(\dot{\theta}_j + \tilde{\gamma}_j)) \]

\[ + 8\rho_j(\rho_j - \rho_{j-1}) \]

(33)

\[ = -4\rho_j(\rho_{j+1} - \rho_{j-1}) - 4\rho_j\rho_{j+1} + 4\rho_j\rho_{j-1} \]

\[ + E_{2,j}(\dot{\theta} + \tilde{\gamma}, \rho), \]

using

\[ E_{2,j}(\dot{\theta} + \tilde{\gamma}, \rho) = -4(\rho_j + \rho_j)(\rho_{j+1} + \rho_{j+1})[\sin(\pi/2 + 2(\dot{\theta}_{j+1} + \tilde{\gamma}_{j+1})) - 1] \]

\[ + 4(\dot{\rho}_j + \rho_j)(\rho_{j-1} + \rho_{j-1})[\sin(\pi/2 + 2(\dot{\theta}_j + \tilde{\gamma}_j)) - 1] \]

and

\[ E_{2,j}(\dot{\theta} + \tilde{\gamma}, \rho) = 4\rho_j\rho_{j-1} - 4\rho_j\rho_{j+1} + E_{2,j}(\dot{\theta} + \tilde{\gamma}, \rho). \]

At this stage, we set out to explore in what sense a rarefaction wave-like solution from the backward Burgers equation approximates the solution to

\[ \dot{\theta}_j = -(\rho_j - \rho_{j-1}) - 2(\rho_j - \rho_{j-1}) \cos(2\theta_j) \]

\[ + 2\rho_{j+1} \cos(2\theta_{j+1}) - 2\rho_{j-2} \cos(2\theta_{j-1}), \]

\[ \dot{\rho}_j = 4\rho_j\rho_{j-1} \sin(2\theta_j) - 4\rho_j\rho_{j+1} \sin(2\theta_{j+1}). \]

with initial data

\[ \theta_j(0) = \frac{\pi}{4}, \quad \rho_j(0) = \frac{\epsilon}{8} \]

for all \( j = 1, \ldots, N, \) and 0 otherwise.

5.2. A Gronwall Estimate. Multiplying (32) by \( \dot{\theta}_j \) and (33) by \( \dot{\rho}_j, \)

we obtain

(34)

\[ \frac{1}{2} \frac{d}{dt} ||\dot{\theta}||^2_{s} \leq 12 ||\tilde{\rho}|| ||\dot{\theta}||^2_{s} + 8 ||\tilde{\gamma}|| ||\dot{\rho}|| ||\dot{\theta}|| ||\dot{\gamma}|| \]

\[ + 2 ||\dot{\rho}|| ||\dot{\gamma}|| + 4 ||\rho_j|| ||\dot{\rho}|| + ||E_1(\dot{\theta} + \tilde{\gamma}, \rho)|| ||\dot{\theta}||, \]

(35)

\[ \frac{1}{2} \frac{d}{dt} ||\dot{\rho}||^2_s \leq 12 ||\tilde{\rho}|| ||\dot{\rho}||^2_s + ||E_2(\dot{\theta} + \tilde{\gamma}, \rho)|| ||\dot{\rho}||, \]

uniformly on the time interval \([0, \delta \epsilon^{-1}]\).
The following lemma contains the crucial Gronwall estimates. Applying the relations \( ab \leq T a^2 + \frac{1}{4T} b^2 \) in the \( \hat{\theta} \) equations and \( ab \leq 2T a^2 + \frac{1}{2T} b^2 \) in the \( \hat{\rho} \) equations for \( T > 0 \), we can write down crude bounds directly from immediate consequence of (34) and (35). On the time scale \( T = \delta \epsilon^{-1}, \) we have from above that

\[
\tilde{\rho}_j \leq \frac{\epsilon}{8} + \frac{\epsilon \delta}{2}
\]

and

\[
\tilde{\gamma}_j \leq \frac{\delta}{8} + \delta^2.
\]

**Lemma 5.1.** For all \( 0 < t \leq T = \delta \epsilon^{-1} \) we have

(36)

\[
\| \hat{\theta}(t) \|^2_{\ell^\infty} \leq C_1 e^{24 \int_0^t \| \hat{\rho} \|^2_{\ell^\infty} ds} I_1(t), \quad \text{where}
\]

\[
I_1(t) = \left( \int_0^t (16 \| \hat{\gamma} \|^2_{\ell^\infty} + 2 \| 1 - 4 \hat{\gamma} \|^2_{\ell^\infty}) T \| \hat{\rho} \|^2_{\ell^\infty} + 2T \| f_1 \|^2_{\ell^\infty} + 2T \| E_1 (\hat{\theta} + \hat{\gamma}, \hat{\rho}) \|^2_{\ell^\infty} ds \right)
\]

\[
\leq \left( \int_0^t (2 + 3 \delta + 24 \delta^2) T \| \hat{\rho} \|^2_{\ell^\infty} + 2T \| f_1 \|^2_{\ell^\infty} + 2T \| E_1 (\hat{\theta} + \hat{\gamma}, \hat{\rho}) \|^2_{\ell^\infty} ds \right),
\]

and

\[
\| \hat{\rho}(t) \|^2_{\ell^\infty} \leq C_2 e^{24 \int_0^t \| \hat{\rho} \|^2_{\ell^\infty} ds} I_2(t), \quad \text{where}
\]

(37)

\[
I_2(t) = \left( \int_0^t T \| E_2 (\hat{\theta} + \hat{\gamma}, \hat{\rho}) \|^2_{\ell^\infty} ds \right).
\]

We can then bound the constants by

\[
C_1 = e^{4 \int_0^t (5 \| \hat{\gamma} \|^2_{\ell^\infty} + 11 \| \hat{\gamma} \|^2_{\ell^\infty}) ds} \leq e^{2 + \frac{3}{2} \delta + 6 \delta^2} \leq 8,
\]

\[
C_2 = e^1 < 3,
\]

and

\[
2 + 3 \delta + 24 \delta^2 \leq 3
\]

for \( \delta \) sufficiently small.

5.3. **Main result.** We proceed with a bootstrap argument to prove uniform bounds for \( (\hat{\theta}, \hat{\rho}) \). We will control the error terms with respect to the parameter \( \epsilon \) for a grid of size \( N \) up to a time \( T = \epsilon^{-1} \).

**Theorem 5.1.** There exists an \( 1/16 > \delta > 0 \), such that for any \( 0 < \epsilon \) sufficiently small, \( N > 0 \), given initial data (26) depending upon \( \epsilon \) for equations (12)-(13), the solution \((\theta, \rho)\) to (12), (13) satisfies

\[
\| \theta - \tilde{\theta} \|_{L^\infty_{t^\infty}} \leq \frac{\delta}{8}, \quad \| \rho - \tilde{\rho} \|_{L^\infty_{t^\infty}} \leq \frac{\delta \epsilon}{32}
\]
for all $0 \leq t \leq T = \delta \epsilon^{-1}$. Here, $(\tilde{\theta}(t), \tilde{\rho}(t))$ satisfy (20) with initial data (26).

**Proof.** Let us take a $0 < \delta < 1/16$ to be chosen later. We define $B_r(0)$ denote the closed ball of radius $r$ centered at 0 in $L^\infty([0, T]; \ell^\infty)$, and hence take the bootstrap assumption to be that

$$(\hat{\theta}, \hat{\rho}) \in B_{\frac{\delta}{8}}(0) \times B_{\frac{\delta \epsilon}{32}}(0)$$

for all time for a given $\delta$ to be chosen later. In other words, we will assume the following bounds

$$(38) \quad \|\hat{\theta}\|_{L^\infty_t L^\infty_x} \leq \frac{\delta}{8}, \quad \|\hat{\rho}\|_{L^\infty_t L^\infty_x} \leq \frac{\delta \epsilon}{32}.$$

Let us note here that similar to the computation in (29), we have

$$(39) \quad e^{24 \int_0^T \|\tilde{\rho}_j\|_{L^\infty_s} ds} \leq e^{24T \epsilon\left(\frac{4}{32} + \frac{3}{2^2}\right)} \leq e^{4 \delta}$$

for $T \leq \delta \epsilon^{-1}$. Due to the bootstrap assumption we have for $t \leq \delta \epsilon^{-1}$ the bound

$$\max_j |\hat{\theta}_j| + |\tilde{\gamma}_j| \leq \frac{2 \delta}{8} + \delta^2 \leq \frac{1}{24}$$

with $\delta$ chosen sufficiently small. Hence, using $\epsilon \ll \delta < 1$, we can write the explicit bounds

$$|E_{1,j}| \leq 16\|\tilde{\rho}\|_{L^\infty} \|\hat{\theta}\|_{L^\infty} + |\tilde{E}_{1,j}| < \frac{\epsilon \delta^2}{16} + 8\|\tilde{\rho}\|_{L^\infty} \frac{4}{3}\|\hat{\theta} + \tilde{\gamma}\|_{L^\infty}^3 + 8\|\tilde{\rho}\|_{L^\infty} \frac{4}{3}\|\hat{\theta} + \tilde{\gamma}\|_{L^\infty}^3$$

$$< \frac{\epsilon \delta^2}{16} + \frac{\epsilon \delta}{3} \left(\frac{\delta}{2^2} + \delta^2\right)^3 + 8 \left(\frac{\epsilon}{8} + \frac{\epsilon \delta}{2}\right) \frac{4}{3} \left(\frac{\delta}{2^2} + \delta^2\right)^3$$

$$< \frac{\epsilon \delta^2}{16} + 4\epsilon \left(\frac{\delta}{2^2} + \delta^2\right)^3 < \frac{3\epsilon \delta^2}{24},$$

$$|(f)_{1,j}| \leq 16\|\tilde{\rho}\|_{L^\infty} \|\tilde{\gamma}\|_{L^\infty} < 16 \left(\frac{\epsilon}{8} + \epsilon \delta\right) \left(\frac{\delta}{8} + \delta^2\right)$$

$$\leq \epsilon \left(\frac{\delta}{4} + 4\delta^2 + 16\delta^3\right)$$

and

$$|E_{2,j}| \leq 8\|\tilde{\rho}\|_{L^\infty}^2 + |\tilde{E}_{2,j}| < \frac{\delta^2 \epsilon^2}{2^7} + \frac{\epsilon^2}{4} \left(\frac{\delta}{2^2} + \delta^2\right)^2 < \frac{3\epsilon^2 \delta^2}{2^7}$$

for $\epsilon$ sufficiently small. Here, we have taken the coefficients large enough to dominate algebraic contributions of each term in the expansions for $f_{1,2}$ and $E_{1,2}$ with the contribution from $\tilde{E}_{1,2}$ doubled in order to bound all higher order terms by twice the worst bound on those of lowest order. Careful control of such error terms will most definitely allow for
somewhat sharper bounds, however these terms are much lower order compared to boundary effects, so we do not work carefully to optimize them.

Thus, we deduce that there exists $C > 0$ (can be fixed uniformly in $\epsilon$ for $\delta$ small) such that

$$|\text{r.h.s. of (36)}| \leq 8T^2\epsilon^2 \left[ \frac{3}{16} \delta^2 + 2 \left( \frac{\delta}{4} + 4\delta^2 + 16\delta^3 \right)^2 + 2\frac{9\delta^4}{2^8} \right]$$

$$\leq C\delta^4 < \frac{\delta^2}{64}$$

and

$$|\text{r.h.s. of (37)}| \leq 3T^2\epsilon^2 \left[ \frac{9\delta^4\epsilon^2}{2^{14}} \right]$$

$$\leq \frac{\epsilon^2\delta^2}{32^2} (2\delta^4) < \frac{\delta^2\epsilon^2}{32^2}$$

for $\delta$ sufficiently small. Note that $\delta$ is chosen independently of $\epsilon$ and $N$. As a result, we can close the bootstrapping argument in $\hat{\theta}$ and $\hat{\rho}$ independent of our choice of lattice size $N$ and any initial step size $\epsilon/8$.

**Remark 5.2.** By nature of the construction, we now have that

$$|b_j|^2(t) \leq \rho_j(t) \leq \tilde{\rho}_j(t) + \left( \frac{\epsilon\delta}{32} \right).$$

Hence, using the envelope estimates from Remark 4.2 for the explicit rarefaction wave in Section 4.3 and Theorem 5.1, near the end of our evolution the rarefaction wave at the left of the grid has size roughly bounded

$$|\rho_0(T)| < \frac{\epsilon}{8} - \frac{\epsilon\delta}{10},$$

which is less than the initial amplitude $\epsilon/8$ even when compared to the error. A symmetric argument using the growth of $\rho_N$ shows that it has increased by a non-trivial amount. Hence, we observe that our method moves mass towards the right and given that the symmetric Burgers solution increases at the right endpoint, the Toy Model initially does as well. Obviously we would like a much stronger proof of mass transfer by rarefaction wave dynamics, which remains an open problem relating to the global structure of the mass transfer in the full Toy Model.
6. Additional Observations and Remarks

6.1. Flux Computation for Finite Approximations. We have the Hamiltonian system

\[
\begin{align*}
-i \partial_t b_j &= -|b_j|^2 b_j + 2b_{j-1}^2 \bar{b}_j + 2b_{j+1}^2 \bar{b}_j, \\
i \partial_t \bar{b}_j &= -|\bar{b}_j|^2 \bar{b}_j + 2\bar{b}_{j-1}^2 b_j + 2\bar{b}_{j+1}^2 b_j,
\end{align*}
\]

which is only Hamiltonian with respect to the infinite sum unless we are certain that our initial data is compactly supported. However, as suggested to us by Jonathan Mattingly \cite{Mattingly2010} based off of ideas in \cite{Levermore1998}, let us take initial data supported on the infinite half lattice, yet restrict the Hamiltonian system to the first \(N\) nodes and simply look at the flux in the energy at this sufficiently high node, where we now have

\[
H_N = \sum_{j=1}^{N} \frac{1}{4} |b_j|^4 - \Re(\bar{b}_j^2 b_{j-1}^2),
\]

which now is not perfectly conserved. Indeed, we have

\[
\partial_t H_N = 2|b_N|^2 \Im(2\bar{b}_{N+1}^2 b_{N-1}^2 - b_{N+1}^2 b_N^2).
\]

Moving from the exact formula to do some asymptotic analysis, if we assume roughly comparable amplitude (Note: we believe is the case at say \(j = \frac{N}{2}\) up to the time the rarefaction wave and dispersive shock meet) of the final three nodes gives

\[
\partial_t H_N \approx A_N^6 \left[ 4\sin(2\phi_{N+1} - 2\phi_N) - 2\sin(2\phi_{N+1} - 2\phi_N) \right]
\]

taking \(b_j = A_j e^{i\phi_j}\). Hence, the Hamiltonian flux is seen to be positive (inward flow of energy) if

\[
\left[ \sin(2\phi_{N+1} - 2\phi_N) - \frac{1}{2} \sin(2\phi_{N+1} - 2\phi_N) \right] > 0.
\]

In order to see outward flow of energy, the Hamiltonian flux is negative if

\[
\left[ \sin(2\phi_{N+1} - 2\phi_N) - \frac{1}{2} \sin(2\phi_{N+1} - 2\phi_N) \right] < 0.
\]

For \(\phi_j = \frac{(j-1)\pi}{4}\), we observe

\[
\left[ \sin(2\phi_{N+1} - 2\phi_N) - \frac{1}{2} \sin(2\phi_{N+1} - 2\phi_N) \right] = -3/2,
\]

which would actually result in an outward flow of energy, though as the Hamiltonian energy is not coercive, we do not gain much from this computation.
Alternatively, we look at the restricted mass flux,

\[ M_N = \sum_{j=1}^{N} |b_j|^2, \]

which now is not perfectly conserved. Indeed, we have

\[ \partial_t M_N = -4 \Im \left( \bar{b}_{N+1} b_N^2 \right). \]

Making a similar asymptotic assumption at the endpoint, we have

\[ \partial_t M_N \approx -4 |A_N|^4 \sin(2(\phi_{N+1} - \phi_N)). \]

Hence, we observe that the mass flux is outgoing for \( \phi_j = \frac{(j-1)\pi}{4} \) since we then have

\[ \partial_t M_N \approx -4 |A_N|^4 \sin\left(\frac{\pi}{2}\right). \]

**Remark 6.1.** As pointed out by the anonymous referee, we can use the mass flux computation from Section 6.1 to study the rarefaction wave solution from Theorem 5.1. In such a case, we observe that for say the node \( j = N/2 \), which remains roughly fixed at \( \rho_j(t) \sim \epsilon/8 \) and \( \theta_j(t) \sim \pi/4 \), we have the total mass moved across this node of order

\[ \epsilon^{-1} \epsilon^4 = \epsilon^3. \]

Initially, this looks like a rather small mass flux compared to the size of the solution overall. However, we note first of all that in this setting \( \epsilon \) need not necessarily be extremely small since the asymptotic methods are done mostly on the side of the \( \delta \) parameter. In addition, we note that numerically of course, the mid-point of the rarefaction wave solution remains stable much longer than the time scales we have controlled here. Indeed, while the rarefaction wave moving left and the dispersive shock like solution moving right definitely change the structure of the backwards Burgers equation on a time scale of order \( \epsilon^{-1} \), we have strong numerical evidence that away from the fronts of those waves the solution remains largely unchanged. Hence, we expect that with greater global control over the dynamics, the mass flux computation can be shown to be much stronger than can be applied on the time scales in Theorem 5.1.

**Remark 6.2.** As commented in [9], this analysis still leads to open questions about Sobolev norm growth in the full problem [11]. Given the pointwise bounds on the error for \( j \sim N/2 \) on the same time scale, we observe that the flux computation in Section 6.1 will continue moving mass towards high \( j \) on this time scale. In addition, computational checks of the constants suggest that the bootstrapping arguments
in Theorem 5.1 appear to go through for \( \delta \) chosen even as large as \( 1/2 \), meaning while we need our time interval to be \( o(1) \), there should be parts of the argument that extend to time 1. Doing so in a rigorous fashion likely requires more analytic control on the global structure of the rarefaction wave-like solution both in discrete symmetric Burgers and in terms of the behavior in the Toy Model near the right boundary.

6.2. An observation about \( \| \cdot \|_2 \) growth of \( \hat{\rho}, \hat{\theta} \). We present here an illustrative computation, which unfortunately at the moment we cannot apply in a perturbation theoretic argument as we would require stronger control of the behavior of solutions to (2) at the endpoints of our finite region. Let us recall that

\[
\dot{\rho}_j = 4\hat{\rho}_{j-1}\hat{\rho}_j - 4\hat{\rho}_j(\tilde{\rho}_{j+1} - \tilde{\rho}_{j-1}) - 4\hat{\rho}_{j+1}\hat{\rho}_j + F_j,
\]

with

\[
F_j = 2\hat{\rho}_{j-1}\hat{\rho}_j\tilde{\gamma}_j^2 - 2\hat{\rho}_{j+1}\hat{\rho}_j\tilde{\gamma}_{j+1}^2 + (f)_{2j}(t) + O(|\hat{\rho}_j + \hat{\rho}_j|^2|\tilde{\gamma}_j + \tilde{\gamma}_j|^2).
\]

Combining terms from nearest neighbors we have

\[
\frac{1}{2} \partial_t (\rho_{j-1}^2) + \frac{1}{2} \partial_t (\rho_j^2) + \frac{1}{2} \partial_t (\rho_{j+1}^2)
\]

\[
= 4\hat{\rho}_{j-2}\hat{\rho}_{j-1}\hat{\rho}_{j-1} - 4\hat{\rho}_{j-1}\hat{\rho}_{j-1}\hat{\rho}_{j-1} - 4\hat{\rho}_{j-1}\hat{\rho}_{j-1} + F_{j-1}\hat{\rho}_{j-1} + F_{j-1}\hat{\rho}_{j-1}
\]

\[
+ 4\hat{\rho}_{j-1}\hat{\rho}_{j-1}\hat{\rho}_{j-1} - 4\hat{\rho}_{j-1}\hat{\rho}_{j-1}\hat{\rho}_{j-1} - 4\hat{\rho}_{j-1}\hat{\rho}_{j-1}\hat{\rho}_{j-1} + F_{j-1}\hat{\rho}_{j-1} + F_{j-1}\hat{\rho}_{j-1}
\]

By combining nearby terms, we observe that

\[
- 4\hat{\rho}_{j-1}(\hat{\rho}_j - \hat{\rho}_{j-2}) - 4\hat{\rho}_j\hat{\rho}_{j-1}\hat{\rho}_{j-1} + 4\hat{\rho}_{j-1}\hat{\rho}_j\hat{\rho}_j - 4\hat{\rho}_j(\hat{\rho}_{j+1} - \hat{\rho}_{j-1})
\]

\[
- 4\hat{\rho}_{j-1}\hat{\rho}_j\hat{\rho}_j + 4\hat{\rho}_j\hat{\rho}_{j+1}\hat{\rho}_{j+1} - 4\hat{\rho}_{j+1}(\hat{\rho}_{j+2} - \hat{\rho}_j)
\]

\[
= -4\hat{\rho}_{j-1}(\hat{\rho}_j - \hat{\rho}_{j-2}) + 4\hat{\rho}_j\hat{\rho}_{j-1}(\hat{\rho}_j - \hat{\rho}_{j-1}) - 4\hat{\rho}_j(\hat{\rho}_{j+1} - \hat{\rho}_{j-1})
\]

\[
+ 4\hat{\rho}_j\hat{\rho}_{j+1}(\hat{\rho}_{j+1} - \hat{\rho}_j) - 4\hat{\rho}_{j+1}(\hat{\rho}_{j+2} - \hat{\rho}_j)
\]

\[
\leq -2\hat{\rho}_{j-1}(\hat{\rho}_j - \hat{\rho}_{j-2}) - 2\hat{\rho}_j^2(\hat{\rho}_{j+1} - \hat{\rho}_{j-1}) - 2\hat{\rho}_{j+1}(\hat{\rho}_{j+2} - \hat{\rho}_j)
\]

\[
\leq 0
\]

by Cauchy-Schwarz. Summation yields

\[
\frac{1}{2} \partial_t \sum_{j=1}^{N} \hat{\rho}_j^2 \leq 2\hat{\rho}_N^2(\hat{\rho}_N + \hat{\rho}_{N-1}) + \sum_{j=1}^{N} F_j \hat{\rho}_j
\]

since the \( \hat{\rho} \) terms are compactly supported on the interval \( j = 1, \ldots, N \). Hence, we observe that on the time scale of evolution, the leading order terms here involve only the right endpoints and are by construction positive, which fits with the conservation of mass in (2).
6.3. Other Discrete Conservation Laws. In [20], the authors study Fermi-Pasta-Ulam Systems of the form
\[ \dot{r}_j = v_{j+1} - v_j, \quad \dot{v}_j = \phi'(r_j) - \phi'(r_{j-1}), \]
where \( \phi(r) = e^{1-r} - (1-r) \). Continuous limits \( (r_j, v_j)(t) = (r, v)(\epsilon t, \epsilon j) \) of such models also satisfy the Burgers equation
\[ \partial_t r - \partial_x v = 0, \quad \partial_t v - \partial_x \phi'(r) = 0. \]
Rarefaction waves and dispersive shocks are observed and studied in depth numerically and some analysis is done on conservative shock formation. In future work, we hope similar analysis can be done to that for [2].

7. Numerical Study of Rarefaction and Relationship to the Toda Lattice

Following a suggestion of the referee, the authors explored references [12, 11, 21] relating symmetric Burgers (8) and the Toda Lattice, a known integrable system, see also the survey article [20]. The key idea is that \( \sqrt{\rho_j(t/4)} = a_j(t) \), the system becomes the Kac-van Moerbeke system (KvM)
\[ \dot{a}_j = -a_j(a_j^2 + 1 - a_{j-1}^2) \]
and this has a direct connection via its even and odd modes to the Toda Lattice by interpreting the \( a_j \)'s as entries in a Jacobi Matrix. In [11], they construct the algebro-geometric inverse of the Toda Solitons to the KvM system, which translates in discrete Burgers to solutions on all of \( \mathbb{Z} \) of the form
\[ \rho_j(z, t) = \gamma \begin{cases} \frac{1 + c(t)^2 z^{2m+2}(1-z^2)^{-1}}{2z(1+c(t)^2 z^{2m}(1-z^2)^{-1})}, & j = 2m, \\ \frac{z(1+c(t)^2 z^{2m+2}(1-z^2)^{-1})}{2(1+c(t)^2 z^{2m+2}(1-z^2)^{-1})^2}, & j = 2m + 1, \end{cases} \]
where
\[ c(t) = c_0 e^{\frac{(z-1) t}{2}}, \]
where the constant \( \gamma \) determines the total amplitude and partially the time of evolution compared to the (KvM) system. The rarefaction wave can be seen as the setting where \( z = 1 \). Otherwise, this solution gives interesting splitting of the even and odd modes that we will show remains somewhat stable in the toy model.

First, we numerically have studied the evolution of out of phase initial data with amplitude given by the mapped 1-soliton solution wave truncated to a domain of 400 nodes with \( \gamma = .1, z = .1 \) and \( c_0 = 1.0 \) in Figure 3. As one can observe, there are some interesting features in the Toy Model as well as in the Burgers solution, but backward
Figure 3. A comparison of the evolution of solutions stemming from an initial amplitude profile given by a truncated Toda soliton solution with parameters $\gamma = .1$, $z = .1$ and $c_0 = 1.0$.

propagation from the truncation on the right and drag in the phase cause the solution to differ significantly on a similar time scale to the rarefaction wave.

However, based upon the insight that the Toda lattice soliton can generate mass exchange, in Figure 4 we then took out of phase initial data corresponding to (52) on the first $M = 4$ nodes, then continued by $\rho_j = z/2$ for $j > M$. Interestingly enough, this initial data generates right traveling nodes at fast time scales in the Burgers model and as seen in Figure 4 seems to lead to a slow, but steady oscillating traveling wave in the Toy Model. The peaked wave observed there persists on longer domains and with decaying tails to the right (provided the decay is slow). Also, a peaked wave of this form can be observed choosing $M$ as small as 6, but there does not appear to be enough energy if $M = 2$ or 4. The dynamics are generally on a much slower scale than that of the comparable symmetric Burgers equation, but the traveling wave observed is rather intriguing as a potential for mass transfer.

Lastly, in Figure 5 we studied the evolution of a simple out of phase rarefaction wave on $N = 2000$ nodes with $\rho_j = 1$ on the first $M = 100$ notes, then a decaying tail of the form $\rho_j = 1/(1 + .1(j - 100)^{1/2})$ for $j > 100$. The general flow of the mass can be seen to be to the right, though of course in such a setting we have no envelope equation with which to try to approximate the dynamics.
Figure 4. A comparison of the evolution of solutions stemming from an initial amplitude profile given by applying the Toda soliton solution on an even number of nodes at the left, then continuing on the right as a small non-zero constant with parameters $\gamma = .0001$, $z = .01$ and $c_0 = 1.0$.
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