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1 A brief description of censorSIR

Use Y=min(Y 0, C) to denote the observed survival time, where Y 0 is the

true survival time and C is the censoring time. The p regressors are denoted

as X. We assume that Y 0 has a dimension reduction structure:

Y 0 = g(X ′β1, ..., X
′βk, ε), (1.1)

where the functional form of g and the distribution of ε are usually un-

specified. Then the e.d.r. space of Y 0 can be found by the eigen-value

decomposition (1)

Ση0bi = λiΣXbi, (1.2)

where Ση0 = cov(E(X|Y 0)), ΣX = cov(X), and η0 = E(X|Y 0) is the inverse

regression curve of survival time. A mathematical proof of finding e.d.r.

space by equation (1.2) can be found in Lemma 3.1 of Li (1991). In survival

data, equation (1.2) cannot be used directly because the true survival time

Y 0 is unobservable due to censoring, and thus η0 is unknown.

First, if C is independent of Y 0 and X, then it is easy to show that

η = E(X|Y ), the inverse regression curve of observations Y , spans the same
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space as η0 = E(X|Y 0) does:

E(X|Y ) = E(E(X|Y 0, C)|Y ) = E(E(X|Y 0)|Y ). (1.3)

Following equation (1.3), the e.d.r. space of Y 0 can be found by the eigen-

value decomposition

Σηbi = λiΣXbi, (1.4)

where Ση = cov(E(X|Y )), ΣX = cov(X).

In the more general situation where C is only independent of Y 0 given

X, SIR cannot be applied to survival data directly. However, the inverse

regression curve can be estimated by

mj = E{X|Y 0 ∈ [tj , tj+1)} =
E{XI(Y 0 ∈ [tj , tj+1))}
P{Y 0 ∈ [tj , tj+1)}

=
E{XI(Y 0 > tj)} − E{XI(Y 0 > tj+1)}
E{I(Y 0 > tj)} − E{I(Y 0 > tj+1)}

, (1.5)

where mj is the slice mean of the j-th slice. I(·) is the indicator function,

and 0 = t1 < t2 < · · · < tH <∞ = tH+1 is a partition of the survival time.

Replacing Y 0 in equation (1.5) by Y and the censoring indicator δ (δ = 0 if

censoring; δ = 1 otherwise) yields the following two equations:

E{XI(Y 0 > tj)} = E{XI(Y > tj)}+

E{XI(Y < t, δ = 0)ω(Y, t,X)}, (1.6)

E{I(Y 0 > tj)} = E{I(Y > tj)}+

E{I(Y < t, δ = 0)ω(Y, t,X)}, (1.7)

where ω(Y, t,X) = S0(t|X)
S0(Y |X)

is the weight function, and S0(t|X) = P (Y 0 >

t|X). The weight function can be estimated by kernel method. The es-

timator is consistent and it converges at root n rate(1) . Because kernel
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estimation is more efficient in low-dimension spaces, one dimension reduc-

tion step is required. Similar to equation (1.1), we assume that C also has

a dimension reduction structure:

C = h(X ′γ1, ..., X
′γk, ε

′). (1.8)

Based on assumptions in equation (1.1) and equation (1.8), the joint e.d.r

space of life time and censoring time can be estimated by SIR with double-

splicing. In particular, slices are constructed for δ = 0 and δ = 1 separately

and then pooled together to estimate the covariance matrix of the inverse

regression curve. Suppose B = (b1, b2, ..., br) are the r eigenvectors spanning

the joint e.d.r. space, then the projection of X in the joint e.d.r space is

X ′B. Use X ′B as a replacement of X to yield a reliable kernel estimation

of the weight function: ω̂(t′, t,X). Then, with ω̂(t′, t,X), the slice mean mj

can be estimated by equation (1.5-1.7). The final estimate of the covariance

matrix of the inverse regression curve is:

Σ̂η0 =
∑
j

(m̂j − X̄)(m̂j − X̄)′p̂j , (1.9)

where p̂j = P̂{Y 0 > tj} − P{Y 0 > tj+1}. The eigenvalue decomposition

Σ̂η0 b̂0i = λ̂iΣ̂X b̂
0
i (1.10)

gives the e.d.r. space of life time.
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2 Implementation of censorSIR

We implemented censorSIR algorithm into an R package: censorSIR, which

can be downloaded at http://www.bios.unc.edu/∼wsun/software.htm. Here

we discuss some details of implementation and one simulation example.

1. Double-slice the survival time and censoring time to find SIR direc-

tions.

2. Find the number of significant SIR directions. The print out of the

double slicing result shows the size of eigen-values and the χ2 test of

the SIR directions (Figure 1).

3. The projection of the regressors in the joint e.d.r. space is used to

estimate the kernel matrix Mn×n, M [i, j] = Kp(h−1
n (Xj − Xi)). A

Gaussian kernel is used.

4. The conditional survival function is estimated for the n individuals

based on the kernel matrix. The weight function and inverse regression

function are estimated.

5. Use inverse regression function to estimate covariance matrix and then

conduct eigenvalue decomposition to find e.d.r space of lifetime.

The first step is implemented in function double.slice. The second step

needs user input. The last three steps are implemented in function cen-

sor.sir. The SIR directions found by double.slice and cen.sir can be plotted

in a 2D or 3D space. We use example 4.1 of (1) to demonstrate the usage

of this R package. Six regressors {x1, ..., x6} are generated from a standard
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Figure 1: One example of the print-out of the double splicing result.

normal distribution. Life time is generated as Y 0 = 4− (|x1 − 1|) + ε1 and

censored time is generated as C = 3 + ε2 for x1 > 0, x2 + x3 > 0, C = 10

otherwise, where ε1 ∼ N(0, 0.12), ε2 ∼ N(0, 0.12). So life time can only

be censored when x1 > 0, x2 + x3 > 0. Figure 1 shows the eigen-values

and corresponding Chi-square tests of double-slicing. Both the size of the

eigen-values and the results of Chi-square tests suggest that the first two

eigenvalues are significant. Figure 2 shows the 3D plot of double.slice re-

sult, which demonstrates that censored data are clustered in one quadrant.

Using the first two SIR directions found in double-slicing to run function

censor.sir, only one eigenvalue is significant and the estimated e.d.r. direc-

tion of life-time is (−1.054,−0.003,−0.046,−0.003,−0.012, 0.083).
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Figure 2: 3D plot of double slicing result. In this example: Dir1=(-1.047,

-0.042, -0.076, -0.006, -0.008, 0.100) and Dir2=(0.109, -0.708, -0.731, -0.174,

-0.028, -0.099), so Dir1 captures the direction x1 and Dir2 captures the

direction x2 + x3.
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3 Supplementary results of real data analysis

Please refer to the main text for the outline of this real data analysis. Here

we just include the supplementary figures.

R Console Page 7

> 
> 
> 
> 
> 
> ds
Double Slicing of Survival time

Number of observation:            295 
Number of censored observation:   216 
Number of predictors:             22 
Number of slices (uncensored):    5 
Number of slices (censored):      5 

Eigenvalues:
              Dir1   Dir2   Dir3    Dir4   Dir5    Dir6    Dir7    Dir8    Dir9
Eigenvalues 0.2780 0.1631 0.1420 0.09592 0.0825 0.07591 0.05625 0.03682 0.01309
Cum.Sum.R^2 0.2946 0.4675 0.6179 0.71960 0.8070 0.88748 0.94710 0.98612 1.00000
                Dir10     Dir11     Dir12     Dir13     Dir14     Dir15
Eigenvalues 1.956e-15 1.739e-15 1.273e-15 1.114e-15 7.908e-16 5.451e-16
Cum.Sum.R^2 1.000e+00 1.000e+00 1.000e+00 1.000e+00 1.000e+00 1.000e+00
                Dir16     Dir17     Dir18     Dir19     Dir20     Dir21
Eigenvalues 3.948e-16 3.408e-16 3.141e-16 2.701e-16 1.879e-16 9.239e-17
Cum.Sum.R^2 1.000e+00 1.000e+00 1.000e+00 1.000e+00 1.000e+00 1.000e+00
                Dir22
Eigenvalues 7.097e-17
Cum.Sum.R^2 1.000e+00

Asym Chi-square test of SIR directions:
               Chisq  df   p.value
D=0 vs. D>=1 278.360 198 0.0001441
D=1 vs. D>=2 196.355 168 0.0663665
D=2 vs. D>=3 148.229 140 0.3007977
D=3 vs. D>=4 106.348 114 0.6822927
D=4 vs. D>=5  78.052  90 0.8113858
D=5 vs. D>=6  53.715  68 0.8970313
D=6 vs. D>=7  31.321  48 0.9701067
D=7 vs. D>=8  14.726  30 0.9912010
D=8 vs. D>=9   3.862  14 0.9962389
> 
> 

Figure 3: SIR output of double slicing step for the 22 genes selected based

on correlation and liquid association.
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R Console Page 6

D=5 vs. D>=6  53.715  68 0.8970313
D=6 vs. D>=7  31.321  48 0.9701067
D=7 vs. D>=8  14.726  30 0.9912010
D=8 vs. D>=9   3.862  14 0.9962389
> sir
Censored Sliced Inverse Regression Model

Number of observation:            295 
Number of censored observation:   216 
Number of predictors:             22 
Number of slices:                 10 
Kernel width:                     0.508201095389140 

Eigenvalues:
              Dir1   Dir2   Dir3   Dir4    Dir5    Dir6    Dir7    Dir8    Dir9
Eigenvalues 0.3107 0.1906 0.1549 0.1072 0.06287 0.05264 0.03824 0.02848 0.01152
Cum.Sum.R^2 0.3246 0.5238 0.6856 0.7976 0.86326 0.91826 0.95821 0.98797 1.00000
                Dir10     Dir11     Dir12     Dir13     Dir14     Dir15
Eigenvalues 4.344e-16 3.046e-16 2.508e-16 2.295e-16 1.402e-16 1.175e-16
Cum.Sum.R^2 1.000e+00 1.000e+00 1.000e+00 1.000e+00 1.000e+00 1.000e+00
                Dir16     Dir17    Dir18     Dir19     Dir20     Dir21
Eigenvalues 8.389e-17 5.814e-17 3.88e-17 2.684e-17 1.642e-17 1.323e-17
Cum.Sum.R^2 1.000e+00 1.000e+00 1.00e+00 1.000e+00 1.000e+00 1.000e+00
                Dir22
Eigenvalues 1.531e-18
Cum.Sum.R^2 1.000e+00

Asym Chi-square test of SIR directions:
               Chisq  df   p.value
D=0 vs. D>=1 282.362 198 7.662e-05
D=1 vs. D>=2 190.703 168 1.107e-01
D=2 vs. D>=3 134.467 140 6.161e-01
D=3 vs. D>=4  88.770 114 9.615e-01
D=4 vs. D>=5  57.158  90 9.973e-01
D=5 vs. D>=6  38.611  68 9.984e-01
D=6 vs. D>=7  23.081  48 9.991e-01
D=7 vs. D>=8  11.800  30 9.988e-01
D=8 vs. D>=9   3.398  14 9.981e-01
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 

Figure 4: SIR output of life e.d.r space recovery step for the 22 genes selected

based on correlation and liquid association.
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Figure 5: SIR output of double slicing step for the 17 candidate genes, 6

selected based on LA scores and 11 selected based on correlation in the

permuted data.
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Figure 6: SIR output of life e.d.r space recovery step for the 17 candidate

genes in the permuted data. The test of the hypothesis that there is at

least one effective dimension reduction (e.d.r) direction of SIR yields an

insignificant p-value of 0.45.
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Figure 7: Log-rank test for the permuted data. The patients are divided

into two groups of sizes 148 and 147 based on a gene expression signature

generated from the permuted data. The log-rank test comparing the two

survival curves gives a p-value of 6e−6. This artifact is largely due to the

smallness of the sample size which leads to the chance of overfitting in the

permuted data, a phenomenon similar to the one commonly faced in multiple

testing without adjustment.
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