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ABSTRACT
YILAN FU: Peer Relations: Peer Influence,
Genetic Similarity among Friends and Friendshipiprecity
(Under the direction of Guang Guo)

The dissertation explores multifaceted nature edrprelations in three chapters: the
first chapter uses the natural experiment of rag@ssigned college roommates to estimate
causal influences of peers on health behaviorsif8ignt peer effects are found for church
attendance, physical exercise, drinking and bingeithg, more importantly, the effects vary
by behavioral level of the influencer. The resuiso show gender differences in peer
influence. All findings consistently point to theeohanism that peers influence one’s
behavior directly by providing opportunities fordimiduals to engage in the activity. The
second chapter extends the line of inquiry on gersimilarity among friends by taking
advantages of a quasi-experiment design to testiar in genetic homophily in different
social contexts and exploring whether individuabick further gives rise to differentiated
genetic similarity through friendship dynamics. tfstwo independent studies which contain
the same set of genetic markers, the study shoas () beyond individual genetic
polymorphism, friends are more alike than randonnspaased on a set of behavior related
genes, (2) greater the contextual constrain ondghip choice, smaller the genetic similarity
among friends and (3) individual choice may giveerito increased level of genetic
homophily. The study suggests the role of genadtilarity in driving the way we pick
friends, also highlights the fundamental role obdut social contexts in moderating genetic

influences on complex behaviors, such as friendskpthe third chapter, a relatively



understudied area of social networks involves @gmp reciprocity, the study investigates
the impacts of individual status, reflected by disher centrality in a social network, on the
likelihood of friendship reciprocity between indiwials. The study applies both random
effect model and discrete choice model to test thgses of homophily and status
asymmetry. The results consistently support homgtyipotheses. It is found that different
from friendship initiation which presents the pattef both homophily and status asymmetry,
friendship reciprocity is majorly driven by homofphiFurthermore, it is suggested that
influence domain, popularity, grade and SES mighttlie major dimensions upon which

homophily mechanism functions.
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CHAPTER 1
INTRODUCTION

Peer relations had long been the interest of sogistis. The interest is natural given
that peers are critical links between individuak and the larger social contexts, through
which the influence from social structure transnbitsndividuals (D. L. Haynie & Osgood,
2005). Peer relations are important for individdelelopment, and more recently, the scope
of study has expanded from dyadic relations toaaeetworks, embeddedness in social
networks has increasingly been viewed as deterrtsnainindividual and social outcomes.
Individual outcomes such as job attainment and mcBment (Mouw, 2003); obesity,
smoking (Christakis & Fowler, 2007, 2008) and brradocial outcomes such as school
racial integration (Mouw & Entwisle, 2006) are &lund to be greatly impacted by social
network positions. Thus, understanding peer reiatia both the traditional and the broader
senses has become an increasingly important aiaguofy.

The dissertation extends along this line of studies explores multifaceted nature of
peer relations in three chapters. Although, sulis&subjects look very different across the
chapters: peer influence, genetic similarity amfsiends and friendship reciprocity, the three
subjects all center around the key issue of antetedaind consequences of peer relations and
all have a special interest in how social structum®derate these aspects of social relations.
The first two chapters focus on probably the mastlied two aspects of peer relation: peer
influence and peer selection. Peer influence latdceptively simple but technically difficult

to measure. The first chapter takes advantagendbraly paired college roommates to study



causal influence of peers on a wide range of sdméilaviors. The randomized design is
arguably the cleanest for studying peer influensét avoids the question of peer selection
which complicates the observational studies(MouWw0®&). Furthermore, the chapter
examines whether behavioral level of the influereaplifies or attenuates peer influences,
and whether peer influence differs by gender.

The second chapter interests in the ubiquitous g&ection phenomenon that people
tend to affiliate with others who possess similacis-demographic backgrounds, behaviors,
and attitudes etc. The study asks whether suclvithdil choices have implications for
genetic distribution in friendship networks, if sehat are the relative roles of social contexts
and individual choices in shaping the genetic thation?

The third chapter looks at the influences of soadwork position on individual
friendship experiences. Though reciprocity is ohthe expectations about affective relations
(Laursen, 1993), friendships are not always symo#irThe unreciprocated relationships
always suggest status hierarchies, as Gould (G2202) commented “someone who pays
less attention to you than you pay to her implcisserts that she is superior to you in status.
If you do not respond by withdrawing your attentigau have implicitly agreed. ” The study
asks the questions which are stull a relativelynogeea of inquiry: why some relationships
are reciprocated while the others are not? Dobkavie anything to do with the position one

possesses in the peer network?



CHAPTER 2

SOCIAL CONTAGION OF HEALTH BEHAVIORS: EVIDENCE FROM
RANDOMIZED ROOMMATE STUDY

2.1 Introduction

Individuals are interconnected in social spacesthin past decade, there has been
growing awareness of the importance of such intereotedness, and individual outcomes
such as job attainment and advancement (Mouw, 2603)king and obesity (Christakis &
Fowler, 2007, 2008) etc. are increasingly viewedetermined by the connected social ties.
Dyadic relations are the most basic structure métavork and this paper has special interests
in the impact of such basic structure on healtralms.

Previous studies suggest that health behaviorsraseme sense, socially contagious.
That is, health behaviors may spread through stieslin a manner like infectious diseases.
Social contagion of health behaviors is a kind efspn to person contagion of behavioral
traits (Christakis & Owler, 2012; Smith & Christaki2008). Such findings have great policy
implications as it suggests that interventions Whiuoitigate the spread of health risk
behaviors across social ties may help address granying health problems.

While all such findings on social contagion basadbservational data suffer from a
major bias: peer selection. That is, individuaksadly do not randomly choose their social
relationships, especially for those probably madluential relations such as spouse and
friends etc. The observed resemblance in behaWetaeen two people connected by a

social tie may be due to peer influence, or theas@ontagion, while it is equally possible



that similarity in behaviors brings in the two péopogether to form a social tie in the first
place.

This study exploits a randomized design that elates the possibility of peer
selection. On most US college campuses, in thérmas year, campus housing roommates
are randomly assigned based on a few criteria diu preferences stated in students’
housing application prior entering college (sucltaspus location and smoker/non-smoker
roommate) and gender. This natural experiment degrgvides a unique methodological
advantage for the study to yield unbiased estimates

Moreover, peers in college provide one of the npwetising avenues for studying
social contagion of health behaviors with regardtite following aspects: first, entering
college is marked by pronounced changes in theegowf students’ life. Independent from
home and parents, college life presents increasémh@amy, more unstructured time and
diverse social opportunities. College culture atands out regarding being more approving
of health risk behaviors such as binge drinking aodstance use (P. B. Johnson, 1989).
Individuals entering college show marked increasealcohol and drug use, compared to
those that live at home or get jobs following hgghool graduation (Johnston, O’Malley,
Bachman, & Schulenberg, 2008). Secondly, to adbpttew environment and the new
college roles, students, especially in the firdryseek to establish a peer network in which
they find a comfortable position and that can s®arce of support and intimacy. Peers are
the most salient social referents in their collétge they go to class together, hang out in
unstructured time and social occasions and soriglwith peers leads to even more social
opportunities. Thirdly, college year is a transiab stage from adolescence to adulthood, and

students learn and negotiate adult roles throutghianting with peers. The great importance



of peer group during the transitional stage suggésat college students are particularly
susceptible to the impacts of peers.

College roommates represent an important peengeti study because roommates
spend a lot of time together in an environment tieafuires sharing a living space and
involves day-to-day exposure to one another’s biensvEmpirical evidence has supported
the potential influence of roommates as well. A R0OSurvey of randomly assigned
roommates in a college with students from less aid¢ged backgrounds showed substantial
interaction between students and their first yesmmmates. On average, a student spent
21.66 hours per week with his or her roommate ah@® hours per week with the non-
roommate that he/she spent the most time with. 47%tudents spent more time with their
roommate than any other friend. Moreover, althowgily 37% of students listed their
roommate as one of their best four friends, 72%staflents spent more time with their
roommate than at least one of their three bestroommate friends (Stinebrickner &
Stinebrickner, 2006). Thus, whether they are ttgenr not, roommates spend a substantial
amount of time together out of necessity, it isscgwble to examine freshman roommates if
one is interested in looking for evidence of pdérats.

A number of studies, beginning with Sacerdote (8hte, 2001), examine peer
effects in the context of randomly assigned collegemmates (G. J. Duncan, Boisjoly,
Kremer, Levy, & Eccles, 2005; Foster, 2006; Kren&rLevy, 2008; Stinebrickner &
Stinebrickner, 2006; Yakusheva, Kapinos, & WeigH, 12 Zimmerman, 2003). Interests were
initially on peer effects on educational outcomes] more recently extended to health and
health behaviors. Although consistent stories hgkvarious effects are absent, all the studies

suggest that roommate effects on individual outcoare likely to be mediated by roommate



behaviors, and stronger and more significant eff&cim peers should be found by modeling
behavioral outcomes (Foster, 2006; Kremer & Lev@0& Yakusheva et al.,, 2011).
Furthermore, as literature had not been able td geong and consistent evidence regarding
health behaviors, this line of inquiry asks forthar exploration with larger sample and
methodologically robust models.

The present study exams a wide range of healthvimka self-pray and church
attendanck physical exercise, drinking, binge drinking, sfimgkand marijuana use. Taking
advantages of the randomized college roommate metbig study answers to the questions:
whether health behaviors are contagious amonggmlteommates? Which behaviors are
more susceptible to the peer influence and whidiaiers are less so? Further, the study
asks whether peers influence males and femaledfanesht behavioral domains. Moreover,
though limited by data availability, the study pidms some tentative exploration on
persistence of the first year college roommatecedfeand discusses possible mechanisms
through which health behaviors spread across @legmmates

In the following section, the paper provides théoed backgrounds for peer effects
on health behaviors. The paper then discusses dwtgical issues related to estimating
peer effects and proposes an empirical strategyhdnnext section, the paper turns to a

description of the data used for analyses. Finaippirical results and discussions are

! The link between religion and health has long hierinterest not only of the academia but alsayéiveeral public.
Consistent evidence has shown generally desirdfglet® of religious involvement (e.g. frequencycbiurch attendance) on
a wide range of health outcomes including both jgaysind mental wellbeing. The possible mechaniembealth effects
of religion involve regulation of individual lifegles and health behaviors, provision of social ueses, promotion of
positive self-perceptions, provision of specifipow resources etc. (Ellison & Levin, 1998). Thashe study, church
attendance is viewed as a health behavior.

2This study looks at a wide range of health behavémid answers to the basic questions: whetheretfaviors are
contagious among peers? If so, which behaviorsnare susceptible to peer influence? Will the infloe last long? and
whether males and females are influenced diffey@riiivo other studies by Guo (Guo et al., 2012) @netn (Owen, 2012)
used the same dataset while interested in diffesmaiarch questions: Guo only looked at peer infleen drinking and
interested in the individual characteristic — pdoinking history as a moderator of the influen©even asked whether
roommate relationship quality mediates peer infagen



presented.
2.2 Theories

Based on a framework developed by Denise KandehdkKlk 1985), peers may
influence health behaviors in two ways: directlylandirectly. Direct peer influences focus
on offering opportunities for some behaviors sushgaing to churches, gyms or bars
together, or providing cigarettes or marijuana tioend. Indirect influences, emphasize the
way that peers, through their own actions, may igeinformation about what behaviors are
accepted and admired, what is considered apprepna given social context, and therefore
what behaviors are likely to lead to social accegtaor reinforcement (Borsari & Carey,
2001).
2.2.1 TheDirect Peer Influence

Although the direct peer influence mechanism throwdfering opportunities to
engage in certain behaviors is self-explanatory stadies examining this phenomenon are
relatively rare, one important theme emerges thiorgyiewing the literature. In college,
years in school were found positively correlatethwefusing an offered drink (Klein, 1992),
the study suggested that maturity and/or sociafidence may make students more resilient
to peer offers of alcohol. The relationship betwesthool year and acceptance of
opportunities offered by peers should be able taqybeeralized to other health behaviors
beyond drinking. New students attempting to devdtggndships with peers and adapt to
college life may be more likely to accept offersogportunities from peers. As school year
advances, students gained social ease and establisbup of peers, which provide them

more leverages to say no to some offers.



2.2.2 Thelndirect Peer Influence

Peers may influence one’s behavior indirectly tigftoahanging his or her “definition”
about the behavior. Various sociological theoriesjuding symbolic interaction theory
(Mead, 1934), differential association theory (®uldnd, Edwin Hardin; Cressey, 1955) and
social learning theory (Akers, Krohn, Lanza-Kadu&eRadosevich, 1979), all point to the
peer socialization process that the attitudes,egland thus behaviors of individuals are
influenced to become similar to whom they assoachatie.

Differential association theory and social learnihgory are prominent in explaining
peer socializations especially for crime and desgarn college settings, excessive drinking,
smoking and substance use should be studied uhdeframework of deviant behaviors.
According to Sutherland’s (1995) differential agation theory, such health risk behaviors
are learned through intimate social relations wpders where attitudes or “definitions”
favorable to rule breaking. This theoretical aspewctphasizes on the roles of peers in
individuals’ learning of group norms toward certdnahaviors. The social transmission of
conventional or deviant behaviors occurs througér iy disseminating attitudes about the
appropriateness of certain behaviors (Sutherlardlyife Hardin; Cressey, 1955). The
attitudes toward certain behaviors come from theiadocontext and peers transmit the
contextual impacts to individuals. College is t@ntext in which heavy drinking and
substance use are approved (Borsari & Carey, 2@dt),some students view college as a
place to drink excessively in a time limited fashibefore assuming the responsibilities of
adulthood (Johnston et al., 2008). Individualsnethie “definitions” through socializing with
peers which eventually shape their behaviors.

Aker’s social learning theory (1979) is an extendio differential association theory



and suggests that peer impact occurs through oheiVs imitation of peers’ behavior or
through the observation of its either positive egative consequences. All these theories
agree on the centrality of peer socialization aleav\peer influence as the way that changes
one’s attitude and preference toward the behaviors.

2.2.3TheDirect and Indirect Peer Influences

The two theoretical orientations approach peewuerfte on health behaviors from
different aspects. The direct influence perspecto@ises on the importance of peers for
creating direct opportunities for individuals togage in certain behaviors. The indirect
influence perspective emphasizes that peers nmatsruse of the dissemination of attitudes
about the appropriateness of certain behaviors ek ag individual's imitation of peers’
behavior and observation of its either positiveegative consequences.

The two mechanisms specified by the perspectivgsaxrart influence independently,
that is, peers may influence one’s behaviors sinyglgreating opportunities for him or her
to engage in the activities without changing his har preference for the behaviors.
Meanwhile, peers may change one’s views on thehefsawhile without engaging in the
activities together. The two mechanisms also maxist and exert influence together. It is
likely that peers may first encourage individualsengage in the behaviors by offering
opportunities, and through participation and inteoa, individual’s preference about the
behaviors changes.

The two mechanisms may also lead to different ebgpiens regarding the domains
and persistency of peer influence. If peers mattdy through creating opportunities to
engage in the behaviors together, the influencesnaore likely to be observed among

behaviors in the social domain, such as going toattes, drinking etc. which are activities



that peers may engage in together. Peers are lntikenfluence the private domain like
self-pray. Moreover, the influence may exist onlgen peers are together, the impacts may
disappear when the roommates no longer live togethe

If indirect influence matters, either independemtyjointly with direct influence, the
effects are not limited to the social domains. Reigg the private behaviors such as self-
pray, although peers are unlikely to engage inlBkaviors together, one’s attitude and
eventually behavior may still be influenced throudjscussion with peers and imitation of
their behaviors. Also if the attitudes and prefeeerabout behaviors are changes, peer
influences are likely to last even when roommatgzadt.

2.2.4 Does Peer Influence Differ by Gender?

Based on above theoretical frame, the study furtx@tores the question: whether
peer influence on health behaviors varies acrosslage It is well known that males and
females associate in different behavioral domamsmen emphasized talking, emotional
sharing, and discussing personal problems witlr sene-sex friends, and men showed an
emphasis on sharing activities and doing thing$ wheir men friends (Aukett, Ritchie, &
Mill, 1988), therefore, it is reasonable to spetalthat the general mechanisms of peer
socialization are similar to males and females,vilugn it comes to specific behaviors, one
gender might be more affected by peers than ther.ofctually, gender difference in peer
influence might be present for the following reason

First, peer influence might be different across dggndue to the nature of peer
networks which is gendered; exposure to certairaehs varies by gender. For example,
research has long found that exposure to delinquests was greater for males than females

(R. Johnson, 1979). Other behaviors, such as dgnlemoking and substance use are more

10



prevalent among males than females. On the othed, hasearchers have demonstrated that
women participate more frequently than men in relig activities (Simpson, Cloud,
Newman, & Fuqua, 2008), therefore, exposure tgials activity is greater for females than
males.

Beyond the differential exposure of males and fes& some behaviors, social ties
may have differential impacts on two genders ad.welgeneral, females have stronger
moral values which disapprove deviant behaviorsadePloeger, & Warr, 1998), as moral
disapproval of deviant behaviors varies by genf@genales are less susceptible than males to
peer influence on these behaviors. By integratiegdgr specific perspectives, the study
intends to develop general but gender specificagilons of peer influence.

2.2.5 Hypotheses

The study intends to test the following hypothesesived from the direct and
indirect perspectives:

Direct Influence

If peers only matter through creating opportuniteeengage in the behaviors:

Hypothesis 1.1:

Peer influences are likely to be salient only ambeglth behaviors in social domains
such as church attendance, physical exercise, idgrnknd substance use, but not private
behavior such as self-pray.

Hypothesis 1.2:

Peers influences are likely to disappear when peepart.

Indirect Influence

If the indirect influence matters, either indepamttie or jointly with the direct

11



influence,

Hypothesis 2.1:

peers may exert influences on behaviors on botialsaied private domains.

Hypothesis 2.2:

Peer influences are likely to last even when pdepart.

Peer Influence Varies by Gender

Hypothesis 3:

Peer influence on religious activities is more esali among females and peer
influence on drinking, smoking, substance use dmngipal exercise is more salient among
males.

2.3 Methods
2.3.1 Data

The study was conducted in a large state univerditys is an elite southern
university, according to university year book, fall 2011 enrolled first year class, 90% of
the students had a high school GPA greater thanTh® analytical sample is consisted of
2094 students who and whose roommates both patédpin the study in 2008 spring
semester. The study respondents were drawn fromllehrfreshmen, sophomores and
juniors in the university at the survey time; tremmpose 30%, 46% and 24% of the sample.
These students were freshmen in the fall semebR80Y, 2006 and 2005 respectively.

Most students live in dormitories for the freshmear. When housing applications
were turned in before entering college, the unietsousing office placed application data
into a large database, and then the database \wdedanto software program RMS for

random matching. Every student who applied for aasnpousing was randomly assigned a
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unique RMS-ID number. After the first student wdacpd in a room, the RMS program
assigned the next student according to RMS-ID owdey had compatible gender, smoking
status (smoker or not) and type of requested ragender composition of hall, geographic
area of campus) as the first student’s roommatede®its who were randomly assigned with
roommates have fairly similar background charasties to the whole student body (Guo et
al., 2012). Evidence does show that roommates aimandomly matched up conditional
upon gender, smoking status and requested room Gpe et al (Guo et al., 2012) tested
roommate correlations regarding a wide range ofkdpaeind variables and pre-college
behaviors and found no more correlations than wivald be expected by chance.

2.3.2 Analytical Strategy

Normally, peer influences in behaviors are estihdte regressing own behavior on
peer behavior using observational data. Howevesedlestimated coefficients don’t always
translate into peer influences. As detailed by Ma(ganski, 1993), there are several biases
in interpreting coefficients obtained from suchrastion.

First, individuals generally self-select into pegoups, which makes it difficult to
separate out the selection effect from any actaaf pffect. The first source of bias is called
“selection bias”.

Second, if individuals i and | affect each othenwgltaneously, then it is difficult to
separate out the causal effect that one has oottiee. Manski (1993) refers to this problem
as the “reflection bias”, showing that this revecseisality will result in overestimation of
peer effects on one’s behaviors.

Third, there might be shared environmental andtuiginal influences that affect

behaviors or behavior changes of both the individuma his or her peers; this is referred as
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“‘common environmental effects”, which will lead d@erestimation of peer influence as well.

Keeping the possible biases in mind, the currepepatudies peer influence in a
setting where peers are randomly assigned condltiopon housing preferences. The
randomized design provides unique opportunitiesdéal with the sources of bias in
estimating peer influence:

First, random assignment of roommates eliminatespitoblem of selecting peers
with similar behaviors. In observational studieagded measures or controlling for
observable characteristics are commonly used td déh selection bias, while these
approaches all have considerable limitations. Ramztion is arguably the cleanest design
for peer influence as it avoid the question of psefection which complicates the
observational studies(Mouw, 2006).

Secondly, the study uses roommate’s pre-collegaels to explain respondent’s
college behaviors. Using lagged measures of pdeglsaviors also allows eliminating
reflection bias which is a major problem when ust@ntemporaneous measures. This
approach links peer’s behaviors prior freshman yatr a respondent’s behaviors latter in
college years and eliminates the biases from reveaassality.

Moreover, using lagged measures of peer’s behawisis helps to deal with biases
from exposure to common environmental influenceke Pre-college behaviors of the
roommate are not impacted by shared environmeatgk as living very close to the gym --
which potentially lead to correlation in roommathhviors. Measuring peer’s characteristics
prior to exposure to the common college environméntarguably a stronger approach than
simply controlling for observable environmental iahfes or using fixed effects to deal with

shared environmental influences. Although the stwdly also control for campus and
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dormitory level factors to further eliminate thélirence from common environments.

However, there are limitations associated with thgged measures. First, peer
influence occurs in college, it is roommate’s cgdldehavior instead of high school behavior
that exerts the effect. Though one’s high schobblb®r is highly correlated with his or her
college behavior, it is still reasonable to susypleat pre-college behaviors are more planned
by schools and parents, while with greater autonamgollege, students can truly reveal
their preferences and choices, thus any changasgdiine transition to college are missed.
To address this concern, the model catches theteshatime lag between roommate’s
behavior and respondent’s behavior. The purposerisduce the possible behavioral changes
by narrowing down the time window between when ro@te’s behavior was measured and
when the peer influence actually took place. Calldgehaviors were measured though
retrospectively at two time points (the first faimester and the past fall semester), the study
uses roommate’s high school behavior to predicpaedent’s behavior in the very first
semester in college.

Even though, the biases due to lagged measurebeaileviated but not totally
eliminated. It is important to acknowledge the [lnesbiases systematically. The direction of
bias is associated with pattern of behavioral charfgpm high school to college. As seen in
figure 1, self-pray, church attendance and physgalcise declined as respondents entered
into college, while drinking and binge drinking &velevated. For the behaviors that
declined in college, lagged high school measuredikely to overestimate peer’s behavior in
college, and thus underestimate the peer influesiceilarly, for the behaviors that increased
in college, lagged high school measures are liteeljeld overestimated peer influence.

Thirdly, the analysis of peer influence might besdxh on a simplified framework in
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which own college behaviors depend on roommate pebaviors, own prior behaviors, own
and roommate background characteristics and cadgrusitory environmental influences.
Undoubtedly, college behaviors are also influenogdnany other factors including parental
influences and peers who are not roommates. Howasdong as roommate assignment is
independent to all these other factors, the simapliframework still can yield unbiased
estimates of roommate effects, which is anothesrieye of the randomized design.

Lastly, the variables used by housing office inigteeg roommates (housing
preference such as campus location and smoker/mesmoommate, and gender) should be
controlled as fixed effects when estimating pedtuémnce. Other observed campus or
dormitory level variables should be controlled iasd effects in the regression model as well.
The fixed effects allow estimates to base uporatians within rather than across the “cells”
within which randomization took place.

However, we also need to acknowledge that roomnedtects are only one
component of the total peer influences experienmped student: students spend many hours
per day interacting with other classmates, athletammates and friends on campus. The
estimates based on roommates alone will be a lbawend on the total peer effects.

2.3.3 Measures

This survey contains a section in which responderdse presented with a list of
behaviors and asked the frequency they undertamkdhvities. The frequency is measure by
6 categories which are never, less than once ahnonte or twice a month, about once a
week, 2-4 times a week and every day or almostyeday. The key outcomes of interest are
college behaviors including self-pray, church ateerce, physical exercise, drinking, binge

drinking, smoking and marijuana use, which were suead based on the frequency during
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the first semester in college. For college behayitire frequency categories were coded as a
continuous measure which counts times on montrdgeda

The explanatory variables of interest are roommatéjh school behaviors, which
were retrospectively measured based on the frequdodng 12 months prior entering
college. The same 6 categories were used to mehmgjireschool behavior frequency. While
roommate’ behavior doesn’t seem to influence redpots uniformly. The peer impact is
contingent upon the behavioral characteristic ef iiommates: a very dedicated roommate
should have stronger influences on the respondbamt & less dedicated one, and the level of
dedication is associated with frequency of behavibrgher the frequency, more dedicated
the roommate and greater the potential influence.

Based on the rationale, roommate’s high school\delewere categorized to reflect
his or her level of dedication. In order to yieldbust results, several categorization
approaches were used. First, a 2 level categarizatas also applied: above median — if the
roommate undertook the activity above the mediaguency in high school; and below
median — if the roommate undertook the activityolbelthe median frequency. Then,
roommate’s high school behaviors were re-groupsa 3nlevels: frequent — if the roommate
undertook the activity at least 2-4 time a weeklhh months before entering college;
occasional — if the roommate ever undertook thevigcin high school but at a frequency
less than 2-4 time a week; and never — if the roatamever undertook the activity in high
school.

As the survey was only conducted at one point wfetiin college, high school
information was gathered retrospectively, recathsbimight be a concern. High school

information from another independent source wasl tisdest reliability of the recalled high
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school measures. Prior to college entrance, soouests participated in the Cooperative
Institutional Research Program’s (CIRP’s) Enter$tgdent Survey which asked a rich set of
student’s characteristics including both demograpbackgrounds and many behaviors.
Fortunately, the behavioral measures in CIRP arg el®se to our measures in Roommate
Study survey which allows the comparison betweenbihaviors actually reported in High

School and those retrospectively reported in celleys only a subsample of our survey
respondents participated in CIRP, the CIRP dataomhs used for quality check instead of
major analyses. Using the subsample of respondehts answered to both CIRP and
Roommate Study survey, Guang et al (Guo et al.2Rfiund that correlations for measures
of two sources were all above 0.8 and highly diesiBy significant, which supported the

validity of recalled high school measures in Roorter&tudy survey.

2.3.4 Regression M odel

2.3.4.1 Estimating Peer Influence

Basically, the model regress one’s college behawiorroommate’s high school
behavior, controlled for high school behaviors nE@wn, age and socioeconomic attributes
of both self and roommate. Therefore, conditior@iruthe respondent’s behavior 12 months
prior college, the coefficient estimates the effettroommate’s high school behavior on
respondent’s behavior in college.

Due to the fact that roommates were randomly paigedhe analysis is not biased by
unobserved peer selection. Furthermore, as roonsriabaviors were prior to exposure to
the respondent and to the same environmental mfkjethe analysis is also free to reflection
and shared environmental effects biases.

But students were allowed to express their hougneferences, similar students may
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self-select into dormitories with specific charaidtics, for example non-smokers may
choose non-smoking dorms, thus, gender, housirfgnerece (smoking status, preference for
campus location and gender composition of hall)cargrolled as fixed effect to exam peer
influence among roommate pairs who expressed ihntiousing preference, but were
randomly paired up by other observed and unobseattatutes.

Lastly, since pairs of roommates enter the analysise (once for each respondent),
standard regression methods that assume indepgndébservations can produce biased
estimates of the standard errors, and result ireased probability of type-I error. Thus the
study adjusts for clustering at the room level lsing multilevel mixed model with room

level random intercept.

The regression model is as following:
Collegebehavior;j, =
Bo + B1RoommateHighSchoolBehaviorj, + B,Self HighSchoolBehaviorj, +
Bscontrols;j, + ux + v + e (1)

Subscripts i,j,k indicate individual, room, and bmg preference typey, v;;, and
e;jxare unobserved effects at the level of cells basedousing preference, rooms and
individuals.®

To reduce sample attrition due to missing valuesnployed multiple imputation to
fill in missing values in background characteristidhis is a conservative approach which

was only applied to background controls but notonte and predictive variables.

% The model was replicated by a Tobit regressiorgutare to handle the substantial number of “zeesponses in the
outcome variables, using the GEE model in SAS.r&pécation only changed coefficients slightly afmks not change the
significance of findings qualitatively.
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2.3.4.2 Estimating Roommate Behavior al Associations

The above model estimates peer influence in a tendaway with methodological
consideration to deal with “reflection bias”. Whitereality, peers do influence each other in
an interactive and reciprocal way. Although subjedbiases due to “common environmental
influences”, behavioral correlations among roommastill provide useful information
regarding how similar the roommates are in termghef health behaviors. It would be
especially valuable if the behavioral associatioetsveen roommates are estimated overtime,

it suggests whether peer influences accumulatémncsh.

Similar to model (1) which estimates causal pe#lu@mce, following model is used
to estimate roommate behavioral associations.
Behavior;j, = Py + p1RoommateBehavior;j, + f,Self PriorBehavior;j, +
psRoommatePriorBehavior;j, + Bzcontrols;j, + ux + vi; + e;jx (2)

Subscripts are the same as in model (1). The ceifif; estimates roommate
behavioral associations controlling for prior belbas of both respondent and roommate.
2.4 Reaults

Table 1 provides basic demographic characterifticthe analytical sample. Average
age of the college students in our sample is 1%4émales (62.08%) and Whites (65.76%)
are overrepresented. 85% of the students aredrtamily with at least middle class income.
The median family income is from $100,000 - $ 180,0which is 2 to 3 times of the
national median household income. 75% of the stisdeave a mother with at least college
education. The sample attributes are very cloghdse for the overall student body (Guo et

al., 2012). Male and female subsamples are simikgarding these demographic
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characteristics (data not shown).

Table 2 shows descriptive statistics for outcomeatbdes, which were measured as
continuous variables based on days per month duhedirst semester in college, for the
overall sample, male and female subsamples. Getffierences in behaviors are salient. In
line with prior research, females prayed and agdn@ligious services more frequently and
males were more likely to exercise and use alcahgdrettes and marijuana.

The study first exams whether having a roommate kndwa health behavior of
interest in high school increases respondent’d lefviiae behavior in college. As shown in
table 3, the study only finds strong evidence émmnmate effects on drinking and binge
drinking, but no apparent effects for other behessiblaving a roommate who drank in high
school increases college drinking level of responthy 0.38 day per month. Having a
roommate who binge drank in high school elevatagddrinking level of the respondent by
0.37 day per month respectively.

For most high school behaviors, the Yes or No aateg based on whether ever had
the behavior in high school contain fair amountcases. But for physical exercise, a very
small proportion, only 2.35%, of the students (48eas) answered never exercised in high
school. Given the small number of cases in theaeefe category, the study applied another
categorization for independent variable with theppge to check robustness of the above
findings. High school behaviors then were clasdiss in two categories “above median” —
the half sample whose behavioral level is aboventbdian level and “below median” — the
other half sample whose behavioral level is belbe median level. For drinking, binge
drinking, smoking and marijuana use, as approxilmdtelf or over half sample answered

never had the behavior in high school, thus fortthe variables the categorization based on
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median is the same as yes-or-no categorization.

There are small differences in results using the ¢ategorizations (please see table
4). However, peer influence on physical exercise meaealed after using the below or above
median categorization. Respondent’s college phlyskarcise level increased 0.78 days per
month by having a roommate who exercised at thevalmoedian level in high school. It
suggests that the yes-or-no categorization may eabneffects that are contingent upon
behavioral level of the influencer.

Though being understudied, studies had shown theacteristics of the influencing
peer may magnify or mitigate peer influences (Bvedd & Prinstein, 2011). It is reasonable
to predict that peer influence varies accordinghi level of influencer’s behavior. A very
dedicated actor should have a greater impact oplpesround than a less dedicated one.
Thus the study re-classified the explanatory véembf interest into three categories in order
to capture the behavioral characteristic of thduericer: frequent — if the roommate
undertook the activity at least 2-4 time a weeklhh months before entering college;
occasional — if the roommate ever undertook thevicin high school but at a frequency
less than 2-4 time a week; and never — if the roatamever undertook the activity in high
school. The 3-group categorization revealed the jpggacts on religious activities, as shown
in table 5, having a roommate who went to churelgdently in high school would increase
one’s college church attendance by 0.42 days pekw&'hile no peer effect was observed if
the roommate only went to church occasionally. Bimiesult was found about physical
exercise. Peer influence was only found when thieencer exercised frequently in high
school, but not for the influencer who only exeedsoccasionally in high school.

Respondent’s college exercise level increased &9pdr week when paired with a frequent
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high school exerciser. But for drinking and bingeking, peer influence was only salient
when paired with a roommate who drank or binge ki@eccasionally but not frequently in
high school. This finding resonates with the welblvn effects of college drinking that
moderate drinking is socially desirable while exses drinking could be disruptive to peers.

The study then exams peer effects for males andlénrespectively. Roommate’s
drinking is a powerful predictor of respondent’snémg. Both males and females paired
with a roommate who drank occasionally in high sthdrink more frequently in college
than respondents paired with a roommate who didnrtk in high school. Peer effect in
physical exercise is only present among males,paed effect in church attendance is only
present among females. The finding is in line vatlr expectations. Male and female are
affected by peers in different behaviors becaudhaeif differential exposure to the behavior
and the differential influences of gender specsicial ties. It is known that females attend
religious activities more frequently than males amales exercise more than females. Female
same sex friends emphasize on talking, emotiondlsmiritual sharing and men are more
interested in doing activities together with sarag-fiends. Moreover, it may also have to
do with the type of physical exercise in which mafel female participate, males are more
likely to participate in games which are group \dtigs, while females may do individual
activity more frequently such as jogging.

The study then asks the question whether peerteffersists over tinfe If peer
influence lasts, given the reciprocal nature ofrpsecialization, we would expect to see

increased behavioral correlations among roommatestone. While the results from table 8

% To test whether peer influence lasts over time, way is to set outcome variables to a later tigiatgn college. | tested
the model using roommate’s high school behaviogsredictors of respondent’s behaviors in the seengstor the survey,
but barely found any significant results. This segjg that peer influence may not last over thénfnes year, while the test
may also be underpowered for estimating the smsédlemple who were at least in sophomore year (n51454
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suggest the opposite: for roommates who still livedether after the first year, their
behavioral correlations decreased overtime; fonmoates who departed after the first year,
their behaviors were no longer correlated when thepyarted. Two themes emerge regarding
the findings: first, the behavioral associatiorsieongest in the first semester which is the
period of time when freshmen try to adapt to caléfe and build up friendship networks,
and thus are more susceptible to peer impacts.necoommate influence was situational,
behaviors of roommates synchronized only when thad together, and their behaviors
departed when they no longer lived together
2.5 Conclusion

The study of peer influence using a randomizedegellroommate design suggests
that health behaviors are contagious among cobéggents, more specifically, the analysis
yields findings with 4 themes: first, not all bei@g are uniformly influenced by peers, peer
effects are significant for church attendance, ma&y®xercise, drinking and binge drinking,
but not for self-pray, smoking and marijuana usscddd, peer influence is contingent upon
behavioral characteristics of the influencer. Hourch attendance and physical exercise, the
peer influence is only salient when the influeneegaged in the activity very frequently. For
drinking and binge drinking, moderate drinker mdgvate drinking level of the roommate
but the effect disappears for excessive drinkeird[imales and females are influenced by
peers in different behavioral domains, though lggthder are likely to be influenced by peers
in drinking, females are more susceptible to pegyacts in spiritual domain such as church
attendance and males are more susceptible to muiui@ activities such as physical exercise.

Forth, the study provides tentative support thatrp@fluence doesn’'t seem last when

® Regardless whether roommates departed afterrig/éiar, their behaviors were correlated in thet fiear, thus the
possibility of reverse causality — roommates didisir in the first place were more likely to defpaifter the first year, and
thus their behaviors were no longer correlated wtheg no longer liver together— should be ruled out
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roommates depart, and behavioral correlation ammoammates is the strongest for the first
semester when they live together.

Theories suggest two mechanisms through which peffugnce one’s behavior. The
direct mechanism suggests that peers influencesohehavior directly by providing
opportunities for individuals to engage in the dtyi The indirect mechanism suggests that
by peers may disseminate attitudes about the apatepess of certain behaviors, and
individuals may change their preferences and behnsaccordingly.

All the results seem more consistent with the direechanism. Several observations
point to the direction. First, the peer effect acentrated in social behaviors which may
engage other people as companions. For individelah\dor such as self-pray, peer impact is
not observed. Under the indirect influence hypatheseople’s attitude may be influenced by
peers regardless whether they engage in the gctogtether or not, thus both social and
individual behaviors are equally susceptible torga#uence, but this does not appear to
hold true. Second, the behavioral association ammoagimates does not persist when they
no longer live together, which is consistent witie tdirect influence mechanism that
roommate changes one’s behavior by offering oppdrés to engage in the activity together,
when the opportunity disappears, the peer influelvesn’t sustain any longer.

Peer influence is contingent upon behavioral charetics of the influencer. By
introducing the new dimension, the study revealedr pnfluences in religious activity and
physical exercise which were highly concentratergninfluencers who were frequent
actors.

The peer effects for drinking and binge drinkingl arull findings for smoking and

marijuana use are consistent with prior studiesJ@uncan et al., 2005). The significant

25



results for drinking and binge drinking are notmsiging given the highly social nature of the
behaviors among young people, especially collegaestts. For smoking and marijuana use,
although large peer effects were estimated forrseny school students in other studies, we
didn’t find such effects among college studentse @ilscrepancy between our study and prior
research could be due to several reasons: firetetbhould be differences in true effects
between secondary and college settings. Study l@asnsthat college selectivity reduces
tobacco and marijuana use but has small and pgssdsitive effects on binge drinking
(Fletcher & Frisvold, 2011), that's why college peenay have diminished influences in
smoking and marijuana use but magnified influenoedrinking or binge drinking. Second,
the absence of peer influence in smoking and nmearguwise may be due to underreport of the
socially undesirable behaviors and small statidyigaower given the limited number of
respondents reported the behaviors. Third, theghiniie overestimations of peer influences
in the studies in secondary school setting, wheatural experiments such as random
roommate assignments are not available.

The analysis of role of peer influences on a widage of may have practical
implications for university administrators and maeneral public health efforts. Although
the study finds variations in peer influences rdgay types of behaviors, behavioral level of
the influencer, gender and time period, we tenthterpret the results with caution due to
generalizability of one case. The study may bripgnoore interesting questions than it
answers. Future studies with larger sample andtirerorandomized settings would be

worthwhile to see if the results are robust andegalizable across contexts.
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CHAPTER 3

SOCIAL CONTEXT AND INDIVIDUAL CHOICE: GENETIC
HOMOPHILY AMONG FRIENDS

3.1 Introduction

Homophily, introduced by Lazarsfeld and Merton 854 to describe the similarity in
attitudes, attributes, and behaviors among closads, is one of the strongest patterns of
human association and is important to investigatabse, in part, it is linked to reproduction
of social attributes such as concentrated sociaenanadvantages or disadvantages and
restricts the flow of ideas, norms and other resesiracross society (McPherson, Smith-
Lovin, & Cook, 2001)

People’s personal networks are homogeneous witrdelg many sociodemographic
(socioeconomic status, race, education and ageavimal (drinking, smoking, delinquency,
depression) and intrapersonal (sociality, populaiitroversion, extraversion) characteristics
(Kandel, 1978; McPherson, Smith-Lovin, & Cook, 208bssinets & Watts, 2009; Schaefer,
Kornienko, & Fox, 2011; Rivera, Soderstrom, & Uz2D10; Goodreau, Kitts, & Morris,
2009). Evidence also suggests that homophily atetgerievel could be observed in
friendship networks (Boardman, Domingue, & Flet¢h2012; Daniels & Plomin, 1985;
Fowler, Settle, & Christakis, 2010; Guo, 2006) .

Genetic similarity among friends has long beenititerest of social scientists and
behavioral geneticists. The inquiries were drivgntlioe belief that though very culturally

contingent many social behaviors are, they potiytihave a “genetic component”



(Turkheimer, 2000). Similar to many other socialhdaors, the search for genetic
components of friend making started in the hybiistcigline behavior genetics. Based on
pairs of various level of known relatedness, sushidentical twins, fraternal twins, full
siblings, adoptive siblings ...., even without direweasures of genes, behavioral genetics
methodology allows to estimate the extent to wiwahation in a given trait is due to genetic,
as opposed to environmental, differences. Compadsptive and non-adoptive siblings,
Daniels and Plomin (Daniels & Plomin, 1985) fourmhtt biological siblings were more
similar to each other regarding types of friendmthadoptive siblings. Similarly, Guo (Guo,
2006) looked at friends of monozygotic and dizygtvins and found a greater resemblance
between friends of monozygotic twins than that ke friends of dizygotic twins and full
siblings, regarding traits such as GPA, PeabodytufcVocabulary Test, aggressive
behaviors and depression.

Recent advances in molecular genetics made unngvelithe genetic black boxes in
traditional behavioral genetics possible. Candidgiee association (CGA) studies, the study
on statistical associations between specific genediriants and behaviors, have gained
increased popularity. The trend was facilitatedtlvy increasing availability of both large
data sets that contain behavioral data and gedatacand statistical methods. A noteworthy
CGA study is from Fowler et al (Fowler, Settle, &itakis, 2010). It was the first to
explore molecular genetic correlations among fregraihd they found a positive correlation
at DRD2 gene, which has been previously associatiéld alcoholism, and a negative
correlation at CYP2A6 gene, which was associateaigh controversially, with openness,
among adolescent friends. This study gained tha meslia interests and also probably the

most academic criticisms among all genetic inquoedriendship in social science. While
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this line of inquiry is important, as the authongue, “homophily and heterophily in
friendships, expressed at the genetic level, maye haotable implications for our
understanding both of the way that our genes capesbur environmental exposures and the
way that our social environment can shape our heha{owler et al., 2010)

Based on the study of Fowler et al, Boardman ¢Bahrdman et al., 2012)asked a
further question: how does social context shapestygally similar friendships? Using the
same dataset, the study replicated Fowler et @ROD gene result and further found that
genetic association for DRD2 gene was strongechoals with greater levels of inequality.
The authors argued that this findings suggest ‘ihdtviduals with similar genotypes may
not actively select into friendships; rather, theyway be placed into these contexts by
institutional mechanisms outside of their control”.

The two studies are of great importance, as for fitgt time, the “black box”
regarding the specific genes based on which friemdsonnected was unraveled. Fowler et
al provided a baseline regarding the positively aedatively correlated genes among friends,
Boardman et al brought up a more sociological goesif friends are disproportionately
likely to share certain similarities in their gendses it suggest that genetic similarity drives
the way we pick our friends, or other social fastdrive us to become friends with people
we happen to share genes with?

However, both of the studies have several methgumdb caveats, which asks for
further exploration of the above questions. For leowet al's study, the genetic markers in
replication dataset which were used to validatdifigs from discovery data were imputed
instead of directly measured; the negative colmlaat CYP2A6 gene was likely due to

extremely low variation at this gene (<5%) whichuked in tenuous statistical estimates; the
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approach to control for population stratificatian less effective and obsolescent; and the
methods used to construct friend sample which equi@ndship to friend nominations raised
concerns as well. However, the most criticized Wasr approach to look at only six genes,
and two out of the six genes were found significaeémed too good to be true. Such
criticisms were all raised with the complexity oérgg-behavior relationships in concern.
Most human traits with a genetic component @ob/genic (Lewis, 2003), that is, the traits
are influenced by a vast number of genes with seffdkt instead of a few genes with large
effects, and when it comes to specific geneticards, the effects should be far less apparent.
As Plomin and Davis (2009) noted, “GWA studies sgighat for most complex traits and
common disorders genetic effects are much smatlen fpreviously considered ... This
finding implies that hundreds of genes are respbasior the heritability of behavioral
problems ... and that it will be difficult to idengithese genes of small effect”.

At the same time, the same gene may simultaneanflilyence many different
behavioral traits, which is callegleiotropic. The concept endophenotype was used to
explain the multifaceted influence of genes. Anapitenotype is an intermediate trait or an
internal phenotype that lies between genotype d&mth@ype (Gottesman and Shields 1973).
Endophenotype may give rise to an array of phemstythat all share something with the
more primary endophenotype. Thus, given the polggand pleiotropic nature of genetic
influences, when it comes to a specific polymorphigs association with friendship should
be far less apparent. A more sound approach tomextihe baseline for genetic correlations
among friends should be looking at a set of gembsch simultaneously influence a wide
range of behavioral traits that set up stage fenttship process.

For the work of Boardman et al, as it is a replaatnd extension of Fowler et al's
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study, it shares many issues of prior study, suchrdy looking at the DRD2 variant, the
obsolescent approach for population stratificattbe, way friend pairs were constructed etc.
While a greater concern is about their school emwirent measures which were
hypothesized to moderate genetic correlation anfieeigds. The paper examined two school
level characteristics, inequality, measured as Goefficient of mother’s education) and
racial segregation of friendship. Results showeat the racial segregation measure was
unrelated to genetic correlation among friends,levthe inequality measure moderated the
correlation: genetic homophily was not observedahools with low level of inequality, the
strongest genetic homophily emerged in schools highest level of inequality. First, all the
findings relied on only one interactive effect,thermore, the authors stated “the substantive
interpretation of this interaction is that schowlgh greater levels inequality seem to be
schools where students are more likely to makendisewith those of a similar DRD2
genotype. One causal mechanism that could leadicbh a finding would be that highly
unequal schools tend to institute academic trackmigcies. Grouping by ability which may
induce grouping by race and/or genotype, will canstthe type of ‘potential friends’
because one is more likely to be friends with ctetes than with students with whom one
does not share time in the same class”. The mesmaisi speculative rather than tested, even
the mechanism is true, inequality is a poor praxysichool tracking, and thus school context
variables of the study, Gini coefficient and racs&lgregation index, are very limited in
measuring the true mechanisms that bring friengstteer .

The current study shares and expands the intevEBtawler et al and Boardman et al,
and asks the following two questions: with the exjed understanding of gene-behavior

relationships in mind, the current study focusesacset of genetic polymorphisms, which
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have been found in association with many human \beta traits, and investigates their
overall correlations among friends. The study fasswers to the question, based on the set
of behavioral related genes, whether genetic arosl among friends exceeds the level
expected by chance. More interestingly, the sexjjlores the mechanisms that account for
genetic homophily. Does individual choice drive tay people pick genetically similar
friends? Or social factors shape the probabilitfriend genetic homophily?

Two independent studies with the same set of gemeéirkers while very different
social settings for friendship process provide ugitpverages for the study to explore above
guestions. The National Longitudinal Study of Adwmlent Health (Add Health) and the
Roommate Study contain the same set of 100 gepetianorphisms from 21 behavior
related genes. But their social contexts whiclpsHaendship process are largely different:
for Add Health, adolescents were free to name tbehnool friends; for Roommate Study,
college roommates were randomly paired up in tist filace and they may become friends
or not latter when they lived together. The twodsts set up the contextual contrast
regarding opportunity constrains placed upon sttedehile choosing friends.

The current study contributes to this line of ingurom the following aspects: first,
it expands the genetic scope by looking at a sefeoktic polymorphisms simultaneously;
second, the different settings of AddHealth andorRmate Study provide unique
opportunities to test how social contexts modemggaetic homophily; third, the study
distinguishes reciprocal and unilateral friends alihprovides better measure of friendship
and further answers to the unstudied question wenethendship dynamics, such as
individual choice on friendship reciprocation, giviee to differentiated levels of genetic

similarities among different types of friends; forthe study improves methodology of prior
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studies and uses up to date and more efficienbapfrto control for population stratification.
3.2Why Genetic Homophily But Not Heterophily

The studies on homophily can be traced back ay ear|1950s, Lazersfeld and
Merton’s (Lazersfeld & Merton, 1954) analyzed fidship selection among adults and used
the term “homophily” to refer to “a tendency foreindships to form between those who are
alike in some designated respect” . This landmadkkwgave birth to a rich tradition of
research that investigated the tendency towardlasityi in a variety of social settings.
Meanwhile, it is well acknowledged that social cections may be between individuals who
are simultaneously similar and different; few pe&ogb not differ in at least some dimensions
and match in at least a few others. As pointedbguBlau (Blau, 1974) in the early 1970s,
either homophily or heterophily, the tendency feeridship to form between people who are
different in some designated respect, might be arsimplification for social relations, in
some instance, attachment is encouraged by homibgemeoss numerous dimensions
(McPherson & Ranger-Moore, 1991); in other instanaedividuals may seek a balance
between similarity on some dimension and differemt®thers.

Given the multifaceted nature of human relationsy wnly look at genetic homphily?
The study would argue that intimate relation likeridship is exact the type of relationship
whose attachment is encouraged by homogeneitgadsif heterogeneity, across numerous
dimension, and the benefits of homogeneity increagiéh the strength of the relationship
(Blackwell & Lichter, 2004; Burgess & Wallin, 194Qjan & Lichter, 2007).

Compared with intimate relations, neutral ties,eesgly task oriented ties may be
more prone to heterophily. Casciaro & Lobo (Casci@rLobo, 2008) found that a key fact

of organizational life is that people seek out atheho they believe to have valuable and
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complementary task-related skills. Even in contextere diversity is explicitly valued and
encouraged, homophily still shapes attachment. Ruell (Ruef, Aldrich, & Carter, 2003)

found that the composition of new business stast-igpdriven by similarity in gender,

ethnicity, and occupation rather than by functiodatersification. Casciaro & Lobo’s

(Casciaro & Lobo, 2008) field research also suggésat people preferentially collaborate
with others who have complementary specializatibos similar demographic traits that
facilitate communication and trust.

Furthermore, heterogeneous relationships might hsetrumental in nature.
Collaborative ties between individuals with compéertary attributes are often short term
and oriented toward the completion of goal. Oneaettsk is completed, the relationship is
ended and successful collaborators depart gragdRivera, Soderstrom, & Uzzi, 2010). All
above explains why homophily is so ubiquitous iniglbnetworks even given the value and

necessity of heterophily.

3.3 Mechanisms of Genetic Homophily

Intuitively, the answer for why friends are genalig alike may seem obvious: as
illustrated in figure 2, resemblance at phenotypiel, such as behavioral traits and bio-
ancestry related traits, may induce friendshipthiése observed phenotypic traits have
genetic bases, friends should resemble each dtlgenatic level as well. While resemblance
on phenotypic traits may not always equate to gercarrelations, it is well known that
homophily on many behavioral attributes may oct¢uough both friendship decision and
peer influence (Kandel, 1978), if such phenotypmilarities were solely caused by peer
influence, genetic resemblance would not emergesTdenetic correlation among friends

rises and only rises through friendship decision.
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Regarding either behavior or bio-ancestry relateeg, friendship decision may give
rise to genetic homophily, however the mechanisradihg to homophily might be different.
For genes related to behaviors such as drinkingksrg, aggressiveness etc., they may play
active roles in friendship selection with the pue@do maximize gene expression, while for
bio-ancestry related genes, the homophily is justunintentional consequences of friendship
decision based on race, which is related to phldieats and has social structural
implications.

As the study interests in possible roles of gendsiendship decision, the following
part will focus on behavior related genes. Two thgcally distinct mechanisms — choice
homophily and induced homophily (McPherson and B+hdvin 1987), corresponding to
the active and passive views of genes — explaimisieeof such genetic homophily in social
networks.

3.3.1 Choice Homophily

If people prefer to form and retain friendship tiesth similar others, genetic
homophily could be a result of individual choicehigh is called choice homophily. Why
people prefer to interact with similar others? Thigestion can be answered from many
aspects: psychology emphasizes on ease of commionicahared cultural tastes and other
features between similar individuals that smootlte tboordination of activity and
communication (McPherson, Smith-Lovin, & Cook, 2ROErom economic point of view,
the cost and risk associated with forming new &ies expected to be lower for similar than
dissimilar counterparts due to the shared attrbw@ed experience, correspondingly, the
ongoing cost of maintaining ties is also expectethd lower between similar than between

dissimilar friends (Kossinets & Watts, 2009). Allese aspects hit on one key point that
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similar others are expected to provide more benétfian dissimilar ones, which is exactly
the genetic underpin for individual preference $amilar others according to evolutionary
geneticists.
3.3.1.1 Inclusive Fitness and Genetic Similarity Theory

From the genetic view, evolutionary success ultglyatlepends on passing down
maximum copies of one’s genes in the populatioméeSecould be passed down through
one’s own offspring, which is individual fitnessuBindividual fithess can’t explain altruistic
behaviors. Altruism as behaviors carried out todbémothers, which in extreme form
involves self-sacrifice, may diminish individualrfess because it runs with the risk of
reduced success in passing genes down to offsptingndividual fitness is the only
mechanism that works in natural selection, altiistdividuals would eventually be selected
against and die out in the population. The conasgtisive fithess was first brought up by
Hamilton in 1964 (Hamilton, 1964) to explain alsmi: as close relatives share some
identical genes, a gene can also increase its tamoduy success by promoting the
reproduction and survival of these related or atiwe similar individuals, which is inclusive
fitness. Thus individuals maximize their inclusiffeness rather than only their individual
fitness by increasing the success of passing ddwaned genes. Inclusive fitness theory
suggests the benefits from others who share geitbsyau for the evolutionary success of
your own genes. Thus, individuals may favor gemdlticsimilar others and provide altruism.
Study has shown that the self-reported likelihobdsking one’s life to save other’s life is a
function of the degree of genetic relatedness batwibe help provider and beneficiary
(Burnstein, Crandall, & Kitayama, 1994). Inclusifitness is more generalized than just

genetically related kinship, friendship, as a mliyusupportive environment, arguably is the
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altruism provided by individuals to their genetlgaimilar others.

Rushton extended Hamilton’s theory of inclusivendds, and developed genetic
similarity theory(J P Rushton, Russell, & Wells,859 J Philippe Rushton, 1989, 2005) .
According to Rushton, “if a gene can better enstsewn survival by acting so to bring
about the reproduction of family members with whibishares copies, then it can also do so
by bringing about the reproduction of organism imak copies can be found. This would be
an alternative way for genes to propagate themseRather than merely protecting kin at
the expense of strangers, if organisms could itleigenetically similar organisms, they
could exhibit altruism toward those strangers alb agetoward kin”, he further explained that
organisms identify genetically similar organismsKay recognition, “a gene has two effects:
it causes individuals who have it (1) to grow aegrdeard and (2) to behave altruistically
toward green bearded individuals. The green beardes as a recognition cue for the
altruism gene. Altruism could therefor occur withabe need for the individuals to be
directly related.” Thus, “genetically similar peeptend to seek one another out and to
provide mutually supportive environments such agiange, friendship and social groups” (J
Philippe Rushton, 1989). Although Rushton’s gensimilarity theory is controversial and
criticized (Allen, Eriksson, Fellman, Parisi, & \@@nberg, 1992; Cain & Vanderwolf, 1990),
it still sheds some light on evolutionary perspeegion genetic homophily.

According to evolutionary biology, the preferenoesimilar others are encoded in our
genes. Though it is unlikely that people would clire observe genotypes of others around
them, they would observe similar phenotypes, wisigggest underlying genetic similarity.
Preference and favorable acts to phenotypicallyil@imothers provide evolutionary

advantages for genes to survive and thrive.
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3.3.1.2 Active Gene-Environment Correlation

Another view on roles of genes in shaping friendgtiocess involves active gene-
environment correlation. This perspective has iitgio from behavioral genetics which long
has its interest in individual's ability to shamtructure and select environments. Evidence
has shown the roles of genes in shaping friendsige - a crucial aspect of social
environment (Daniels & Plomin, 1985; Guo, 2006)udis also suggested that genetic
factors might influence individual’'s exposure t@fds. Rowe and Osgood (Rowe & Osgood,
1984) used adolescent twins to study delinquen®jy results revealed not only the anti-
social behavior was largely heritable, but the @atron between the delinquency of an
individual and the delinquency of his friends wasnefically mediated, that is, the
adolescents genetically predisposed to delinquevene also more inclined to seek each
other out for friendship. A more recent study fami®n adolescent alcohol and tobacco use
(Harden, Hill, Turkheimer, & Emery, 2008) and foutlcht some genetic factors related to an
adolescent’s own substance use and other genetardandependent of substance use were
both linked to increased exposure to best frienitls ieavy substance use.

Behavioral genetic theories have asserted an ohags genotype may be partially
responsible for shaping, structuring and selecengironments that are compatible with
his/her genetic disposition and allow optimum gerpression (Scarr & McCartney, 1983),
the process by which genetic predisposition affdasenvironment one exposes to is known
as active gene-environment correlation (Rutter ke3g, 2002).

Active gene-environment correlation offers an intaot explanation for why people
associate with genetically similar others. Manyspeality factors are at least partially

heritable, and many behavioral traits, such asesgire and violent behaviors are found with
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genetic origin (Guo, Roettger & Cai, 2008). For rapde, for some adolescents, especially
those with a proclivity to engage in delinquenaoslimjuent peer groups may be particularly
appealing. Other teenagers, particularly those areonot inclined to delinquency, may veer
away from delinquent peers and select more praabqmeers to be friend with. It is
ubiquitous that individuals seek out and selecénis that are compatible with their
personalities, attitudes and behaviors. In thigctge genes that influence such personality,
attitudinal and behavioral characteristics are #t@genes that aid in the creation of social
ties with others of similar genotypes. Geneticaliyilar peers constitute the important social
environment that is conducive to individual's owengtic expression.

3.3.2 Induced homophily

According to choice homophily perspective, geney mlay active roles in shaping
individual preferences for friends and thus leadgémetic homophily in social networks.
Meanwhile, no behavior would occur in a vacuum, Hezond perspective — induced
homophily — compliments the first perspective angpbasizes on the influences of social
structures. Social structures may influence genétenophily in the way that sort
homogeneous people into socially and geographicatlyximate positions, thus shape
potential pools of friends from which individualsagnchoose.

It is known that individuals are not uniformly dibuted in geographic or social
spaces; they are sorted into social structuresday gender, race, occupation, education,
wealth, workplace, neighborhoods, voluntary orgatins etc. People in the shared
structural environments are more homogeneous ti@apdpulation at large. An individual’'s
choice of relations is heavily influenced by theviemnments of his or her life that expose

him or her to the similar acquaintances who shaee eénvironment, while effectively
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excluding many different others (Feld 1981, 198Rarta 1993). Thus, even without
individual preference for similar others, the stasal constrain on available choices and
homogeneity of these choices will generate pattérinomophily. The pattern caused by
homogeneity of structural opportunities for intdiaags is induced homophilfMcPherson
and Smith-Lovin 1987).

Not all structural factors that give rise to indddeomophily would lead to genetic
homogeneity. For example, friendship is known td apon age, while age homophily would
not contribute to genetic correlations as peopiesotypes do not vary by age. Only those
upon which individuals are sorted but at the same tlinked to genes would lead to
correlated genotypes among friends. Geographicsaoal propinquities are the two major
structural factors of this kind that lead to passgenetic correlations, which means friend
selections are not based on certain genes, butigdrmmophily based on these genes still
arise as an outcome.
3.3.2.1 Geographic Proximity

The most basic structural source of genetic homypphgeographic propinquity. Due
to human migration history and populations’ adapiato local environments, groups that
are geographically distant tend to develop distiinetjuencies of genotypes (Novembre,
2008), that is population stratification. Humangraied out of Africa from 100,000 years
ago; subgroups of the origin population migrateditferent geographic locations by random
and possessed distinct subsets of genotypes frewridin population. Effects of the random
changes in gene pool are maintained by assortatateng within geographically separated
areas (Cavalli-Sforza, Menozzi, & Piazza, 1996)n@&ie adaptations to local environments

also added to distinctions in genotypes acrossrgpbgal populations.
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Though, it should be noted that 85%-90% of gendiiersity occurs between
individuals within the population rather than bedénwepopulations or continents, which was
found in early studies on human diversity (Lewontl®72) and also confirmed by more
recent molecular genetic evidence (Rosenberg &@12). Moreover, most of these genetic
variations across populations resulted from theratign history tend to be selectively
neutral, that is, the genotypes tend not to corierctions that increase or decrease
evolutionary fitness (Cavalli-Sforza, Menozzi, &aPta, 1996). The neutral selection
suggests that most of genetic differences acrosghipopulations are random and unrelated
to human phenotypes.

Due to population stratification, genotypes mayesppto be more correlated within
geographically separate groups than between thamnweAhave more opportunities to contact
with those who are close to us in geographic locathan those who are distant, genetic
homophily may appear simply as a byproduct of theggaphic constrain.

An important social aspect associated with popaastratification is race. Due to
different origins, a small portion of genotypes amecific to each racial group, these
genotypes are neutral and don't yield any selectadvantages or disadvantages.
Interpersonal interactions are more likely to ocetthin racial groups because of social or
cultural reasons not because of individual prefeggor race related genotypes. Even though
such genotypes do not have anything to do withnéiship process, they still exhibit
associations among friends as an outcome.
3.3.2.2 Social Proximity

Besides geographic locations, individuals are dario socially proximate positions.

People vary genetically in disposition, they mayivaty choose occupations, workplaces,
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neighborhoods or voluntary organizations they findnducive to their dispositions.
Individuals may also be chosen or selected intéerdiht social contexts by institutional
mechanisms out of their control. For example, tidp process in some occupations may
select for people with specific career orientatam skills, which might be associated with
genetic predisposition. Similarly, individuals wifal to present adequate motivations and
skills may drop out of the institutions. Genetiegispositions may cause individuals to enter
or be selected into stratified social positionghui the social spaces, similar people gather.
Even thereafter they associate randomly, genetrodpbily may arise due to the social
structures.

3.4 Hypotheses

Both choice homophily and induced homophily, whobrrespond to active and
passive roles of genes, may give rise to genetrndphily among friends. To build up a
baseline, the study first tests the following hyssis:

Hypothesis 1: genetic correlation among friends (either reagatar non-reciprocal)
should exceed the level expected by chance basedaiaral factors (e.g. population
stratification, age, gender and race).

Beyond the baseline, it is also important to examuhether social contexts which
shape friendship opportunities would enable or ielate the possibility of genetic homophily.
The study then tests whether genetic homophilpigingent upon social contexts which
structure friendship opportunities.

There are reasons to expect that genetic homowilllgepend on friendship
opportunities in social contexts. In highly constesl social settings, individuals barely have

any choices regarding who they associate with, tgehemophily will be reduced or non-
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existent because there is little room for individmeference to take place. On the contrary, if
the environment provides great flexibility for intluals to choose their associates, the
autonomy over friendship selection will lead toleg expression of genetic propensity, thus
higher level of genetic homophily.

This leads to the second hypothesis:

Hypothesis 2. genetic homophily between friend dyads is corgirigupon social
constrain of friendship choice. Greater the comstraeaker the genetic homophily.

Friendship formation is an initiation-response @sx which always starts with one
individual making an offer of friendship to anotheshile the other person may or may not
respond (Hallinan, 1978). It is reasonable to elithat friendships that are reciprocated are
substantially different from those that are notrtHp, 1996), A further question the study
asks is whether such friendship dynamics give tsedifferentiated levels of genetic
similarities among reciprocal and non-reciprocedrfds.

Actually the initial homophily is further strengtied by friendship dynamics, that is,
friendships form and dissolve, overtime, ties bemvelissimilar individuals dissolve at a
higher rate, which sets the stage for the even miangar individuals within the social space
(Noel & Nyhan, 2011; O’'Malley & Christakis, 2011RReciprocal friendship is the type of
social tie that lasts much longer than non-recigkddendship, which leads to the following
hypothesis that

Hypothesis 3. genetic correlation among reciprocal friends $thdae stronger than

that among non-reciprocal friends.
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3.5 Methods
3.5.1 Data

The study uses two independent datasets with irftbom about genes, socio-
demographic attributes of respondents, as welhas df their social ties. The first data is
from the National Longitudinal Study of AdolesceHealth (Addhealth), a nationally
representative sample of U.S. adolescents. Thehiaed survey and the first wave of in
home survey were conducted in 1994, two years latd©96, a second wave of in home
survey followed. In all the three surveys, responslavere asked to name friefdsd to
provide more specific information about their fuasn In addition to the friendship
information, saliva DNA was collected for a subsémgf siblings pairs (n>2000) These
pairs include all adolescents who were identifisdtain pairs, siblings, half-siblings or
unrelated siblings raised together based on a mageof the in-school sample. The
genetically informative subsample, which is compbsé 2281 Addhealth respondents, is
similar in demographic composition to Addhealthl fsdmple (Jacobson & Rowe, 1998).
The DNA sample is analytical sample of the study.

The study realizes limitations of the geneticafiformative sample, as the friendships
analyzed here are only that between twins andsiblings, these friendships represent a
small subset of the total friendships involving A#tkalth respondents. However, after

carefully excluding friend pairs who are relatdtere is not much ground to suspect that the

® Friend nomination settings are different for sated schools and unsaturated schools. In the & &ard 10 small saturated
schools, where all students from the in-school $amgre surveyed in the in-home waves, students structed to
nominate up to 5 male and 5 female friends. Inusaturated schools, where not everyone in in-d@ople was
surveyed in the following in-home waves, each sttigeas only asked to name 1 male and 1 femaledsiefihe study
acknowledges that friends nominated in saturatéduasaturated settings are different regardingitieber and order of
friends, but as the study interests in comparissiwéen friends and random pairs, reciprocal andraoiprocal friends,
treating friends with different orders as equal ldawot bias the results.

" The DNA data is from Professor Guang Guo’s projamina 1536 genotyping in Add Health (NSF’s Humand Social

Dynamics program BCS-0826913). Saliva DNA of theagially informative subsample was genotyped ustieglllumina
1536 array including a panel of 186 AlMs, and teeatyping yielded good quality data.
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friendship subsample biases from the friendshipstample.

The study acknowledges that to study active rofegeaes in friendship selection, a
better question to ask would be whether geneticathilar people are more likely to become
friends, compared to random pairs. To answer thestijon, social network models such as
exponential-family random graph models which estarie probability of friendship ties as
a function of whole network dynamics are requitdthile constrained by the DNA sample,
social ties based on the subsample by no meansfiact the whole network process. Thus,
the following analysis actually answers to the ¢oes given that two people are friends,
whether they are more genetically similar than cengbairs.

The second data is from Roommate Study, a gengticdbrmative study based on
the campus of a southern university. Initially @sgents were sampled based on university
housing application. Given consideration of gendsnoking status, and other housing
preferences (such as dormitory type, campus latagtc.), housing applicants were
randomly paired up with roommates. 2080 of thedsad respondents participated in online
survey and provided saliva DNA sample (Guo et @Q9. The full Roommate Study sample
contains genetic information, while friendship infation was gathered very differently in
comparison to Add Health. In online survey, respmord were not asked to nominate their
friends, instead, a question about their relatigpsstvith roommates was asked: whether [the
roommate] was the type of person you would likdogofriends with even if you were not
roommates? Thus in Roommate Study, friends werg aniong roommates, who were
randomly paired up in the first place, and may aymot become friends as they got along.

Saliva DNA was collected in both studies. The sdinenina GoldGate assay was

used to genotype both saliva samples. After SN&sang and quality control, the two data
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yielded an identical set of 100 SNPs from 21 bebranglated genes, all the SNPs are of good
quality with both individual missing and SNP miggiless than 5% and Hardy-Weinberg
disequilibrium test no more significant than 5%.

It would be ideal if friend similarity could be axéned using the genome-wide data,
however, given this set of 100 SNPs, the study stdlyyield meaningful results given that
(1) the study design is very unique regarding t@lkadvantage of the same panel of DNA
collected in two very different friendship settin@ the 21 genes chosen for genotyping are
those that were already known to have significéfiects on human social behaviors, thus are
more targeted than genome-wide data and may yighdfisant results even given the limited
number of SNPs .
3.5.2Mode
3.5.2.1 Estimating the Whole Set of SNPs Simultaneously

This study looks at genetic similarity betweenrde not on the basis of individual
SNPs, but of all the 100 SNPs as a whole. The mittdedll 100 SNPs simultaneously and
estimates variation explained by all SNPs togethke following model estimates genetic
similarity over all 100 SNPs for a specific friepdir.

Y=XB +Zu+ ¢

The outcome variabley; is the dosage of minor alleles for a SNP, which is

standardized with mean =0 and standard deviatioir12 indexing two people in a friend
pair and j=1, 2, ...., 100 indexing the SNIXsis a matrix of observed variables such as
structural factors used as contrglss a vector of the effects of. Z is a matrix containing
information of groups, SNP ID is used to specifgugps when estimating friend-pair-specific

correlation over all the SNPs.is a random vector withi~N(0,52) where i=1, 2,..., 100 for

46



the number of SNPs.is a vector of residual effects witk N(0,152).

The model reports rho value which is the intralasrrelation and allows both
positive and negative correlations. For a speéifend pair, greater the rho value, greater the
similarity between friends over the 100 SNPs.
3.5.2.2 Simulation

The above model estimates overall genetic coraglabased on the set of 100
behavior related SNPs for any given pair. To ansthier question whether there is more
clustering of genotypes among friend pairs thanhtniigg expected due to chance, the level of
genetic clustering for friend pairs will be estie@t furthermore a simulation will be
conducted to assess the level of genetic clustdsinghance alone. Preserving the same
origin population and sample size of friend paswrsample of random pairs will be generated
for thousands of times in order to establish theelae for genetic clustering —distribution of
average rho values -- among random pairs.

This simulation test thus provides a way to testrhll hypothesis that the observed
genetic clustering among friends is no greater tt@n genetic clustering by random.
Observed genetic correlation in friend pairs wil tompared to the distribution of random
genetic correlations, a low p value would suggbstdbserved friend genotype correlation
was very unlikely to emerge due to chance alone.
3.5.2.3 Modedl Validation

To evaluate validity of this method for estimatiggnetic homophily, the study
performs the analysis upon samples of known retetesl Addhealth gathered 556 pairs of
full siblings, 19 pairs of identical twins and 1pB6&irs of fraternal twins with both DNA and

survey information. If the estimated genetic simiijafor full siblings and fraternal twins is
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around 0.5 and that for identical twins is aroundhe model yields reliable estimates on
genetic similarity.
3.5.2.4 Control for Population Stratification

As noted, population stratification could resultaorrelated genotypes between two
individuals who are simply geographically closeyeéduce the likelihood of false-positives,
the study uses principle component approach(PCAjctwis widely applied in genetic
studies and has been proven effective in contigolfor population admixture (Price et al.,
2006), to control for the population stratificatio

The principle component analysis was implementet thie software EIGENSTRAT,
the estimation yields three principle componentseiach genetic sample, and the principle
components could be interpreted as bio-ancestmgscwhich correspond to the percentages
of Asian, European and African ancestry respectj\eahd the three scores add up to 100%.
The bio-ancestry scores are introduced as coritrdle above mixed model.

The estimation of population substructure relies anpanel of 186 ancestral
informative markers (AIMs), which are selectivelgutral genetic polymorphisms whose
allele frequencies differ significantly across plgpons (Frudakis et al., 2003). The panel
was specially designed for detecting continentgbutetions of Europeans, Sub-Saharan
Africans and East Asians, and studies have showat tiegarding accuracy and
informativeness of the AIM panel, 100 — 160 AlMsrevsufficient when the sample size was
roughly 1000 (Rosenberg et al., 2002). It is worbticing that the AIMs panel is
independent from the panel of behavior related gene
3.5.3 Measures

3.5.3.1 Friend Pairs: Reciprocal vs. Non-reciprocal
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In Addhealth, respondents were asked to nominatée naad female friends
respectively.

In roommate study, respondents were asked whetleerobommate was the type of
person he or she would be friends with even if there not roommates. Respondents
sometimes name family members as “friends”, in dhalysis, all nominations to parents,
siblings, half-siblings, adopted siblings, auntsclas, nephews, nieces and cousins are
excluded out of friendship ties. Though in the tetadies, measures for friend pairs are
different, the way to distinguish reciprocal andn#reciprocal friend pairs is generally
applicable: if the friendship nominations betwewn people are mutual, then the two people
are considered as a reciprocal friend pair. Ifrtbmination is unilateral, then the two people
connected by the unilateral tie are considerednaraciprocal pair.
3.5.3.2 Control Variables

The structural factors including self-reported ragender, age and mother’s
education, which may shape friendship process,cargrolled when estimating genetic
homophily. Race is measured by a categorical viarialith mutually exclusive racial
categories: Hispanic, multiracial, Non-Hispanic tehiNon-Hispanic African America, Non-
Hispanic Asian, and Non-Hispanic other. Gender dscaotomous variable with male as the
reference category, age is continuous and motleeitsation is measured by a categorical
variable (less than high school, high school, saoleege and college graduates and more
than college) which captures mother’s highest lev¥educational attainment.

3.6 Results
The study first presents descriptive statistics AoldHealth and Roommate Study

analytical samples. By comparing AddHealth DNA skmpith the wave Il full sample, it
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shows that the analytical sample is comparableddHealth full sample with regard to all

social demographic variables. The table also ptesicomparison between AddHealth and
Roommate Study analytical samples, Roommate Stadyle was composed of college
students who were older than adolescents in Addhleaimple. Roommate Study sample
had more whites and females, and had parents wvigiheh level of education. Though

variation in socio-demographic backgrounds may l¢addifferent friendship processes

among AddHealth and Roommate Study respondentssttity would argue that the major
difference came from contextual constrains on &s#ip opportunities. For AddHealth,

respondents had the opportunity to name any othdest in the school as a friend; while for
Roommate Study, the friendship opportunity was tramsed between randomly paired

roommates. The contextual constrains, rather tlwmoglemographic backgrounds, may
shape genetic homophily among friends.

Table 10 presents number of friend pairs from the samples, there are 895 pairs of
friends out of 2281 AddHealth DNA sample, less thaof friends are reciprocal pairs. Out
of 2080 Roommate Study sample, there are 426 frgs and around half of them are
reciprocal.

The study first answers to the question whethergercorrelation among friends
exceeds the level expected by chance based omtustalufactors. As shown in table 3, for 206
pairs of AddHealth reciprocal friends, the averggaetic correlation based on 100 behavior
related SNPs, presented by average rho value,0¥70.even after controlling for bio-
ancestries and other socio-demographic covaribtwes206 random pairs (related pairs were
excluded) which were drawn from the same AddHeBINA sample, the average genetic

correlations fell into a distribution with 0.00232an and 0.0074 standard deviation. Average
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genetic correlation for 206 AddHealth reciprocaétifids is significantly greater (p=1.12E-11)
than the level of random pairs, thus the first hiipsis is supported. The hypothesis is
further validated by AddHealth non-reciprocal fiden though the genetic correlation is
slightly lower than that for reciprocal friends @39 vs. 0.047), it still exceeds the level
expected by chance (p=1.02E-6 ).

For Roommate Study, the results tell a very differstory. The average genetic
correlations for reciprocal and non-reciprocal ride are 0.0075 and 0.0048 respectively,
neither exceeds the level of random pairs. On @mel hthe result is not surprising regarding
that Roommate Study friends were randomly paireshnmates in the first place, thus their
genetic similarity level should not exceed the leserandom pairs. On the other hand, it
supports the second hypothesis and unravels theriamre of contextual constrains in
shaping friend genetic homophily.

Table 11 also shows that average genetic simil&oityull siblings and DZ twins is
around 0.5 and that for MZ twins is around 1, wheeltidates the approach for estimating
genetic homophily.

Figure 3 presents comparison of observed rho Valuearious pairs to simulated rho
values in 3000 simulations in which pairs were mnty drawn, keeping the original
population and sample size of observed pairs. €balts show that for AddHealth friends,
both reciprocal and non-reciprocal, observed rhimesfall in the tails of the simulated
distribution and therefore are very unlikely due d¢bance. Observed rho values for
Roommate Study friends are less extreme, and trerehore likely to have occurred by
chance.

Table 12 answers to the question whether recipfoeslds are more genetically alike
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than non-reciprocal friends. According to two saenphean test, the average genetic
similarity for reciprocal pairs is moderately gmatthan that for non-reciprocal pairs
(p=0.069), and figure 4 visualizes the comparisetwben the two types of friend pairs
regarding pair specific genetic correlations. Toeah robustness of the findings, the
comparison was conducted for in-school, wave | Hnghirs respectively, and the results
show that the genetic similarity for reciprocalefids appears to be consistently greater,
though at a moderate level, than that for non-recgl friends across waves.
3.7 Conclusion and Discussion

The results are both consistent and provide impogatensions to prior work. First,
with an expanded understanding of the relationdbepveen genes and the behavioral
outcomes, the results show that, instead of indaliggpolymorphism, friends are more alike
than random pairs based on a set of behavior celggees. The finding is important as it
provides a more comprehensive baseline for frieipdgbnetic homophily, and moreover it
suggests that friends might be positively correlattn some markers and negatively
correlated on others, while overall it presentsegierhomophily instead of heterophily.

Beyond the baseline genetic homophily, the findih@t reciprocal friends are
moderately more alike than non-reciprocal friendghier supports the role of genes in
friendship formation. As friendship is an initiatio- response process, when a friend
nomination is received, whether to reciprocateréiationship involves an additional round
of friendship decision. Greater genetic similaatyong reciprocal friends does suggest that
genetic homophily is driven by individual preferesdor genetically similar others as friends.

Inclusive fitness/genetic similarity theory and iaetgene-environment correlation

provide theoretical explanations for why genetmikirity may drive the way people make
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friends, besides the interests in exploring genfiitors which explain complex behaviors
such as friendship, the study also reveals the iitapbroles played by social structures in the
extent to which genetic factors matter. Socialdesimay structure relationships that enable
or eliminate the possibility of genetic homophityfriendships.

The level of genetic homophily varies consideralalgross two studies, and
differences in contextual constrains on friendsthpice account for observed differences in
genetic homophily. AddHealth allowed respondentsntuminate friends freely, while
Roommate study asked whether respondents consitteredndomly assigned roommate as
a friend. Differences in the two settings have gmeglications for expression of friendship
preference. In Roommate study, even roommate bedoiereds eventually, they were
randomly paired up in the first place, thus theagel lheen no room for selecting preferred
friends. For Addhealth, friendship formation occums a more complicated setting (1)
Addhealth provides big enough a pool of potenti@nids to choose from (2) Addhealth also
offers foci of activities (classes, interest cldis.) which bring together disproportionately
homogenous sets of people as well as the posgibiliriendship transitivity.

The study focuses on two school settings while fthéings are relevant in more
broadly defined social environments. In highly doased social settings, the influence of
genetic factors on friendship formation will be wedd or nonexistent because there is very
little room for subtle genetic influences to takage. While in environments which provide
greater flexibility and autonomy for individuals $elect their friends, genotype may become
a relatively more important factor with respectfiendship selection. The study highlights
the importance of both active process of friencect&n and contextual mechanisms for

genetic homophily among friends, furthermore thg@antance of incorporating contextual
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factors while exploring genetic explanations forh&aors such as friendship, also the
necessity of integrating genetic theories and Béeg into the exploration of sociological
inquires.

Finally, the study asks for further explorationtiois line of inquiry. First, it would be
interesting to look over the whole genome and tplae the homophily with broadened
view of genome. Second, the study asks for a mormapecehensive framework which
incorporates phenotype measures in the current Inddsestly, the results about reciprocal

and non-reciprocal friends are tentative and askréplication and further investigation.
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CHAPTER 4

FRIENDSHIP RECIPROCITY AND SOCIAL NETWORK CENTRALN:
HOMOPHILY OR STATUS ASYMMETRY

4.1 Introduction

Reciprocity is one of the expectations about affeatelations (Laursen, 1993). When
it comes to friendship between two individuals, tBkationship is commonly assumed to be
mutual in nature (Freeman, 1992), that it, if Algmes Bob as a friend, people tend to believe
that Bob sees Alice as a friend as well. Whilesaggested by a study as early in 1970s,
friendship is an initiation-response phenomenoe,gtocess of making friends always starts
with one individual making an offer of friendship &another, while the other person may or
may not respond (Hallinan, 1978). Actually, nonipeacated relationships have been rather
common in friendship networks, for example, only2&0f the friendship nominations in
adolescent social networks were reciprocated (Mo&w Entwisle, 2006). Similar
phenomenon was observed in adult social networkgetisanother study (Mollica, Gray, &
Trevino, 2003) found that over one third of theefiaship ties they initially measured were
unreciprocated. Unreciprocated friendships tentb&al to lower levels of positive feelings
than mutual friendships (Mendelson & Kay, 2003ysttunilateral ties are rather fragile in
nature. An offer of friendship can make a mutua tnhore likely to arise relative to
nonexistent relationship, while unilateral friengishare fundamentally short lived if they fail
to become reciprocal (Rivera et al., 2010).

It is reasonable to believe that friendships tha&t eeciprocated are substantially



different from those that are not (Hartup, 1996)James Coleman’s seminal essay on social
capital, reciprocity of expectations and norms e omportant feature of social capital,
similarly, reciprocal friendships are superior sbdapital resources than non-reciprocal ones;
reciprocal friends are also more emotionally supperand better sources of information
gathering (Plickert, Coté, & Wellman, 2007). Forokscents, reciprocal friendship is
associated with increased school belonging anceibattademic performance (Vaquera &
Kao, 2008).

Friendship reciprocity is important not only becaust its impact on individual
outcomes, but also because of its implications docial network properties. Schaefer
(Schaefer, 2012) used a laboratory experiment awbated that overtime individuals
adjusted their friend seeking strategies to ineeasiprocity, more interestingly, he found
that non-reciprocity was a mechanism resulting nareasing level of homophily in the
network.

Despite the importance of friendship reciprocityisi still a relatively open area of
inquiry (Rivera et al., 2010). A fundamental quasstwhich has not been extensively studied
is why some relationships are reciprocated whileers are not. Unreciprocated relationships
always suggest status hierarchies, Gould (Gould226ommented “someone who pays less
attention to you than you pay to her implicitly egs that she is superior to you in status. If
you do not respond by withdrawing your attentioay yhave implicitly agreed.” Similarly,
the study of Vaquera and Kao (Vaquera & Kao, 2008nd that adolescents from higher
SES families, measured by mother’s education, exjdygher rates of friendship reciprocity.
Olk and Gibbons (Olk & Gibbons, 2010) explored ridehip reciprocity among executive

MBA students and also found that unreciprocateshtiship flew from a person with lower
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gatekeeping power -- the access and control overnration traveling through the local
grapevine -- to a person with high gatekeeping podéthe studies suggest that status may
play an important role in friendship reciprocation.

Social status has many dimensions which are diffftcumeasure comprehensively.
This study primarily focuses on one status dimensigarding one’s position within the
social network -- the social network centrality.n@ality is a fundamental measure of the
importance of individuals in social networks; imfamce of this measure was already
stressed in early works of Bavelas (Bavelas, 1848)more recent work such as Wasserman
and Faust (Wasserman & Faust, 1994). Centraligomal networks is increasingly used as
explanations of individual outcome and decisionsapkical evidence has shown that
centrality was important regarding peer influen@arfa L Haynie, 2001), creativity of
workers (Perry-Smith & Shalley, 2003) and the flofsinformation (Borgatti, 2005). Due to
greater impacts on others in the network, betteess to information, human capital and
other precious resources, central position in aatoetwork always equates to power and
status.

The study looks at centrality in global insteadladal networks. Global network
centrality concerns not only direct connectionsniividuals, which compose local or ego
networks, but also indirect connections througlenids of their friends, friends of their
friends’ friends etc., which determine the positiiat an individual occupies in the social
space. Although global network centrality coulddmeideal proxy for one’s relative status in
the peer group, this measure also presents chalidiog the study, such as reserve causality.
The study interests in the causal effect of one®vork position on his or her friendship

experience, while it is equally plausible that enigiendship actions may have consequences
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for the space he or she possesses in the socrbnkeds well. One approach to deal with the
reserve causality is to set up appropriate tempordering. Fortunately, the National

Longitudinal Study of Adolescent Health (Add Healtheasured friendship and network
dynamics in multiple waves and provided valuablpasfunities to study the causal effect of
social network centrality at an earlier time pantthe consequent friendship reciprocity.

Furthermore, although individual decisions on farghand declining direct friendship
ties may have influences on his or her network tfsi the influences are likely to occur
within the boundary of ego networks, and it is cemble to believe that the effects that
ripple through local networks to global networks &imited, given the nature of the global
network structure that is composed of a few ditest but numerous indirect ties which are
far beyond control of individuals. Additionally, gescially for children and adolescents, many
of them have to wait until a peer group selectsnthathough they may later decide to accept
or not. The number and type of networks open éotlare limited by many factors including
age, gender, culture, and socio-economic backgrowhtch may be even more important
factors than personality or behavior orientatiorrof@n, Lohr, & Trujillo, 1990). This
suggests that individuals do not have as much ebatd freedom in deciding their positions
in the global network.

By examining how network positions of respondemis people who nominated them
as friends affect the likelihood of friendship @acity, the study intends to answer the basic
guestion: when it comes to the decision of buildmngutual relationship, what do people
value about the potential friends? The study isdoated within the context of school-based
networks using the National Longitudinal Study afofescent Health (AddHealth). Although

not all friendships of adolescents occur withinaguk, schoolmates compose the majority of
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friend pool adolescents are likely to select, tsaBool setting allows to capture much of
adolescents’ social universe. Understanding adeteésschool-based networks is of great
importance because adolescence is a life stagerégaby increased influence from peers
and decreased influence from parents (Larson & ®ert899), and adolescents learn social
rules, negotiate social roles and gain social stéugely through interacting with peers.
Furthermore, the specific school setting allows tasstudy the general properties of
friendship reciprocity that likely generalize tdet social contexts and broader populations.
4.2 Theories

The study draws on two theoretical orientationsexplain friendship reciprocity:
homophily and status asymmetry. Both perspectivesern about a basic question, what do
people prefer or value about their potential freEhdo people prefer someone similar to
them or someone with higher status as friends? rlaf,bthe homophily perspective
emphasizes on individual preference for similaatyd infers that similarity enhances the
likelihood of relationship reciprocity. Status asyetry perspective postulates that when
individuals share common definition of status, tipegfer higher status partners, thus higher
status is always associated with favorable frieqmshtcomes including reciprocity.
4.2.1 Homohpily

Several theories explain to whom people make fgerlde most prominent one is
homophily perspective: birds of a feather flockethger. Here the term “homophily” refers to
“the love of the similar”, which is a tie formatianechanism based on individual preference.
In the second paper “genetic homophily in sociaivoeks”, the term was used slightly
differently to connotate compositional featuresnetworks which are outcomes of such tie

formation mechanisms, which is a synonym for “hoerugty”.
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This line of study can be traced back as early 304, Lazersfeld and Merton’s
(Lazersfeld & Merton, 1954) analyzed friendshipesébn among adults and used the term
“homophily” to refer to “a tendency for friendships form between those who are alike in
some designated respect” . This landmark work ¢tk to a rich tradition of research that
investigated the tendency toward similarity in @ety of social settings, and it is universally
found that the greater the similarity between twdividuals, the more likely they are to
establish a connection (Mcpherson, Smith-lovin, ok, 2001).

People may prefer similar others for many reasdns,general, homophilous
relationships are more rewarding: homophily hasnbdeend to reduce interpersonal strain
(Newcomb, 1961), facilitate communication (RogersBBowmik, 1970), reinforce beliefs
and identity (Byrne, 1971) and increase coordimafi@ole & Teboul, 2004).Similar others
also have longer (Ledbetter, Griffin, & Sparks, 2Zp@nd more intimate friendships (Biesanz,
West, & Millevoi, 2007; Heller & Wood, 1998).

Beyond individual preferences, there are structuealsons that may give rise to
friendship reciprocity as well. It is intuitive thpeople in socially and physically proximate
positions have greater opportunities to interacthwand more ease to maintain the
relationship with each other than people who areafaart. Familiarity and interaction are
simply the reasons that cultivate mutual friendship

Thus due to individual preferences or structuratdes, the homophily perspective
predicts that the more similar the ego and alteragarding social status, the more likely the
friendship is reciprocated.

4.2.2 StatusAsymmetry

Homogeneity regarding numerous types of attribar@eng friends seems the most
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robust empirical regularity in social world (Mcphlen et al., 2001), while the resemblance as
an outcome may or may not reflect the true prefaran intimate relationships in the first
place.

The role of attractiveness in mate selection attacted researchers’ interest (Roth &
Sotomayor, 1990). It is widely observed that cospleften have similar levels of
attractiveness: do people prefer similarly attkacpartners in the first place? Opposite to the
matching hypothesis which was proposed in 19603sf@fa Aronson, Abrahams, & Rottman,
1966) and predicted that individuals prefer pagneho are as attractive as they are; early
studies found that most subjects preferred partwlrs are more attractive than themselves.
Another example is depression homophily. Depregsedh are friends with each other not
because they prefer each other, but they are namgvye and withdrawn, their peers do not
select them as friends, thus they are left withyotllemselves to befriend (Schaefer,
2012).Deviations from preference for similarity melgo be observed for other less desirable
traits such as aggression (Sijtsema et al., 2006) abesity (Crosnoe, Frank, & Mueller,
2008). Rejection, exclusion and avoidance rathan greference for similarity were used to
explain the homogenous ties. Thus the status astmymerspective assumes that when
individuals share a common definition of value ytladévays prefer higher value partners, the
differences between ego and alter in value reswdtatus asymmetry.

However, the status asymmetry perspective may @ed o be seen as contradicting
the homophily perspective. In the context of extegdriendship offers, one may seek for
higher value partners in the first place, while @edicted by social exchange theory
(Emerson, 1976), the gesture may not be rewardeeturn, the fear for rejection or the

desire for mutuality drives the individuals to astjuheir preferences and results in a shift
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from higher to similar value targets who are makely to name them as friends in return. In
the context of friendship reciprocation, given ttfa friendship offer is already extended
from ego to alter, whether alter responds to thstuge depends on alter’s preference and his
or her evaluation on ego’s value, while such pesfee is not subject to adjustment due to
fear for rejection. Moreover, the two perspectigetially complement each other by looking
at both distance and directionality in the dyadstations. The homophily perspective
concerns about the distance or difference betwegn amd alter regarding attributes of
interest, while status asymmetry perspective agdanother dimension by looking at the
relative positions of ego and alter in the valuecsum, and gives additional leverage to
answer the question given the distance or simyldvétween ego and alter, whether their
relative position matters.
4.3 Hypotheses

Based on the two theoretical orientations, the ystexmines how social network
centrality influences friendship reciprocity thrédugmechanisms at relational level.
Relationship formation always requires that indidts find something attractive in one
another to motivate further interaction (Fine, 19&imilarly, when ego extends friendship
to alter, whether the friendship will be reciprashidepends on ego’s “attractiveness” to the
alter. According to the homophily perspective, #tier would view someone who possesses
a position that is similar or close to his or hemoas attractive, thus smaller the centrality
difference between ego and alter, greater the piblyeego’s nomination being reciprocated.
This gives rise to theomophily hypothesis:

Hypothesis 1: the social network position distance between agd alter matters,

greater the distance, smaller the likelihood offecation.
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Homophily perspective only addresses the issuedeganetwork distance between
two people linked by a friendship nomination; amstBqually important dimension involves
the relative position of the two people, whichhis focus of status asymmetry perspective.

Status asymmetry perspective predicts that ther alWeuld view someone who
possesses a higher status as attractive, thuseldeve position of ego and alter matters,
when the relationship is extended from someonenmee central position to the other in a
less central position, it is more likely to be procated than that extended from the reserve
way. The study derives the following hypothesisdolagnstatus asymmetry per spective:

Hypothesis 2: friendships offered by people with a more cenpaskition in the
network to people with a less central position arere likely to be reciprocated than
friendships offered in the reserve way.

As acknowledged in above theoretical discussioa two perspectives may not need
to be viewed as contradicting each other; actudidy may coexist and complement each
other. That is, if the status asymmetry hypothesidrue, people in general prefer to
reciprocate nominations from people with highetutsaamong all the nomination senders
with higher status, people may still prefer thosthwmaller status distance, which supports
homophily hypothesis as well. Meanwhile, if the laphily hypothesis is true, the likelihood
of friendship reciprocity should decrease withisadistance, but the negative effect of status
distance may differ for dyads where the nominatiender is of higher status and where the
nomination sender is of lower status. If the negagffect of status distance is smaller when
the nomination sender is of higher status, it sugEiatus asymmetry hypothesis as well.

Hypothesis 3: if both the homophily and status asymmetry hyps#s are true, the

negative effect of status distance on friendshigprecity should be smaller when the
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nomination sender is of higher status.
4.4 Data and Methods
4.4.1 Data

The study uses data from in-school and wave | @fNhtional Longitudinal Study of
Adolescent Health (Add Health), whose rich soci@twork data provides a unique
opportunity for investigating the associations hedw network centrality and friendship
reciprocity in a nationally representative sam@led Health uses a multistage, clustered
sampling design which selected a nationally reptad¢iwe sample of 132 middle and high
schools. Add Health was first initiated with theschool survey between 1994 and 1995. A
subsample of participants from the initial in-schearvey was then selected for an in-depth
in-home survey two months later.

As the study intends to rule out reverse causd#iitysetting temporal ordering of
network centrality and friendship reciprocity, ich®ol centrality will be used to predict
wave | friendship outcomes. The two-month windowalszn in-school and wave | provides
a great time opportunity to study friendship reoty, first it allows one’s social network
position as an antecedent of following friendshgeidion, meanwhile, centrality measure at
in-school survey serves as a good proxy for onete/ark position at wave | when friendship
decision occurred, as one’s network centrality &hoot change much during the two-month
time window.

In both in-school and wave | in-home surveys, paréints received a roster of all
students enrolled in their school and their sisemder school. At in-school survey, all
participants were asked to nominate up to five raale five female friends. At wave |, only

a subsample of in-school respondents was survély@darge and 10 small saturated schools,
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in which all in-school respondents were surveyedpondents were asked to nominate up to
five male and five female friends; in other unsated schools, where not every in-school
respondent was surveyed, respondents were askedntmate only 1 male and 1 female
friends. The nominated friends who were not foumdtloe roster are excluded from the
analyses because no data were available for theimndship network measures were
constructed based on the in-school friend nominatiavhich provided global pictures of
school networks.

In the in-school survey, all students in attendaimcéhe participating schools were
given self-administered questionnaires, which yadida sample of 90,118 adolescents. In
principle, all students in schools were targetedctvtallowed generating complete school
network data. While among the 132 participatingost$, only 129 out of them had more
than 50% of the student body completed the in-sictpeestionnaires. In order to get accurate
network measures, only the 129 instead of 132 dstvaere used in following analyses.

Within the 129 schools, 14,319 students particgbate the wave | in-home data
survey as well. 10,498 out of the 14,319 studerdd kalid friend nominations and
identifiable friends. Thus, the analytical sam@ecomposed of the 10,498 adolescents with
valid in-school network measures, wave | in-homeavey information and friend
nominations. Comparing with AddHealth full samptee analytical sample has slightly
greater proportions of females, whites and studeitts higher parental education, overall, it
is comparable to wave | in-home survey sample diggrsocio-demographic characteristics.
4.4.2 Measures
Dependent variable

As the study interests in the impacts of in-schemadial network position on wave |
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friendship decision, the major outcome of interefiiendship reciprocity will be constructed
based on wave | friend nominatiog.iendship reciprocity concerns whether a friendship
nomination from ego i to alter j is reciprocateddas measured by a dummy variable with
value 1 indicating a reciprocated nomination ande/® indicating an unreciprocated one.

A potential concern associated with the reciprosigasure originates from the study
design which instructed respondents to nominatetapa certain number of friends.
Friendship nominations are always directed to pampurdividuals; meanwhile, the person
who receives a lot of friendship nominations prdpahlso possesses a central network
position. Given the limited number of nominationseomay reciprocate, the greater the
number of received nominations, the smaller theo@rion one may reciprocate, it may
create the phenomenon that people in the centsp@él networks are also less likely to
reciprocate other’s nominations, which may justtbe artifact of the friend nomination
design.

Robustness test is conducted to address the paiterds, the test asks the question,
contingent upon the friendship nominations one iveseand the constrained number of
nominations one may reciprocate, and how one wma#e the reciprocation decision. The
guestion is examined using discrete choice modedhich received nominations are viewed
as discrete alternatives and friendship recipraoiglves choices between the alternatives.
Independent variables

Drawing upon the centrality measures used by Hdasl §Haas, Schaefer, &
Kornienko, 2010), the study measures one’s posiito a global network bynfluence
domain andBonacich centrality. The two measures are parallel to meanwhile @iffefrom

local network measures in-degree and out-degrgardang that in-degree and out-degree are
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constructed upon direct connections, while globetwork measures including influence
domain and Bonacich centrality are based upon tho#ict and indirect connections.

Influence domain and Bonacich centrality capturféedént aspects of centralftgnd
how active individuals are in the broader schoaeltert, not just with their groups of friends.
Using outgoing ties, Bonacich centrality measuhesinfluence of an individual in a network.
It assigns relative scores to all individuals ire thetwork based on the concept that
connections to high-scoring individuals contribatere to the score of one’s own than equal
connections to low-scoring individuals. More speailly, it weights ego’s centrality by the
centrality of people to whom he or she sends nomeins (Phillip Bonacich, 1987).

Bonacich centrality score would be high when indiials are connected to those who
are themselves well-connected and is often usesh asdicator of sociometric popularity (P
Bonacich, 2007). Itis calculated according toftilowing formula:

Bonacich Centrality of X(a, B) = a* (I — B = X)"1X1

Where X contains all friendship nominations in tben of an adjacency matrix; is
a scaling factor;p is a power weight reflecting the degree of dependeof actor’s
importance on the extent of importance of the slterwhom the ego sends friendship ties; |
is the identical matrix; and 1 is a vector of 1s.

Given that the survey design that only a certaimiper of friendship nominations
were allowed, Bonacich’s centrality for the gregas people who sent out more than 10
friendship offers yields an underestimation. Examgncentrality through incoming along
with outgoing ties is important for overcoming sunkasurement errors. Influence domain is
the other centrality measure which is based upenntimber of incoming ties, others who

nominate ego. Influence domain measures the nuofbaiters who can reach ego through

8 Pearson’s correlation between influence domainBmmhcich centrality is 0.19 based on analyticaisla of the study.

67



direct and indirect connections. Given that the sneais sensitive to the size of a school, it
was standardized by dividing the size of schoolvoét to create a proportion.

On one hand, if results for the two measures dba@loetwork positions converge, it
provides cross validation for measurement and fiigsliof the study. On the other hand, both
measures concern whether individuals are locatedprominent position within their
friendship networks according to whether they aneoived with many others. It does not
matter whether the involvement is due to beingrdetpient of many friendship ties or the
source of the ties — what is more important is ¢haéntral individual is involved with many
relationships with friends (Dana L Haynie, 2001heTcentrality and influence scores are
standardized in the following analyses.

Controls

By modeling controls, the study intends to takeoiatcount (1) factors that may
influence both friendship reciprocity and sociatwark centrality (2) mechanisms besides
homophily and status asymmetry that may also leatid influence of network position on
friendship reciprocity, such as transitivity.

Local network variables

Out-degree ? , which indicates gregariousness, is the number frigdship
nominations that an adolescent makes (the unidkgolgf friends who are beyond the school
roster are also counted) . It has an upper bourgiaen that each respondent was only able

to nominate up to a certain amount of friends atiogr to the questionnaire desigm-

° Out-degree is local network counterpart for thebgl network measure centrality. Pearson’s coiogidietween out-
degree and centrality is 0.88 based on analytaralpe of the study. Although the correlation iheathigh, it is ok to model
both variables in a model as multicollinearity shiooe of concern if the correlation between a papredictor variables is
above 0.9 (Belsley, Kuh, and Welsch 1980).
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degree'®, which indicates popularity, is the number oefrilship nominations that a focal
adolescent receives, which is less affected byjtlestionnaire design. The two measures are
based on ego network and may moderate the influehoetwork centrality on friendship
reciprocity.

Other local network mechanisms may also lead emdlship reciprocity. For example,
it is well known that friendships are always orgau around cliques — the small group of
people who interact with each other more regularig intensely than others in the same
setting. In the closely knit (dense) cliques, fdehip nominations may be more likely to be
reciprocated than is the case in less cohesive. @gesnetwork density is a measure of
such clique property. It is calculated by dividithg number of ties between ego and alters by
the total number of possible ties between altehss Tesults in a proportion representing the
level of interconnectedness among each respondertisls. Ego network density should be
positively associated with reciprocity as it praegdgreater opportunities for transitivity —
shared friends are likely to foster new connectierie occur.

Socio-demographic attributes

Socio-economic Status (SES): much research sugdhsts schools are more
hospitable to higher SES than lower SES youth @ar2000). Furthermore, some argue that
youth of higher SES background develop friendshygtfr greater ease. Coming from an
advantaged family may help some adolescents gaih bocial network centrality and
reciprocity because they are more socially deserabl school. It is possible that more
advantaged students become socially desirable bedhay present the desired life style: the
latest gadgets, fashionable clothes, the nicesétcarAs Milner (Milner Jr., 2004) argues in

his book, adolescents’ status strives to consumerihe variable to measure respondent’s

19 pearson’s correlation between in-degree and intleiés 0.44.
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socioeconomic background is a categorical vari@bis than high school, high school, some
college and college graduates and more than colbech captures the highest level of
educational attainment of his or her parents.

Gender: it is well known that compared to malegndkes maintain stronger
relationships and share higher levels of disclogBiky & Udry, 1985). On the other hand,
compared to girls, boys tend to have a more opemank that is less intimate, more volatile
and more likely to include new friends over timee(lB, 1989). Thus we would expect that
girl’s relationships are more likely to be recipated compared with boys’ friendships

Race: race is measured by a categorical variabte wmutually exclusive racial
categories: Hispanic, multiracial, Non-Hispanic tehiNon-Hispanic African America, Non-
Hispanic Asian, and Non-Hispanic other. The stutiaquera and Kao (Vaquera & Kao,
2008) on Add Health found that among all the ragralups, Asian Americans are most likely
to have reciprocal friendshilfs

Age: age might be positively associated with stathhgs the network centrality in
adolescent networks. Moreover, the likelihood e¢rfdship reciprocity may increase with
age. Age is used as a continuous variable in thead’.

Grade: It show that the average student shareslasses with students in the same
grade and one elective class with students in therogrades (Zeng & Xie, 2008), as
individual data were not available on tracking,dgrés used as proxy for shared classes.

Gpa: GPA variable measures average of self-repogiedies on Mathematics,

1 In analyses, it doesn't exhibit significantly gresalikelihood of friendship reciprocity among githan boys after
controlling for status distance and asymmetry betwthe potential friends (data not shown).

12 No significant differences in friendship recipriydiegarding race were found after controlling$tatus distance and
asymmetry (data not shown).

13 Similar to gender and race, age doesn't seemeindle likelihood of reciprocity after controllingrfstatus distance and
asymmetry (data not shown).
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History/Social Studies, English/Language Arts, &atknce, and ranges between 0 and 4.

PVT score: Add Health picture vocabulary test (AHRWhas 78 items and is an
abridged version of the Peabody Picture Vocabulast (PPVT) especially designed for Add
Health. The PPVT estimates students’ verbal ahilitgcholastic aptitude (Dunn, 1981), and
has been widely used as a measure of academiarparioe (G. Duncan & Brooks-Gunn,
1997). The study uses wave | in-home test scores.

Relational characteristics

Opportunities for interactions, as well as the \aiptis that the friends perform
together, are important predictors of the streragtd influence of the friendship (Dana L
Haynie, 2001), thus influence the likelihood ofefrdship reciprocity. The study measures
such relational characteristics by looking at nundddypes of activities one performed with
a specific friend in previous week (ranges frono &), the five activities that one student can
report to have done with friends include going imer house, seeing the friend after school,
spending time together during the weekend, talkinghe phone with the friend and talking
to the friend about his or her problems(Vaquera&K2008).

School Characteristics

One important school characteristic involves schoetwork property. Index of
mutuality is a global network measure of friendstegiprocity. Katz and Powell (Katz &
Powell, 1955) developed the mutuality index whichasures the tendency for individuals in
a group to reciprocate choices. The index is basethe expected number of mutual dyads
given a random network with the same distributidnoat-ties as that observed in the
data(Wasserman & Faust, 1994). Greater the indexe iiikely a nomination in the network

is reciprocated as well.
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Other school characteristics which may conditior thipe of friendships formed
include school size and urbanicity. Literature ssgig that it is easier to establish more
intimate friendships in small schools than big s#edBryk, 1996). Mutual friendship, as a
type of intimate relationship, is expected to beyatwely correlated with school size.
Similarly, suburban and rural schools are expetiigatomote reciprocal friendships as well
due to their size and the greater intimacy of senalbmmunities.

4.4.3 Models

As friendship reciprocity is based upon alreadyessled friendship ties, when it
comes to modeling, the first step is to provideianing definition for friendship ties. There
has not been much consistency regarding the waeyetisure friendship ties, borrowing from
Vaquera and Kao (Vaquera & Kao, 2008), the studykdoat first-list same-sex friend
nominations only, and thus reciprocation is defiasdhe best same-sex friend reciprocates
ego as best friend as well.

The study acknowledges that there are multiple waysdefine friendship
reciprocation, for example Vaquera and Kao (2008yiped another definition that the best
friend reciprocates ego’s nomination regardlessrémi of friendship orders. Zeng and Xie
(Zeng & Xie, 2008) used three ways to classifyrfdenominations: (1) best friend selection:
ego nominates the single best friend (2) orderdécsens: ego nominates up to a
predetermined number of friends in order of closené3) unordered selections, ego
nominates up to a predetermined number of frientlsowt specifying the order of closeness,
thus there are three ways to define friendshipprecation accordingly. The current project
decides on the above definition based on severaiderations: first, both studies found that

different definitions all yielded consistent resulVaquera & Kao, 2008; Zeng & Xie, 2008);
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second, adolescent friendships are fickle in natesamining the relationships between
same-sex best friends may help yield more staldeltsee The third consideration is based
upon AddHealth research design, as students imasatuand non-saturated schools were
asked to nominate different number of friends, tanieate potential bias due to
measurement, the study only looks at first-list ea®ex friend nominations which were
measured consistently in saturated and non-satusateols.

The analysis is conducted with two models: the ohigéect model uses friendship
nomination as analytical unit, and the discreetahmodel uses individual as analytical unit.

For the mixed model, the likelihood of a nominatifvom ego i to alter j being
reciprocated is a function of status distance aatls asymmetry between i and j, local
network and socio-demographic attributes for i pridlational characteristics between i and
J and school characteristics. Considering that spaies of friends may enter the analysis
twice (one for each nomination), standard regressiethods which assume independency of
observations may produce biased estimates of stnelaors and result in increased
probability of type-I error. Thus the study adjusts clustering of observations by using
mixed model with pair level random intercept.

As discussed earlier, the study also uses discre®te model as a robustness check
and answers to the question: among all egos whonabed alter as best friends, who would
alter reciprocate as best friend as well. The moektes the choice made by alter to the
attributes of both ego and alters, and estimatesditer’s reciprocation decision will change
under changes in attributes of egos. The discredtéce model takes the mixed logit form,
which is highly flexible and can approximate angdam utility model (McFadden & Train,

2000).
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According to the classic book on discrete decisrodeling by Train (Train, 2002),
the mixed logit probability can be derived fromlititi maximization. In a straightforward
specification, the decision maker faces choicesrgmibalternatives. The utility of person n
from alternative | is specified as

Unj = BnXnj + €nj

Wherex,, ; are observed variables that relate to the altseand decision makes,,
is a vector of coefficients of these variablesgerson n representing the person’s attributes,
andey; is a random term that is i.i.d.

The coefficients vary over decision makers in tbeyation with density'(f). The
density is a function of parametdrshat represent the mean and covariance opshe the
populationf} varies over decision makers rather than beinglfiXéve mixed logit probability

of person n choosing alternative i is

eﬂ,xni
Pp = f <W> fB)dp
f(B) is usually specified to be norm@l~N (b, W) with parameters b and W that are

estimated. The integral for this choice probabilitges not have a closed form, so the

probability is approximated by simulation.

The ratio of mixed logit probabilitiegil—i_ depends on all the data, including attributes
nj

of alternatives other than i or j, thus mixed lodimes not exhibit independence from
irrelevant alternatives (11A) as the conditionagilomodel. SAS procedure PROC MDC is
used to implement the mixed logit model.

For either random effect model or discrete choicedeh status distance and

asymmetry are measured as following. The study sina@on Zeng and Xie (Zeng & Xie,
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2008), for a nomination from i to jg;; indicates status asymmetry between i and j.

o;;=1 if status i > status j;0;;=0 if otherwise.

|status i — status j| measures status distanaeéeti and |.

To model status distance and asymmetry simultamgotise analysis includes
interactions between status distance variable lamdhdicator for status asymmetry:

B1* 0ij + B> (1 — 0y;) |status i — status j| B3 * o;;|status i — status |

This specification allows the effect of status aiste to differ for dyads where the
nomination sender is of higher status (denoted duy ® alter) and where the nomination
sender is of equal or lower status (ego <= alter).

If status asymmetry hypothesis is true, the faat ttomination sender is of higher
status should have a positive effect on friendsagprocity, thuss; should be positive and
significant.

If homophily hypothesis is true, status distanceusth have negative effect on
reciprocity, that is botlf, andg; are negative and significant.

If both status asymmetry and homophily hypothesestaie, individuals are more
likely to reciprocate nominations from people witigher status, the negative effect of status
distance on reciprocity should be smaller for egalter dyads than for ego <= alter dyads;
that is,f,< 5<0.

4.5 Results

In the sample composed of 10,498 Add Health paditis with valid in-school
network measures, wave | in-home survey informaaod friend nominations, there are
2196 best same sex friend nominations based on Wwawdhome survey. 46.9% of the

nominations (1030 ties) were reciprocated, whichigder than meanwhile compatible to the
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40% from another study based on Add Health wavd friand nominations (Mouw &
Entwisle, 2006).

Table 13 presents descriptive statistics for th@62dyads based on best same-sex
friend nominations. It shows that friendships arerenlikely to be initiated by people with
lower status toward people with higher status, wéfard to global network centrality and
influence, in-degree, out-degree, SES, age, gi@a@&d, and PTV score. 83% of best friend
nominations are directed to someone from the satialrgroup, and on average, the dyads
have 3 activities together on a weekly basis.

As shown in table 14, three models are estimatedgusandom effect model.
Estimates in the table are relative risk ratiosenpreted as multiplicative effects of the
relative risk of friendship reciprocity. For exarapla coefficient of 0.79 for centrality
difference means that when the alter’s centraitgreater than or equal to ego’s centrality,
the relative risk for alter to reciprocate ego’smmation is 0.79 if the centrality difference
between alter and ego increases for one standaratioa.

Model 1 examines the effects of social network f@siand distance on friendship
reciprocity without controls. The result doesn’tggast that alter tends to reciprocate
nominations from ego with higher status, with reger either centrality or influence. While
status difference does matter, the likelihood aipmcity decreases as the status distance
increases, with regard to both centrality and ®rfice, but only for nominations directed
from ego to alter with equal or higher status.

Model 2 includes status asymmetry and status distaith regard to out-degree, in-
degree, age, grade, SES, GPA, and PVT score a®lsorithe findings are largely consistent

with model 1 except for that the effect of centyatlifference for ego <= alter dyads turns
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marginally significant and the effects of influendiéerence for ego > alter dyads becomes
significant. The results based on controls tell abesistent story which suggests homophily
instead of status asymmetry as the mechanismitrdship reciprocity, and the differences
between ego and alter regarding in-degree, gradk $BS exert negative effects on
friendship reciprocity.

Model 3 incorporates more individual, relationatlasthool level controls presented
in the descriptive table. The results are consistdth model 2 after adding additional
controls. In the three models, we observe a candigiattern of homophily with respect to
global network influence, net of the effects of tohvariables. Especially in model 3, the
effects of influence difference are rather closedgo <= alter dyads and ego > alter dyads,
which suggests homophily but not status asymmetry.

The study then uses mixed logit model to examiter’alchoices of nominations to
reciprocate. The specification takes a random mefit form with the coefficienp varying
over alters. The beta coefficients can logicallketeeither sign, and each of the beta
coefficients is given an independent normal distiitm with mean and standard deviation
that are estimated. Simulation was performed tty@stimates and the results are given in
table 15. The standard deviations for few randoeffaxents are significant, suggesting that
these coefficients do not vary much in the popatatiThe findings from mixed logit model
are consistent with those from random effect mod&fiatus distances regarding to influence
domain, in-degree and grade exhibit negative ingpantfriendship reciprocity, but only for
ego <= alter dyads, which supports the homophilyotiyesis.

4.6 Conclusion

Friendship relations are often assumed to be mukualnot all friend nominations
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are reciprocated. The imbalanced nature of frieipdshmportant to study as it addresses the
crucial qualitative feature of the interpersonalatienship (Hartup, 1996). Friendship
formation involves an initiation-response procedtough friendships are often initiated by
people with lower status toward people with higbtatus, which presents a pattern of status
asymmetry, when it comes to friendship reciproggtipomay suggest a different story.

Both mixed model and discrete choice model are tzadst the hypotheses derived
from homophily and status asymmetry perspectivdb.th® results consistently direct to
homophily as the major mechanism for friendshipiprecity. Different from friendship
initiation which presents the pattern of both hommbpand status asymmetry, the response
process — friendship reciprocity — majorly presehts pattern of homophily. This might be
explained by several reasons: it first involves tbhst to maintain a friendship. Compared
with friendship initiation, friendship reciprocityould directly lead to a mutual commitment
to a relationship, and closeness in status is avesgociated with ease of maintaining the
relationship, thus homophily is more serious a eonmcfor friendship reciprocity than
initiation. Other aspects involve the functions foéndship, people expect support from
friends, mutual friendships, as the results of nidighip reciprocity, are the intimate
relationships that provide more support than ueikdt friendships, thus status proximity,
which suggests greater likelihood of providing suppis important when it comes to

friendship reciprocity decision.
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Table 1. Background Characteristics of 2094 RoorarSatidy Participants Who Were Paired
with Roommates

Variable Percentage/Mean
Gender
Male 0.3792
Female 0.6208
Age 19.42
Race/Ethnicity
Hispanic 0.074
White 0.6576
African American 0.1237
Asian 0.0688
American Indian 0.0019
Other 0.0124
Multiracial 0.0616
Mother's Education
Less than high school 0.0168
High school graduate 0.2364
College graduate 0.3681
More than college 0.3787
Median Family Income $100,000-150,000
Income Level
Upper (>=500,000) 0.033
Upper Middle (100,000 - 500,000) 0.4892
Lower Middle (50,000 - 100,000) 0.3222
Working (< 50, 000) 0.1556
GPA in past Fall semester 3.23
Sample Size 2094
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Table 2. Descriptive Statistics for Dependent Malga of 2094 Roommate Study Participants
Who Were Paired with Roommates

Behaviors Description or Coding Definition College Behav{a)s
(days per month) Mean Std. N

Self-Pray Prayed by yourself alone Overall 7.15 8.37 2078
Male 5.66 7.79 788
Female 8.06 8.58 1290

Religious

Service Attended a religious service Overall 1.6 2.97 2073
Male 1.32 2.75 786
Female 1.76 3.09 1287

Exercised or participated in
physical activity for at least 20

Physical minutes that made you sweat and

Exercise breathe hard Overall 9.16 6.86 2078
Male 10.27 6.74 788
Female 8.47 6.84 1290

Drinking Drank alcoholic beverages Overall 3.52 4.48 2083
Male 4.5 5.06 790
Female 2.92 3.97 1293

Binge Drank five (four for female) or

Drinking more drinks in a row Overall 2.03 3.57 2084
Male 2.72 4.14 787
Female 1.61 3.1 1297

Smoking Smoked cigarettes Overall 0.98 3.73 2087
Male 141 4.47 790
Female 0.72 3.17 1297

Marijuana

use Used marijuana Overall 0.89 3.27 2082
Male 1.55 4.33 787
Female 0.5 2.32 1295

(1)The first semester in college
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Table 3. Effect of Roommates’ High School Behayiy@s-or-no categorization) on Respondents’ ColRegleavior
Respondents' college behaviors (Days per month)

Religious Physical Binge Marijuana

Roommates' high school behaviors Self-pray ~ Service  Exercise Drinking Drinking Smoking Use
Self-pray (Ref. = No)

Yes 0.1178
Religious Service (Ref. =No)

Yes -0.1323
Physical Exercise (Ref. = No)

Yes 0.2726
Drinking (Ref. = No)

Yes 0.3759*
Binge Drinking (Ref. = No)

Yes 0.3702**
Smoking (Ref. = No)

Yes 0.02263
Marijuana Use (Ref. = No)

Yes -0.2745

Note: All regressions include controls for respartlide high school behavior, background charactedsstf roommate and
respondent (gender, race/ethnicity, GPA, familyome and mother’s education), and fixed effectsuiticly smoking status,
residential type, campus location and two-way axtgon of the three variables. *** p-value < 0.001p-value <0.01; * p-value
< 0.05.
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Table 4. Effect of Roommates’ High School Behavyabove-or-below median categorization) on Respatstd€ollege Behavior

Roommates' high school behaviors

Respondents' college behaviors (Days per month)

Religious Physical Binge Marijuana
Self-prayService Exercise Drinking Drinking Smoking Use

Self-pray (Ref. = Below median)
Above median

Religious Service (Ref. = Below median)
Above median

Physical Exercise (Ref. = Below median)
Above median

Drinking (Ref. = Below median)
Above median

Binge Drinking (Ref. = Below median)
Above median

Smoking (Ref. = Below median)
Above median

Marijuana Use (Ref. = Below median)
Above median

0.1582

-0.07565

0.7786**

0.3759*

0.3702**

0.02263

-0.2745

Note: All regressions include controls for respartéehigh school behavior, background charactesstf roommate and respondent
(gender, racel/ethnicity, GPA, family income and meos education), and fixed effects including smagkitatus, residential type,
campus location and two-way interaction of theahrariables. *** p-value < 0.001; ** p-value <0.0"lp-value < 0.05.



Table 5. Effect of Roommates’ High School Behaytbree categorizations) on Respondents’ Collegea@eh

Respondents’ college behaviors (Days per month)
Religious Physical Binge Marijuana
Roommates' high school behaviors Self-pragervice  Exercise Drinking Drinking Smoking Use

Self-pray (Ref. = none)
Occasional -0.325
Frequent 0.1937
Religious Service (Ref. =none)
Occasional -0.1513
Frequent 0.4231*
Physical Exercise (Ref. = none)
Occasional -0.7067
Frequent 0.8725**
Drinking (Ref. = none)
Occasional 0.7247*+*
Frequent -0.1193
Binge Drinking (Ref. = none)
Occasional 0.3251*
Frequent -0.9363
Smoking (Ref. = none)
Occasional 0.223
Frequent 0.078
Marijuana Use (Ref. = none)
Occasional -0.239
Frequent -0.472

Note: All regressions include controls for respariehigh school behavior, background charactesstif roommate and
respondent (gender, race/ethnicity, GPA, familyome and mother’s education), and fixed effectsunicly smoking status,
residential type, campus location and two-way axtgon of the three variables. *** p-value < 0.001p-value <0.01; * p-
value < 0.05.
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Table 6. Effect of Roommates’ High School Behaytbree categorizations) on Respondents’ Collegeatdieh for Males

Respondents’ college behaviors (Days per month)
Self- Religious Physical Binge Marijuana
Roommates' high school behaviors pray Service Exercise Drinking Drinking Smoking Use

Self-pray (Ref. = none)
Occasional -0.262
Frequent -0.213
Religious Service (Ref. =none)
Occasional -0.014
Frequent 0.136
Physical Exercise (Ref. = none)
Occasional -3.578
Frequent 0.982*
Drinking (Ref. = none)
Occasional 0.695*
Frequent -0.878
Binge Drinking (Ref. = none)
Occasional 0.406
Frequent -0.547
Smoking (Ref. = none)
Occasional 0.318
Frequent -0.166
Marijuana Use (Ref. = none)
Occasional -0.253

Frequent -0.649

Note: All regressions include controls for respariide high school behavior, background charactesstof roommate and
respondent (gender, race/ethnicity, GPA, familyome and mother’s education), and fixed effectsuiicly smoking status,
residential type, campus location and two-way axtgon of the three variables. *** p-value < 0.001p-value <0.01; * p-value
< 0.05.




Table 7. Effect of Roommates’ High School Behaythree categorizations) on Respondents’ Collegeadeh for Females

Respondents' college behaviors (Days per month)
Religious Physical Binge Marijuana
Roommates' high school behaviors Self-pray Service Exercise Drinking Drinking  Smoking Use

Self-pray (Ref. = none)
Occasional -0.3658
Frequent 0.4118
Religious Service (Ref. =none)
Occasional -0.2782
Frequent 0.5851*
Physical Exercise (Ref. = none)
Occasional 0.2534
Frequent 0.6421
Drinking (Ref. = none)
Occasional 0.3887*
Frequent -0.01087
Binge Drinking (Ref. = none)
Occasional 0.2703
Frequent -0.9036
Smoking (Ref. = none)
Occasional 0.005195
Frequent -0.1844
Marijuana Use (Ref. = none)
Occasional -0.2912

Frequent -0.2068
Note: All regressions include controls for respande high school behavior, background charactesswf roommate and
respondent (gender, race/ethnicity, GPA, familyome and mother’'s education), and fixed effectsuiicly smoking status,
residential type, campus location and two-way axtdon of the three variables. *** p-value < 0.0641p-value <0.01; * p-value <
0.05.




98

Table 8. Behavioral Correlations between Roomm@tes Time

Students in Students in
year 2 and year 2 and
above and no above and
longer living still living
with with
All sample roommate roommate
(N=2094) (N=1176) (N=278)
High 1st fall High 1st fall last fall High 1st fall last fall
Behaviors school semester school semester semester school semester semester
Drinking 0.000851 0.009125*** 0.005923 0.0480 0.001257 -0.00212 0.02786***  0.01943***
Binge Drinking 0.001006 0.007951** 0.0069 0g4** 0.005633 0.00894 0.04262*** 0.02625*
Smoking -0.00275 0.000704 -0.00223 -0.00375 0.00462 -0.01362 0.01649* 0.008981
Marijuana -0.00643 -0.00775 -0.0043 -0.00754 -0.00102 -0.04811 -0.00578 0.008826

Note: All regressions include controls for priorhbgiors of roommate and respondent, backgroundacteistics of roommate and respondent
(gender, race/ethnicity, GPA, family income and meos education), and fixed effects including smgkstatus, residential type, campus location
and two-way interaction of the three variables. ptvalue < 0.001; ** p-value <0.01; * p-value <B.0



Table 9. Descriptive Statistics for AddHealth &abmmate Study Analytical Samples

Roommate
AddHealth Study
DNA Sample Full Sample (wave llI)
Age at wave |
16 or older 52.18% 53.18% 100%
less than 16 47.82% 46.82% 0
Gender
Male 48.61% 47.23% 36.47%
Female 51.39% 52.77% 63.53%
Race/Ethnicity
Hispanic 14.49% 16.18% 8.13%
White 57.40% 51.83% 66.57%
African American 16.74% 20.34% 10.27%
Asian 6.87% 6.58% 7.15%
Native American 0.18% 0.55% 0.19%
Other 0.88% 0.78% 1.24%
Multiracial 3.44% 3.74% 6.45%
Mother's education
Less than high school 16.94% 17.33% 1.37%
ceb High school graduate or 39 57% 38.67% o 56%
College 35.66% 34.49% 36.15%
More than college 7.83% 9.51% 37.62%
Sample size 2281 15197 2080
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Table 10. Number of Friend Pairs from Addhealth Redmmate Study Analytical Samples
Addhealth Roommate Study

Reciprocal friends

In-School 123

Wave | 81 -

Wave Il 81 -

Overall (no overlap) 206 212
Non-Reciprocal friends

In-School 363 -

Wave | 266 -

Wave Il 212 -

Overall (no overlap) 689 214
All friends 895 426
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Table 11. Average Genetic Correlations for Friemattd? Simulated Distributions of Average
Genetic Correlations for Random Pairs and Signiftealests

random

pairs (n

of

replicat

ions

=3000)

average
n of pairs rho value mean  s.d P value

Addhealth
Reciprocal friends 206  0.047 0.0023 0.0074 1.12E-11
non-reciprocal
friends 689 0.039 0.0027 0.0055 1.02E-06
Roommate Study
Reciprocal friends 212 0.0075 0.0034 0.0069 0.26
non-reciprocal
friends 214  0.0048 0.0032 0.0064 0.39
Quality control:
Addhealth sample of
known relatedness
full siblings 556 0.52 0.0027 0.0059 O
MZ twins 19 0.99 0.0014 0.0090 O
DZ twins 186 0.52 0.0021 0.0079 O
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Table 12. Average Genetic Correlations for Recigtend Non-reciprocal Friends in
AddHealth: All, In-school, Wave | and Wave II.

Non-Reciprocal

Difference
Reciprocal Friends Friends
P value
nof average sD n of average S ( two
pairs rho T pairs  rho o sample T
test)
All 206 0.047 0.182 689 0.039 0.179 0.069
In-school 123 0.08 0.188 363 0.035 0.175 0.035
Wave | 81 0.062 0.206 266 0.044 0.178 0.095
Wave lI 81 0.05 0.191 212 0.042 0.177 0.386
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Table 13. Descriptive Statistics for 2196 Dyadsdgbsn Best Same-sex Friend Nominations

Mean/Percentage
Dependent Variable
Reciprocity (1) 46.90%
Independent Variables
Ego centrality > Alter centrality (2) 47.13%
Centrality difference
Ego <= Alter 0.79
Ego >Alter 0.77
Ego influence > Alter influence 9.65%
Influence difference
Ego <= Alter 0.16
Ego >Alter 0.52
Controls
Ego out-degree>Alter out-degree 40.94%
Out-degree difference
Ego <= Alter 2.39
Ego >Alter 3.13
Ego in-degree>Alter in-degree 35.25%
In-degree difference
Ego<=Alter 3.32
Ego >Alter 3.28
Ego age > Alter age 23.18%
Age difference
Ego <= Alter 0.36
Ego >Alter 1.16
Ego grade > Alter grade 10.43%
Grade difference
Ego <= Alter 0.16
Ego >Alter 1.18
Ego SES > Alter SES 33.42%
SES difference
Ego <= Alter 0.74
Ego >Alter 1.48
Ego GPA > Alter GPA 42.58%
GPA difference
Ego <= Alter 0.47
Ego >Alter 0.57
Ego PVT score > Alter PVT score 48.77%
PVT score difference
Ego <= Alter 11.37
Ego >Alter 11.81
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Same race 82.74%
Ego's centrality 0.15
Ego's influence 0.15
Ego's out-degree 5.15
Ego's in-degree 5.27
Ego's gender (1=Male) 44.99%
Ego's age 16.11
Ego's grade 9.73
Ego's race
Asian 8.57%
Black 15.45%
Hispanic(3) 15.18%
Multiracial 3.46%
Native 0.46%
Other 0.73%
White 56.15%
Ego's SES
Less than High School 9.46%
High School Graduate or GED 29.73%
Some College 22 41%
College Graduate 25.40%
More than College 13%
Ego's GPA 3.19
Ego's PVT score 101.82
Ego's local network density 0.31
School characteristics
Index of mutuality in school network 0.39
School size
125 or fewer students 2.87%
126-350 students 12.72%
351-775 students 22.30%
more than 775 students 62.11%
Metropolitan location
Urban 18.06%
Suburban 49.25%
Rural 32.69%
Friendship characteristics
Number of activities with best same-sex friend 3.29
N 2196

(1) Friendship nominations are based upon wave | in-home survey
(2) All global and local network measures are based on in-scha@ysur
(3) all other racial categories are non-Hispanic
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Table 14. Effects of Status Asymmetry and DistaaneFriendship Reciprocity: Random
Effect Models

Model 1 Model 2 Model 3
Independent Variables

Ego centrality > Alter centrality 0.95 0.94 0.86
Centrality difference

Ego <= Alter 0.7% 0.73+ 0.76

Ego >Alter 0.92 1.03 1.05
Ego influence > Alter influence 0.88 0.83 1.08
Influence difference

Ego <= Alter 0.46* 0.55** 0.69*

Ego >Alter 0.75 0.72* 0.70*

Controls

Ego out-degree>Alter out-degree 1.11 1.14
Out-degree difference

Ego <= Alter 1.06 1.07

Ego >Alter 0.94 0.94
Ego in-degree>Alter in-degree 1.07 1.09
In-degree difference

Ego<=Alter 0.89* 0.88***

Ego >Alter 1.04 1.05
Ego age > Alter age 0.93 0.87
Age difference

Ego <= Alter 1.19 1.14

Ego >Alter 1.21 1.20
Ego grade > Alter grade 1.26 1.46
Grade difference

Ego <= Alter 0.59* 0.56***

Ego >Alter 0.68 0.58
Ego SES > Alter SES 1.19 1.19
SES difference

Ego <= Alter 0.87 0.85

Ego >Alter 1.14 1.24
Ego GPA > Alter GPA 1.24 1.17
GPA difference

Ego <= Alter 0.80 0.94

Ego >Alter 0.78 0.81
Ego PVT score > Alter PVT score 1.01 1.04
PVT score difference

Ego <= Alter 1.002 1.01
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Ego >Alter 1.0009 0.995

N 2196 1891 1859
-2LL 2943.93 2433.72 2326.68
Note: Estimates are presented inrexgial form.
For model 3, the results for controls including same races egatrality,
influence, out-degree, in-degree, gender, age, grade, race, BESPGT
score, ego’s local network density, index of school networkuality,
school size, metropolitan location and number of activitiel st same-
sex friend are not presented.
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Table 15. Effects of Status Asymmetry and DistaoneFriendship Reciprocity: Discrete
Choice Model

Variable M ean of beta S.D. of beta

Ego centrality > Alter centrality -0.065 0.18
Centrality difference

Ego <= Alter -0.34 0.16

Ego >Alter 0.027 0.21 ***
Ego influence > Alter influence -0.16 0.19
Influence difference

Ego <= Alter -0.63  *** 0.13

Ego >Alter -0.13 0.17
Ego outdegree>Alter outdegree 0.11 0.2
Outdegree difference

Ego <= Alter 0.057 0.059

Ego >Alter -0.062 0.071
Ego indegree>Alter indegree 0.077 0.15
Indegree difference

Ego<=Alter -0.13  *** 0.02

Ego >Alter -0.044 0.031
Ego age > Alter age -0.076 0.13
Age difference

Ego <= Alter 0.17 0.11

Ego >Alter 0.28 0.25
Ego grade > Alter grade 0.27 0.43 ***
Grade difference

Ego <= Alter -0.54 * 0.15

Ego >Alter -0.28 0.21
Ego SES > Alter SES -0.27 0.19
SES difference

Ego <= Alter -0.16 0.19

Ego >Alter 0.13 0.22 *
Ego GPA > Alter GPA 0.29 0.21
GPA difference

Ego <= Alter -0.23 0.14

Ego >Alter -0.25 0.17
Ego PVT score > Alter PVT score 0.02 0.14
PVT score difference

Ego <= Alter 0.0012 0.007

Ego >Alter 0.0011 0.009

Log Likelihood -1266.79
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Figure 1. Changes in Behavioral Patterns from F8ghool to First Semester in College of
2094 Roommate Study Participants Who Were Pairéd Roommates
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Figure 2. Three Levels of Mechanisms from Behatetated Genes to Genetic Homophily
among Friends
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Figure 3. Simulation Tests of Genetic AssociationFriends, Full Siblings, MZ and DZ
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Figure 4. Box Plot for Rho Values for AddHealth Beocal and Non-reciprocal Friends: All
Waves Combined
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