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Abstract
RAGHAV K. CHHETRI: Polarization-Sensitive Optical Coherence Tomography to
Study Diffusion of Plasmonic Gold Nanorods – a Novel Tool for Optical Bioimaging

(Under the direction of Amy L. Oldenburg)

Optical Coherence Tomography (OCT) is an imaging tool that performs micron-

resolution, non-invasive, cross-sectional imaging by measuring the echoes of backscat-

tered light. In this thesis, a custom-designed polarization-sensitive OCT (PS-OCT)

system is discussed, which is implemented in using plasmonic gold nanorods (GNRs)

as diffusion probes. PS-OCT imaging is undertaken in Newtonian fluids and validation

of rotational and translational diffusion of GNRs with the Stokes-Einstein relation is

presented via analysis of the autocorrelations of the OCT signals. Diffusion of GNRs in

non-Newtonian fluids is also studied and the frequency-dependent viscoelasticity is also

explored using generalized Stokes-Einstein relation. Furthermore, diffusion of GNRs

in the “correlation length ≥ probe” regime is discussed in low concentration polymer

solutions. Biological samples such as porous extracellular matrix (ECM) and in vitro

mucus are explored using PEGylated GNRs as diffusion probes with PS-OCT imaging.

The diffusion of GNRs was found to be sensitive to changes in the ECM induced either

by ECM-remodeling fibroblasts or by changes in the ECM concentration. In mucus,

the diffusion of GNRs was observed to be slowed down by less than 7-fold compared to

the solvent, suggesting that the GNRs are able to readily navigate between the mucus

mesh and avoid being readily trapped, thereby illustrating the potential GNRs hold

in drug-delivery across the mucus barrier to the epithelial layers in lung airways. The

capability of OCT to map diffusing GNRs and speckle fluctuations resulting from other

motile activities in biological samples is also presented. A longitudinal study of mam-
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mary epithelial cells cultured in 3D with fibroblasts, to study normal and pre-malignant

architectural cues, carried out using the custom-designed OCT system is also presented

in detail. The integration of PS-OCT imaging with the measurement of diffusing GNRs

in biological samples enables OCT to perform functional imaging to supplement its ex-

cellent structural imaging capability. This thesis presents a platform for extending the

reach of OCT imaging to the exciting fields of microrheology and bio-rheology, which

holds tremendous promise in the assessment of micro- and nano- scale viscoelasticity of

biological samples using GNRs as probes.
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Chapter 1

Introduction

1.1 Motivation

Light scattering is a fascinating phenomenon, the consequences of which are both

perplexing and insightful, and has caught the imagination of scientists across the entire

discipline of science. Recent developments in optical bioimaging are unraveling the

ease and flexibility light scattering affords in studying complex biological systems non-

invasively and yet with ultrahigh resolution. Optical Coherence Tomography (OCT) is

an example of such a recently established optical bioimaging tool. OCT implements a low

coherence, infra-red light source with an interferometer, which enables depth-sectioning

of samples by only allowing coherent backscattering of light from various depths in the

sample to interfere with the unaltered light beam backscattered from a reference mirror.

OCT has been established as a powerful research and diagnostic tool in various fields

such as cardiology, pulmonology, urology, oncology, and most notably, opthalmology.

With the advent of faster acquisition tools and rapid improvements in laser sources,

the imaging capability of OCT will inevitably approach and possibly exceed traditional

optical imaging modalities.

The potential of integrating functional imaging with the structural imaging capa-



bility of OCT makes it even more appealing in biomedical studies. The integration of

functional imaging is explored in this thesis via the design of a custom polarization-

sensitive OCT (PS-OCT) system, which exploits the polarization dependent optical

scattering property of plasmonic gold nanorods (GNRs), and enables the study of their

diffusion in biological fluids such as mucus, and soft gels such as collagen I & Matrigel.

The ability to not only image structural cues but also non-invasively probe the vis-

coelastic properties of such biological fluids and soft solids via the diffusion of nanosized

probes, such as GNRs, presents an immense opportunity in understanding the micro-

and nano- scale rheology of bioiogical samples. Moreover, the knowledge of micro- and

nano- scale diffusion of cylindrical probes such as GNRs sheds light on the diffusion

of various nanoscopic objects (such as viruses, pathogens, toxins etc.) encountered in

biological studies. This thesis aims to supplement the excellent and real-time visualiza-

tion of biological features afforded by OCT with an extension of its applications to the

growing fields of microrheology and bio-rheology.

1.2 Thesis contributions

In this thesis, I discuss the polarization dependent and high albedo of plasmon

resonant GNRs combined with the imaging modality of OCT to investigate micro- and

nano- scale diffusion. Development of a custom polarization-sensitive OCT (PS-OCT)

system is discussed in this thesis followed by a method to probe the rotational and

translational diffusion of GNRs. This work establishes the capability of OCT to image

in two orthogonal polarization channels, and extends its functionality beyond structural

imaging by allowing measurement of the diffusion of GNRs.

Unlike conventional micron-sized and spherical-shaped diffusion probes used in Dy-

namic Light Scattering (DLS), we use GNRs, which offer three main advantages – 1.

Due to their nanoscale size, their diffusion is dictated by the nanoscale rheology of the
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fluid, which the micron-sized probes are unable to sense. 2. GNRs depict plasmon

resonance due to the oscillation of their conduction band electrons which increases the

radiative properties of the GNRs. This makes GNRs an excellent choice as efficient light

scatterers. 3. GNRs are optically anisotropic i.e., they scatter light in a polarization-

dependent manner. This enables us to probe their rotational diffusion in addition to

translational diffusion using light scattering.

Additionally, we employ OCT to probe the diffusion of GNRs, which offers two major

advantages over traditional DLS techniques – 1. OCT allows diffusion to be depth-

resolved within a heterogeneous sample. 2. OCT efficiently rejects multiple scattering

from turbid samples and thus enables investigation of probe diffusion in highly scattering

samples.

1.3 Thesis outline

Chapter 2 begins by discussing the fundamentals of dynamic light scattering and

how the Brownian motion of structurally isotropic as well as anisotropic probes can be

characterized from the scattered light. The motivation for using low coherence interfer-

ometry (LCI) to study Brownian motion is presented in this chapter, making way for

the discussion of optical coherence tomography (OCT), an LCI-based technique, in the

next chapter.

Chapter 3 first gives an overview of the principle of OCT through the discussion

of time-domain OCT (TD-OCT) technique. The working principle of spectral domain

OCT (SD-OCT) is then briefly reviewed, and various parameters associated with the

performance of OCT systems are also discussed. The design and development of a

custom PS-OCT system is described next. Characterization of the PS-OCT system,

image acquisition and processing are also presented in this chapter.

Chapter 4 establishes the motivation for our choice of GNRs as diffusion probes for

3



use with OCT. The experimental methods including GNRs number density estimation,

data acquisition, and data analysis to relate OCT signals to diffusion coefficients are

presented in this chapter.

Chapter 5 delves into the experimental method of studying Brownian motion using

OCT. It starts out by validating rotational diffusion of GNRs in Newtownian fluids

with the Stokes-Einstein relation. Depth-resolving rotational diffusion to infer viscosity

within a single sample using the established method is also discussed. Next, the method

is extended to translational diffusion of GNRs, and a simultaneous measurement of

rotational and translational diffusion of GNRs over a range of viscosities is discussed.

This chapter further explores the diffusion of GNRs in non-Newtonian fluids such as

polymer solutions, and explores the nanoscale viscoelasticity probed by the GNRs.

Chapter 6 is dedicated to the biological study of the diffusion of GNRs in biologically

relevant tissue-mimicking matrices (collagen I, Matrigel) and fluids (mucus), and cul-

minates with an in-depth imaging study of mammary epithelial-fibroblast 3D cultures

carried out using the custom-built OCT system.

Lastly, chapter 7 summarizes the utility of the imaging modality of OCT and the

proposed method of probing nano- and micro- scale diffusion using GNRs with OCT.

It also explores the potential impacts of this thesis in the fields of bio-rheology and

functional OCT imaging.

4



Chapter 2

Light scattering and Brownian
motion

2.1 Light scattering

Naturally occurring colors such as the bright blue sky, a majestic view of the horizon

during sunrise and sunset, and arching rainbows after a misty rain shower, have long

captured the imagination of humankind. Mankind’s quest to understand such natural

phenomena has today grown into the enormous field of light scattering, and has led to

profound applications in various scientific disciplines.

Light is electromagnetic radiation spanning the frequency range from infrared (fre-

quency of ∼1013 Hz) to ultra-violet (frequency of ∼1017 Hz). Visible light is the range

of electromagnetic spectrum over which our human eyes are sensitive (wavelength range

of ∼400 nm to ∼750 nm). Light can be characterized by its frequency (related to the

wavelength via the speed of light), state of polarization and the direction of propagation.

The phenomenon of light scattering is a result of heterogeneity in the medium, whether

on the molecular scale or on the scale of larger molecular aggregates that result in a

spatial distribution of the refractive index. The basic process underlying scattering is

the absorption of the incident electromagnetic radiation by the molecules in the obstacle

which sets the electric charges in the molecule in an oscillatory motion, and as a con-



sequence of the oscillating electric charges, electromagnetic radiation is emitted (since

accelerating electric charges radiate energy), which we call radiation scattered by the

obstacle. The intrinsic properties of the scattered radiation can be different than that

of the incident radiation. For the purpose of this thesis, we will limit ourselves to elastic

scattering in which the frequency of the scattered radiation is the same as that of the

incident radiation.

The strength of scattering is dependent primarily on polarizability of the scatterers,

the number of scatterers, and the size of the scatterers. When the scatterers are non-

interacting and are sufficiently small compared to the wavelength of light (λo), they can

be considered point-dipole oscillators of the incident radiation (Figure 2.1). This was

first described by Lord Rayleigh in the late 1800s and today bears his name: Rayleigh

scattering. In the regime of Rayleigh scattering, the scattered intensity is observed to be

inversely proportional to λ4
o, and the scattering is observed to have insignificant angular

dependence. However, as the particle size approaches or exceeds the wavelength of light,

it can no longer be treated as a single dipole oscillator. The simplest approach then

would be to treat a single particle as an assembly of many dipole scatterers each of which

gives rise to Rayleigh scattering. Although the size of the scatterers plays a critical role

in the treatise of light scattering, the scatterers’ shapes dictate the overall scattering as

well and so does the polarization state of the incident beam. This fact is exploited in

chapter 4 where scattering from GNRs is discussed.

The study of scattering media isn’t limited to the methods of light scattering, as

there are numerous other scattering methods which have their own merits. For in-

stance, X-ray and neutron scattering, due to their small wavelength, are able to probe

smaller structures (on the order of a few angstroms). In comparison, due to significantly

longer wavelengths compared to X-ray and neutron scattering, light is suitable for prob-

ing larger structures (on the order of nanometers and microns). Actually, the past 50
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Figure 2.1: Point-like scatterers in the scattering volume are irradiated by a plane wave
(incident wave vector, ki), and the scattered beam is collected at an angle θs (scattering
wave vector, ks).

years has brought about various light scattering-based advancements in the characteri-

zation of macromolecules, polymers and colloids. Unlike X-ray and neutron scattering,

light scattering techniques are non-invasive & non-ionizing, which is a critical advantage

especially considering biomedical applications. Also, the availability of laser sources,

which provide collimated (spatially coherent) and temporally coherent light, presents

an additional advantage over other scattering methods.

A typical light scattering experiment consists of three basic units: a light source,

a scattering medium, and a detector. In our discussion of light scattering, we are

restricting ourselves to a scattering medium consisting of a dilute ensemble of particles,

so the total scattering signal is the composite of the scattering from all particles within

the illumination volume of the light source. Techniques based on light scattering rely

on analyzing this composite scattered field to retrace the nature or the behavior of

particles that are responsible for the scattering of light. A wealth of information about

the scattering medium, such as particle size and distribution, particle shape, molar mass,
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diffusion coefficients, and relaxation times of statistical fluctuations, can be extracted

from suitable analysis of the scattered light. Light scattering techniques can be broadly

categorized into two subgroups: static (classic) light scattering (SLS) and, dynamic

(quasi-static) light scattering. In static light scattering, the time-averaged intensity of

scattered light is measured as a function of the scattering angle, and parameters such

as weight-averaged molar mass and radius of gyration of aggregates can be extracted

by following a Rayleigh-Debye-Zimm formalism [1, 2]. In dynamic light scattering, the

quantity of interest is the temporal intensity fluctuation scattered light, and the typical

parameters that can be derived are the hydrodynamic size, and the diffusion coefficients

of the particles. Dynamic light scattering is discussed in more detail in the following

section.

2.2 Dynamic light scattering

Dynamic light scattering (DLS) deals with the analysis of intensity fluctuations of

scattered light which can then be related to the underlying dynamics of the scatter-

ing medium. DLS is the technique behind various commercial light scattering based

particle-sizers. A monochromatic laser source irradiates a dilute solution containing the

particles to be characterized. The scattered field fluctuates due to the stochastic mo-

tion of the scatterers and this signal is collected by various detection schemes. With a

priori knowledge of the solvent, the analysis of this temporal signal is used to infer the

hydrodynamic size and size distribution of the particles. Alternatively, using probes of

known size, shape, and low polydispersity, the physical property of the solvent such as

viscosity in case of Newtonian fluids and viscoelasticity in case of non-Newtonian fluids

can be elucidated from the measured diffusion coefficients of the probes.

To understand the analysis involved in DLS experiments, let’s start by considering a

plane electromagnetic wave (Ei) of wavelength λo coherently illuminating the scatterers
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in the sample. In complex notation, the incident field is represented as:

~Ei(~r, t) = Eo e
i~ki·~re−iωot Êo (2.1)

where ~ki is the incident wave vector, ωo is the frequency of the incident light, Eo is the

amplitude of the incident electric field, and Êo a unit vector that represents the direction

of the electric field.

A detector in the far-field positioned at an angle θs collects the beam scattered from

the sample as shown in figure 2.1. Due to the difference in path lengths traversed by

light scattered from different scatterers, interference results in the detector-plane. The

overall scattered field at the detector (Es) positioned at ~r is thus a superposition of the

fields radiating at the angle θs from all N scatterers (assuming dilute suspensions) in

their respective positions ~rj within the scattering volume, and is given by:

Es(~r, t) =
N∑
j=1

Aj e
i~q·~rj Eo e

−iωot (2.2)

where ~q = ~ki− ~ks is the scattering vector with |~q| = 4πn sin (θs/2)
λo

(n is the refractive index

of the medium), and Aj is the amplitude of the field scattered by the jth particle. Aj

has the form of a spherical wave in the far-field limit, depends on the difference in dipole

polarizability between the particle and the medium, volume of the scattering particle,

and is independent of the position of the scatterer [3, 4].

The argument of the first exponent, (~q · ~rj), in equation (2.2) represents the phase

due to each scattering event, and the summation over all j scatterers results in a cumula-

tive phase which is dependent on the relative position of the scatterers in the scattering

volume. Thus, as the particles move randomly, the phase of the scattered field from

each scatterer changes, and the overall scattered field (equation (2.2)) depicts a tem-

poral fluctuation. The temporally variant scattered field Es is stochastic in nature for
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scatterers under Brownian motion. To extract useful information from this stochastic

variable, autocorrelation functions are implemented, which have long been in use in noise

and stochastic theories [5]. The autocorrelation represents the self-similarity between

a signal and its delayed counterpart, and at a fundamental level, elucidates underlying

physical processes such as Brownian motion, flow, chemical reactions, or other temporal

processes present in the system [6, 7]. The particular case of scatterers in Brownian

motion is the focus in this thesis and is discussed in section 2.3.

The autocorrelation can be computed for Es, which is called the first-order field

autocorrelation G(1)(τ):

G(1)(τ) = 〈E∗s (t)Es(t+ τ)〉 = lim
T→∞

∫ T/2

−T/2
E∗s (t)Es(t+ τ) dt (2.3)

where 〈. . . 〉 represents ensemble-averaging (equal to time-averaging for an ergodic sys-

tem), T is the overall observation time, and τ is the lag time. The value of τ ranges from

0 (no lag) to T (total observation time). The autocorrelation function of a temporally

varying signal with zero mean value starts out from maximum correlation at τ = 0 and

eventually decays to a state of no correlation at long lag (τ →∞).

Experimentally, the quantity measured by the detector in a scattering experiment

(Figure 2.1) is the intensity rather than the electric field. Thus, similar to the first-order

autocorrelation function, the second-order intensity autocorrelation function is defined

as:

G(2)(τ) = 〈Idet(t) Idet(t+ τ)〉 = lim
T→∞

∫ T/2

−T/2
Idet(t) Idet(t+ τ) dt (2.4)

where

Idet =

 Is = |Es|2 Homodyne (scattered beam detected)

|Es + Eref |2 Heterodyne (scattered beam mixed with a reference beam)
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In practice, the T → ∞ requirement in the definition of an autocorrelation isn’t

satisfied in any experiment, and thus the intensity autocorrelations computed are only

approximations to the true intensity autocorrelation given in equation (2.4). This ap-

proximation improves as T becomes much longer compared to the autocorrelation decay-

time. Secondly, actual data in a DLS experiment isn’t a continuous function as in the

definition of the autocorrelation. The data consists of a discrete string of numbers,

{Idet(∆t), Idet(2∆t), . . . , Idet((N − 1)∆t), Idet(N∆t)},

collected by the detector by integrating the intensity signal over a small sampling time

(∆t) throughout the entire duration of study (T ). The autocorrelation is then computed

by sequentially sliding and multiplying the string of intensity signals with itself before

summing the result into a new sequence of numbers. This resulting sequence of numbers,

{Ac(τ = −(N−1)∆t), . . . , Ac(τ = −∆t), Ac(τ = 0), Ac(τ = ∆t), . . . , Ac(τ = (N−1)∆t)},

is the approximation to G(2)(τ), which is a symmetric function about Ac(τ = 0) and thus

its first-half can be ignored without loss of information. Graphically, each autocorrela-

tion point Ac(τ) represents the area after multiplication of the signal with its time-lagged

self (lagged by τ) (Figure 2.2). The rate at which the intensity autocorrelation decays

indicates the rate of fluctuation of Idet(t). Rapid fluctuations indicate that high fre-

quency components are present whereas slow fluctuations indicate that low frequency

components are present. Instead of analyzing the intensity fluctuation in time-domain,

a similar analysis can thus be performed in frequency-domain by computing the power

spectrum of Idet(t). Experimentally, replacing the detector in a DLS setup by a spectrum

analyzer directly facilitates analysis via power spectrum. Analysis via autocorrelation

or via power spectrum both relay the same information and the choice usually depends
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Figure 2.2: Autocorrelation of sin2(x) function is shown as an example. Initially, when
there is no lag (τ = 0), the function and its sliding counterpart overlap entirely and this
represents a state of maximum correlation. The correlation decreases with an increase in
time-lag between the original function and its time-lagged self, which eventually decays
to zero (state of no correlation). Note: Autocorrelation function is shown only for the
positive time lags; the negative time lag values are symmetric across τ = 0).

on the experimental setup. In fact, the power spectrum and autocorrelation are related

by a Fourier transform according to Wiener-Khinchin theorem [8].

The first-order field autocorrelation and the second-order intensity autocorrelation

are related to each other when the random variables involved are Gaussian (i.e., the

frequency distribution of the random variables is a bell-shaped curve symmetric about

its mean). In a homodyne detection scheme where the scattered light from the sample is

detected directly and the photon count rate or the photocurrent in the detector is used to

generate an approximation to G(2)(τ), the first-order and second-order autocorrelations

are related by homodyne Siegert relationship [3, 9]:

G(2)(τ) = 〈Idet〉2 +
∣∣G(1)(τ)

∣∣2 (2.5)
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Typically, in DLS experiments using a homodyne detection scheme, a modified Siegert

relation, using the normalized versions g(1)(τ) & g(2)(τ) of G(1)(τ) & G(2)(τ) respectively,

is used, as follows:

g(2)(τ) = 1 + β
∣∣g(1)(τ)

∣∣2 (2.6)

where

g(1)(τ) =
G(1)(τ)

〈Idet〉

g(2)(τ) =
G(2)(τ)

〈Idet〉2

In equation (2.6), β is an experimental unitless parameter of order unity.

Commercial DLS equipments to characterize particle size and diffusion coefficients

almost exclusively operate under the homodyne detection scheme, especially due to the

simplicity of the optical setup involved. However, the heterodyne detection scheme is

equally capable of reproducing the same information. Unlike the homodyne detection

scheme, the heterodyne detection scheme is also sensitive to forced mobility of the

particles in the system, which is needed for measurements in the fields of light scattering

velocimetry [10] and electrophoretic light scattering [11, 12]. More importantly, the

methods developed for heterodyne schemes lend themselves directly to heterodyne-based

techniques such as OCT, which is the direction pursued in this thesis. Thus, in the

following subsection, we’ll take a closer look at the heterodyne detection scheme and

establish some useful relations.

2.2.1 Heterodyne detection scheme

In a heterodyne detection scheme, the scattered light Is is mixed with a portion of

the unscattered reference beam Iref . Under the following conditions, (i) Iref � Is, (ii)

fluctuations in the reference field Eref are negligible compared to those in the scattered

sample field Es, and (iii) Eref and Es are statistically independent, the first-order and
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second-order autocorrelations are related by heterodyne Siegert relationship [3, 9]:

G(2)(τ) = 〈Iref〉2 + 2Iref Re
[
G(1)(τ) eiωoτ

]
(2.7)

where G(1)(τ) is the first-order autocorrelation of the sample electric field given by

equation (2.3), and Re indicates the real part. From equation (2.7), we see that the

quantity computed from intensity measurements, G(2)(τ), can be directly related to

the real part of G(1)(τ), a quantity that describes the underlying physical processes

responsible for the scattering fluctuation.

It is important to note that fluctuation of the intensity from its average, represented

by δIdet(t) = Idet(t)− 〈Idet(t)〉, relays the same temporal information as intensity auto-

correlation. The two are related as follows [9]:

G(2)(τ) = 〈Idet〉2 + 〈δIdet(t) δIdet(t+ τ)〉 (2.8)

The autocorrelation of intensity fluctuation has a simpler structure than the autocor-

relation of intensity as only the time-variant part is present in the former. Using the

autocorrelation of intensity fluctuation especially simplifies the analysis in the context

of the heterodyne detection scheme. Note that for Iref � Is, 〈Idet〉2 in equation (2.8)

can be replaced by 〈Iref〉2, so from equations (2.7) and (2.8), we get the following:

〈δIdet(t) δIdet(t+ τ)〉 = 2Iref Re
[
G(1)(τ) eiωoτ

]
(2.9)

In equation (2.9), we see a simple and direct relationship between a computed quantity

from measured intensity fluctuations, on the left-hand side, and the quantity that under-

pins the physical processes, on the right-hand side. For further simplification, let g(2)(τ)

represent the normalized autocorrelation of heterodyne intensity fluctuation such that
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its values range between 0 and 1; similarly, let g(1)(τ) be the normalized autocorrelation

of the sample field (i.e., normalized version of G(1)(τ)) and for simplicity, we’ll drop

the eiωoτ term since it always cancels with e−iωoτ when G(1)(τ) is written out using the

complex form of electric fields (see equation 2.25). Then, from equation (2.9), it is clear

that:

g(2)(τ) = Re
[
g(1)(τ)

]
(2.10)

Thus, in the heterodyne detection scheme, the normalized intensity fluctuation autocor-

relation g(2)(τ) is directly related to the real part of the normalized first-order sample

field autocorrelation g(1)(τ), a quantity that relates to the physical processes underpin-

ning the intensity fluctuation such as Brownian motion which is discussed in section 2.3.

So, from equation (2.10), it is clear that in the heterodyne detection scheme, g(1)(τ) is

an experimentally determined quantity via the measurement of intensity fluctuation.

Having established the utility of autocorrelation functions in analyzing temporal

intensity fluctuations in DLS experiments, we now turn our attention to a particular

case of particles diffusing in fluids under Brownian motion. The diffusion coefficients

of the particles can be directly related to the first-order field autocorrelations, which is

discussed in detail in the next section.

2.3 Brownian motion and diffusion

Following the motion of particles diffused in fluids for some time t under an optical

microscope, one notices that their motion is quite erratic due to the random collisions

with the molecules in the solvent (particles typically 50µm and smaller are considered

for the erratic motion to be noticeably clear). This random jiggling motion is called

Brownian motion, named after the Scottish naturalist Robert Brown who investigated

pollen grains under a microscope in 1827. Diffusion, one of several naturally-occurring
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transport phenomena, and Brownian motion are synonymous concepts. To see how

this motion is related to time t, lets consider the Brownian motion of a particle in one

dimension for simplicity. The displacement of the particle (from its initial position) at

each instant can be considered as a random step from its previous position as follows:

x(t) = x(t− τ)± ε (2.11)

where ε is the random step the particle takes between time (t − τ) and t, and the

probability that the particle moves to the right is equal to the probability it moves to

the left. Thus the first moment of x(t), given by 〈x(t)〉 (average displacement of the

particle), is insufficient to describe its motion as this quantity is zero. Thus, to quantify

this motion, the second moment of x(t) needs to be used:

〈
x2(t)

〉
=
〈
x2(t− τ)

〉
± 〈2x(t− τ) ε〉+

〈
ε2
〉

(2.12)

The second term in equation (2.12) averages to zero (since 〈x(t− τ)〉 = 0) and applying

this equation iteratively all the way back to the first step of motion at t = 0 (where

x(0) = 0), we have: 〈
x2(t)

〉
= n(t)ε2 (2.13)

The mean squared displacement of the particle at time t, 〈∆x2(t)〉 = 〈|x(t)− x(0)|2〉,

is thus given by the number of time steps n(t) times the square of the random step ε2.

Compared to the case of ballistic motion where 〈∆x2(t)〉 scales with displacement as

n2(t), we see that the 〈∆x2(t)〉 scales linearly with n(t), when the step-wise displace-

ments are random. This is a defining feature that separates diffusive motion from

ballistic motion.

In 3D, the mean squared displacement 〈∆r2(t)〉 can be considered as a summation of

the independent mean squared displacements in x, y and z, i.e., 〈∆r2(t)〉 = 〈∆x2(t)〉+
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〈∆y2(t)〉+ 〈∆z2(t)〉. Thus, in 3D, we get:

〈
∆r2(t)

〉
= 3n(t)ε2 (2.14)

Since τ is the time-step, the number of time steps n(t) = t/τ . So, we have:

〈
∆r2(t)

〉
= 3

t

τ
ε2 = 6DT t (2.15)

where DT = ε2

2τ
is the translational diffusion coefficient quantifying the Brownian motion.

According to the Einstein relation, the translational diffusion coefficient of a parti-

cle is a thermodynamic property which is inversely proportional to the frictional drag

experienced by the particle at thermodynamic equilibrium:

DT =
kBT

ζ
(2.16)

where kB is the Boltzmann constant, T is the temperature in Kelvin, and ζ is the

frictional constant for the particle (1/ζ is called the mobility). From the Stokes ap-

proximation, for a spherical particle of radius a under no-slip boundary condition and

low Reynolds number (i.e., viscous forces dominant over inertial forces), the frictional

constant is given by, ζ = 6πηa. Thus, for a spherical particle, using the Stokes approxi-

mation and the Einstein equation, we get:

DT =
kBT

6πηa
(2.17)

Thus, we see that a physical property of the fluid (viscosity, η) is directly related to

the thermal property of the particle (diffusivity, DT ) via the Einstein equation and the

Stokes approximation.

Particles diffusing in solutions also undergo rotational motion in much the same way
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as translational motion. Following a similar statistical treatment as the translational

case, the mean squared angular displacement 〈∆Φ2(τ)〉 is also seen to be linearly related

to time t through rotational diffusion coefficient DR, as follows:

〈
∆Φ2(τ)

〉
= 2NDR t (2.18)

where N is the number of angular degrees of freedom for the particle’s rotational motion.

Debye extended the Einstein formalism of establishing translation diffusion through

frictional drag to the case of rotational diffusion through rotational frictional drag ζR:

DR =
kBT

ζR
(2.19)

For a sphere, the rotational frictional drag is given by the Stokes approximation, ζR =

8πηa3). Thus, we have:

DR =
kBT

8πηa3
(2.20)

From equation (2.20), we see that rotational diffusion is inversely proportional to the

cube of particle radius. So, larger particles rotate significantly more slowly compared to

smaller particles.

For a rigid cylindrical-shaped particle (length L, and width d), the translational

frictional drag ζ and rotational frictional drag ζR can be approximated as [13]:

ζ =
3πηL[

ln
(
L
d

)
+ γ
]

ζR =
πηL3

3
[
ln
(
L
d

)
+ γR

] (2.21)

where, γ and γR are correction factors introduced to account for the end-effect. For

rigid rods in the range 2 < L/d < 20, these factors were estimated as second-order
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polynomials in d/L, the coefficients of which were approximated by numerically fitting

the data [14]:

γ = 0.312 + 0.565

(
d

L

)
− 0.100

(
d

L

)2

γR = −0.662 + 0.917

(
d

L

)
− 0.050

(
d

L

)2

(2.22)

Using equations (2.21) and (2.22) for a rigid rod, the Stokes-Einstein relations for trans-

lational and rotational diffusion are:

DT =
kBT

3πηL

[
ln

(
L

d

)
+ 0.312 + 0.565

(
d

L

)
− 0.100

(
d

L

)2
]

DR =
3kBT

πηL3

[
ln

(
L

d

)
− 0.662 + 0.917

(
d

L

)
− 0.050

(
d

L

)2
]

(2.23)

Note that translational diffusion of rigid rods are relatively less susceptible to slight

variations in lengths of the rods. This can be seen from equation (2.23), in which DR

is inversely proportional to L3, whereas DT is inversely proportional to L only. Thus, a

slight change in the length of a rigid rod amounts to a comparatively smaller change in

DT than in DR.

So far, we have established the Stokes-Einstein relations for spherical and rod-like

scatterers, which relates viscosity, a rheological property, to diffusivity, a thermal prop-

erty. Next, we’ll establish a relationship between the diffusion coefficients and the au-

tocorrelation functions.

2.3.1 Autocorrelation and diffusion coefficients

To elucidate the relationship between the autocorrelation and the rotational and

translation motion of the particles, lets start with the definition of the first-order field
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autocorrelation G(1)(τ) from equation (2.3):

G(1)(τ) = 〈E∗s (t)Es(t+ τ)〉 = 〈E∗s (0)Es(τ)〉 (2.24)

For a stationary random process (i.e., independent of the exact time point of the mea-

surement), the second equality in the above equation follows. Next, substituting the

scattered field from equation (2.2) into equation (2.24), we get:

G(1)(τ) =
N∑
j=1

N∑
k=1

〈
A∗j(0)Ak(τ)

〉 〈
ei~q·[~rj(τ)−~rk(0)]

〉
E2
o e
−iωoτ (2.25)

In the above equation, the rotational and translation motion of the particles are assumed

to be independent (strictly speaking, the rotational motion is independent of transla-

tional motion, whereas the translational motion is coupled to the rotational motion.

This coupling is significant in 2D whereas it is weak in 3D [15]). Additionally, assuming

that each particle in the ensemble has the same statistical behavior and their motions

are uncorrelated (fair assumption in the dilute regime), G(1)(τ) is further simplified to:

G(1)(τ) = N 〈A∗(0)A(τ)〉
〈
ei~q·

~∆r(τ)
〉
E2
o e
−iωoτ (2.26)

where ~∆r (τ) = [~r (τ)− ~r(0)] is the displacement of the scatterer within a short time τ .

Note that A(τ) is the amplitude of the field scattered by the particles and depends on

their polarizabilities α, which has a tensorial form. For a particle small compared to the

wavelength of light and whose polarizability is constant in all its spatial configuration

(i.e. optically isotropic scatterer), 〈A∗(0)A(τ)〉 reduces to a constant
〈
|A|2

〉
. On the

other hand, for an optically anisotropic scatterer whose polarizability varies depending

on its spatial configuration, 〈A∗(0)A(τ)〉 contributes a polarizability-correlation term,

〈α∗(0)α(τ)〉. This polarizability-correlation term is linked directly to the rotational mo-
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tion of the particle and thus constitutes a rotationally variant term. The translationally

variant term in the first order autocorrelation is present in the
〈
ei~q·

~∆r(τ)
〉

term, which

is known as the self-intermediate scattering function, and is given by e−q
2〈∆r2(τ)〉/6 [9],

where 〈∆r2(τ)〉 is the mean squared displacement of the scattering particles. Thus, we

see that the first-order field autocorrelation function is proportional to the product of

correlation functions for rotational and translational motion, and is given by:

G(1)(τ) =

 N ′e−q
2〈∆r2(τ)〉/6 e−iωoτ Isotropic scatterers

N ′ 〈α∗(0)α(τ)〉 e−q2〈∆r2(τ)〉/6 e−iωoτ Anisotropic scatterers
(2.27)

where all constant terms are accumulated into a single constant N ′.

Now, we are one step closer to relating an experimentally evaluated quantity, g(1)(τ),

to Brownian motion. We’ll treat the case of optically isotropic particles and optically

anisotropic particles separately in the next two sections. It is important to note that not

all spherical particles are optically isotropic and neither are all structurally aniostropic

particles optically anisotropic. Recent advances in nanomaterial synthesis has enabled

scientists to synthesize spherical particles that have optical anisotropy [16]. And, a good

majority of bacteria and biological macromolecules aren’t optically anisotropic despite

their structural anisotropy [17].

2.3.2 Optically isotropic scatterers

For an optically isotropic scatterer, from equations (2.27), we have:

G(1)(τ) = N ′e−q
2〈∆r2(τ)〉/6 e−iωoτ (2.28)
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Normalizing the above autocorrelation, and also dropping the e−iωoτ term, the normal-

ized first order field autocorrelation becomes:

g(1)(τ) = e−q
2〈∆r2(τ)〉/6 = e−q

2DT τ (2.29)

where the second equality follows from equation (2.15). Thus, g(1)(τ) is directly related

to mean squared displacement 〈∆r2(τ)〉 and translational diffusion coefficient DT of the

particle undergoing Brownian motion. As we saw earlier, under the no-slip boundary

condition for Stokes’s drag, the translational diffusion coefficient for a spherical probe of

radius a is given by equation (2.17). So, DT can be extracted from the experimentally

evaluated g(1)(τ), and using equation (2.17), the viscosity of the solvent η can be esti-

mated from the measured DT for a known size of the diffusing particles. Alternatively,

knowing the viscosity of the solvent, the size of the diffusing probes can be estimated

from the measured DT , as in commercial DLS systems.

2.3.3 Optically anisotropic scatterers

For an optically anisotropic scatterer, from equation (2.27), we have:

G(1)(τ) = N ′ 〈α∗(0)α(τ)〉 e−q2〈∆r2(τ)〉/6 e−iωoτ (2.30)

= N ′ 〈α∗(0)α(τ)〉 e−q2DT τ e−iωoτ

Firstly, similar to the case of optically isotropic scatterers, we see that their mean squared

displacement 〈∆r2(τ)〉 and thus translational diffusion DT are directly related to an

experimentally evaluated quantity, G(1)(τ). More importantly, 〈α∗(0)α(τ)〉, the polar-

izability correlation term, gives information about the tumbling of optically anisotropic

scatterers. As light of a certain polarization state impinges on such a scatterer, it in-
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duces a dipole moment, the magnitude and direction of oscillation of which depends on

the orientation of the scatterer. And, since particles under Brownian motion continually

reorient themselves due to random collisions with the solvent molecules, the magnitude

and direction of the induced dipole also fluctuates. This fluctuation of the dipole mo-

ment is evident in the change in the state of polarization and the electric field strength

of the scattered light emitted by the induced dipole.

When linearly polarized light impinges on an ensemble of optically anisotropic rod-

like particles, and the same polarization of the scattered field is detected (co-polarized),

the polarizability correlation in equation (2.27) takes on the following form [3, 9]:

〈α∗(0)α(τ)〉 =

[
α2
o +

4

45
β2
oe
−6DRτ

]
(2.31)

On the other hand, when an orthogonal polarization of the scattered field is detected

(cross-polarized), the polarizability correlation in equation (2.27) takes on the following

form [3, 9]:

〈α∗(0)α(τ)〉 =
1

15
β2
oe
−6DRτ (2.32)

where DR is the rotational diffusion coefficient of the scattering particles, αo =
(α||+2α⊥)

3

and βo =
(
α|| − α⊥

)
are called the mean polarizability and anisotropy respectively. α||

and α⊥ signify the components of the polarizability tensor along the long and short axes

of the rod respectively, as shown in figure 2.3. Thus, from equation (2.30), the associated

first-order field autocorrelations for co-polarized and cross-polarized components are

given by:

G
(1)
HH(τ) = N ′

[
α2
o +

4

45
β2
o e
−6DRτ

]
e−q

2DT τ e−iωoτ

G
(1)
HV (τ) = N ′

1

15
β2
o e
−6DRτe−q

2DT τ e−iωoτ (2.33)

In G
(1)
ij (τ), the first index (i) and the second index (j) indicate the polarization of the
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Figure 2.3: Components of polarizability tensors along the long and short axes of an
optically anisotropic rod.

incident and detected light respectively. Thus, we see that the translational diffusion

coefficient and rotational diffusion coefficient are embedded in the experimentally eval-

uated quantity, G(1)(τ).

Normalizing the above autocorrelations by the initial value at zero lag (τ = 0), and

also dropping the e−iωoτ term, the normalized first order field autocorrelations are given

by:

g
(1)
HH(τ) =

(
45α2

o

45α2
o + 4β2

o

)
e−q

2DT τ +

(
4β2

o

45α2
o + 4β2

o

)
e−6DRτ e−q

2DT τ

g
(1)
HV (τ) = e−6DRτe−q

2DT τ (2.34)

Besides DLS [18], rotational and translational diffusion of micro- and nano- sized

anisotropic scatterers, including GNRs, have also been studied using digital video mi-

croscopy [15], confocal microscopy [19], single-particle tracking [20], and holographic

video microscopy [21], among others. Anisotropic scatterers are interesting as they

more closely resemble the translational and rotational diffusion of various nanoscopic

biological objects (e.g. viruses, pathogens, toxins etc.) whose diffusion isn’t quite cap-

tured by spherical probes. In this thesis, we consider the diffusion of plasmonic GNRs,
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which additionally offers further simplification of expressions in equation (2.34), as will

be considered in chapter 4.

2.4 Motivation for Optical Coherence Tomography

DLS has been used for a wide range of practical applications where the optical

density in the scattering medium is low and as such, the probing beam essentially

undergoes single scattering from the scattering centers in the medium. However, in

highly scattering media, traditional DLS systems fail to characterize the properties of

the samples due to multiple scattering of the optical beam. When multiple scattering is

dominant, an extension of DLS called diffusing wave spectroscopy (DWS) is employed,

which assumes diffusive propagation of light through the optically turbid media [17, 22].

DWS has been successfully used to study probe motion in highly concentrated colloids

and polymer solutions. However, many systems of practical interest aren’t optically

diffusive and thus cannot be characterized by DWS techniques. Thus, neither traditional

DLS nor DWS cover the regime in which the dynamic systems of interest scatter the

optical beam more than once but not sufficiently multiple times.

For many light scattering experiments, a coherent beam of light produced by lasers

has been the favorable source due to properties such as high degree of collimation and

high beam intensity. Recently developed light sources such as femtosecond lasers, and

superluminescent diodes additionally may provide a broad spectrum (i.e., a narrow

temporal coherence length). Thus, unlike temporally coherent light sources, broadband

sources are able to produce interference only over a limited temporal range due to their

narrow temporal coherence length (Figure 2.4). This lack of interference can be utilized

as a useful thing when the goal is to path-length resolve the scattering volume while

suppressing multiple scattering of the optical radiation.

Interferometry allows the measurement of the magnitude and echo time delay of
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Spectrum	  of	  a	  broadband	  source	  

Figure 2.4: A monochromatic spectrum from a typical laser has a narrow bandwidth
centered around the central wavelength λo. Such coherent sources can form an inter-
ference pattern over a long range of optical path length difference (OPD) between the
interfering beams in the interferometer; as such, they have a long coherence length.
Broadband sources have a large bandwidth ∆λ centered around the central wavelength
λo. Such sources depict interference over a limited range of OPD between the interfering
beams, and thus have limited coherence length (lc). The interference fringe spacing is
λo in both cases when plotted against OPD.

backscattered light by superposition with a reference field, providing high sensitivity.

Additionally, performing interferometry with a light source with low temporal coherence

allows single scattering from a localized volume (the coherence volume) to be analyzed,

which is the concept behind the technique called low coherence interferometry (LCI)

[23, 24, 25]. LCI has been successfully used to measure particle dynamics as well as

resolve spatial variations in Brownian diffusion coefficients within highly scattering me-
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dia [26]. LCI has also been shown as a viable alternative to DLS/DWS techniques for

microrheological analysis of high concentration polymer solutions [27].

Techniques that are capable of characterizing particle diffusion non-invasively in

highly heterogeneous samples such as biological soft tissues and biological fluids are

highly desirable in biomedicine today. OCT, which is a non-invasive, micron-resolution

imaging modality based on LCI, sits in a favorable position to fulfill this need in bio-

logical studies. Studying particle diffusion using OCT extends its functionality beyond

architectural imaging of biological soft tissues and opens doors for analysis of particle

dynamics in rich biological samples, which holds enormous potential in enhancing our

understanding of mechanisms of drug delivery, disease progression, disease pathogene-

sis, as well as micro- and nano- scale tissue properties. The motivation of this thesis is

thus to establish OCT as a viable tool to study dynamics of nano-scale probes (GNRs

to be precise), and also to exploit the depth-gating capability offered by low coherence

illumination to study heterogeneous samples that presently hold immense interest in the

field of biomedicine.
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Chapter 3

Optical Coherence Tomography
system development

3.1 Optical Coherence Tomography

Optical Coherence Tomography (OCT) is an interferometric technique that performs

non-invasive, micron resolution, cross-sectional imaging of biological tissues up to depths

of a few millimeters by measuring the echoes of backscattered light [28]. OCT enables

real time, in situ visualization of tissue microstructures without the need to remove

and process specimens, and has tremendous potential for use in clinical settings in

guiding surgical and microsurgical procedures, in imaging pristine tissues whose excision

isn’t possible for use with traditional biopsy-based methods, and in three dimensional

reconstruction of in situ pathology. Although the limiting factor for OCT imaging

is the penetration depth, this limitation is mitigated by integration with fiber optic

components such as catheters and endoscopes for real-time in vivo imaging of internal

structures [29]. OCT has had significant clinical impact in opthalmology [30] and has

also found applications in cardiology [31], pulmonology [32], urology [33], neurosurgery

[34], gastroenterology [35, 36], and oncology [37, 38], among others.

OCT performs cross-sectional imaging by measuring the magnitude and echo time

delay of light scattered from internal microstructures in tissues. An OCT depth-scan



(axial-scan, A-scan, or z-scan) measures the backscattering as a function of depth in a

sample. Cross-sectional images are generated by performing a series of axial scans at

sequential transverse positions to generate a two-dimensional map (B-scan) of reflection

sites in the sample. Additionally, three dimensional datasets representing the volumetric

optical backscattering profile of the sample can be generated by raster scanning the

imaging beam to acquire sequential B-mode images (Figure 3.1).2 J. Fujimoto and W. Drexler

2 D
Axial (Z) Scanning

Transverse (X) Scanning

1 D
Axial (Z) Scanning

3    D
Axial (Z) Scanning

XY Scanning

Backscattered Intensity

Axial Position (Depth)

Fig. 1.1. OCT generates cross-sectional or three-dimensional images by measuring
the magnitude and echo time delay of light. Axial scans (A-scans) measure the
backreflection or backscattering versus depth. Cross-sectional images are generated
by performing a series of axial scans at different transverse positions to generate a
two-dimensional data set (B-scan), which is displayed as a grey scale or false color
image. Three-dimensional data sets (3D-OCT) can be generated by raster scanning
a series of two-dimensional data sets (B-scans)

of biopsies required and to improve sensitivity by reducing sampling errors;
(3) For guidance of interventional procedures. The ability to see beneath
the tissue surface enables the guidance of procedures such as stent place-
ment or atherectomy, as well as microsurgical procedures such as vessel and
nerve anastomoses. Coupled with catheter, endoscopic, laparoscopic, or needle
delivery devices, OCT promises to have a powerful impact on many medical
applications ranging from the diagnosis of neoplasia, to enabling new mini-
mally invasive surgical procedures. The development of functional extensions
of OCT enables imaging and measurement of properties such as Doppler flow,
displacement, birefringence, and spectral properties. This chapter reviews the
background and development of OCT.

1.2 OCT and Other Imaging Technologies

OCT has features that are common to both ultrasound and microscopy. To
understand OCT imaging, it is helpful to compare it with these related medical
imaging techniques. Figure 1.2 shows a comparison of resolution and imag-
ing depth for several imaging modalities. The resolution of clinical ultrasound
imaging is typically 0.1–1mm and depends on the sound wave frequency (3–
40MHz) used for imaging [4–6]. Sound waves at these standard ultrasound

Figure 3.1: Cross-sectional images generated in OCT by measuring the magnitude and
echo time delay of light. An axial scan (z-scan) measures backscattered intensity versus
depth in the sample. Laterally adjacent depth-scans are used to obtain a two dimen-
sional map of reflection sites (B-mode). Three dimensional data sets are generated by
raster scanning a series of B-scans. Figure printed from Optical Coherence Tomography
Technology and Applications (2008) [39], pg. 2, Introduction to OCT, J. Fujimoto and
W. Drexler, Copyright c○Springer-Verlag Berlin Heidelberg 2008, with kind permission
of Springer Science+Business Media.

OCT is analogous to ultrasound imaging since both techniques measure backscatter-

ing of an incident wave. As the name suggests, ultrasound uses acoustic waves whereas

OCT uses optical waves, typically in the near-infrared region, to probe the biological

sample. Depending on the varying optical (in OCT) or acoustic properties (in ultra-
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sound) of structures in the sample, the incident field is backscattered differently. The

locations of these structures are then ascertained by measuring the echo time it takes

for light or sound to return from different depths. The fundamental difference between

OCT and ultrasound becomes clear when we consider the speeds at which light (3× 108

m/s) and sound (1500 m/s) propagate. In ultrasound, measurement of distances with a

100 µm resolution (typical resolution in ultrasound) requires a time resolution of ∼70 ns

which is within the reach of modern electronic detectors. However, in OCT, measure-

ment of distance with a 3 µm resolution (typical axial resolution in OCT) requires time

resolution of ∼10 fs [39]. Such a timescale doesn’t allow for direct electronic detection

and thus interferometry is used in OCT for detection of light backscattered from the

sample.

OCT is performed in the near-infrared region of the optical spectrum. This choice is

motivated by the presence of a “biological window” between the wavelengths of 800 nm

and 1300 nm where the cumulative optical attenuation due to absorption from melanin,

haemoglobin, and water present in biological tissues reaches a minimum [40, 41, 42].

Additionally, due to high anisotropy parameter (g = 0.80 − 0.95) for near-infrared

radiation in tissues, optical radiation in this region experiences highly forward-directed

scattering [43], thereby allowing deep tissue imaging.

OCT was first conceived as a time-domain system (Time Domain OCT, TD-OCT)

in which the interferogram is collected by rapidly changing the optical path length

between the sample and reference beams in a Michelson interferometer [28]. Although

TD-OCT has been successfully employed to investigate many types of biological samples,

its limiting factors have been the lack of optical phase stability, and the speed of data

acquisition which is limited by the the scanning speed of the interferometer reference

arm. These limitations of TD-OCT are overcome by systems working in the Fourier

domain (Fourier Domain OCT, FD-OCT), in which the scanning of the reference arm
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is obviated, and the depth-ranging of the sample is made possible by an analysis of the

spectral components of the collected interferogram [44]. FD-OCT has been performed

in the following two configurations: Spectral Domain OCT (SD-OCT) in which the

collected interferogram in split into its frequency components by a diffraction grating

and the resulting spectral interferogram is collected using a line-scan camera [45, 46],

and Swept Source OCT (SS-OCT), in which the frequency of the optical source is

rapidly swept periodically through the entire optical bandwidth [47, 48]. At present,

SS-OCT systems are more compact and boast rapid scanning capability compared to

SD-OCT systems and are popular in the 1300 nm wavelength range. On the other

hand, SD-OCT has been the choice for researchers whose applications require greater

optical phase stability, and also are dominant systems in the 800 nm wavelength range.

Novel light sources and photodetectors for OCT imaging are continually being improved

upon, and with this evolution in light sources and detectors, both SS-OCT and SD-OCT

systems should overcome their individual shortcomings and achieve faster acquisition,

higher resolution, and sensitivity in the near future. In the following subsections, we’ll

discuss TD-OCT and SD-OCT before discussing the design of a polarization sensitive

SD-OCT system.

3.1.1 Time domain OCT

Figure 3.2 depicts a standard time domain OCT system (TD-OCT) consisting of a

low coherence source and a Michelson interferometer. The working principle of TD-OCT

is based on LCI, and thus interference fringes occur if the optical path lengths of the

sample beam and the reference beam coincide within the coherence length (lc). The

coherence length signifies the spatial extent along the beam axis over which the electric

field of the propagating beam is significantly correlated, and is related to correlation

time τc by lc = cτc (c is the speed of light). The correlation time τc is given by the full-
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width-half-maximum (FWHM) of the electric field autocorrelation function. Thus, given

a beam with a Gaussian power spectral density, its Fourier transform, which according

to Wiener-Khinchin theorem is the autocorrelation of the electric field, is also Gaussian

(since the Fourier transform of a Gaussian function is also a Gaussian). The broader the

FWHM of the power spectral density, the narrower the FWHM of the autocorrelation

function is. In other words, a broader optical spectrum results in a short coherence time

τc and thus a shorter coherence length lc. The coherence length for a Gaussian source

with a central wavelength λo and a spectral bandwidth of ∆λ is given by [39]:

lc =
2 ln(2)

π

λ2
o

∆λ
(3.1)

The two optical beams in an interferometer are coherent with each other when their

optical path length difference (OPD) ≤ lc.

In TD-OCT, the reference optical path length is changed periodically with respect

to a fixed sample optical path length as depicted in figure 3.2. The backscattered

sample beam coherently interferes with the reference beam only when their OPD is

within the coherence length lc of the source. This allows OCT to depth-range the

sample, which is referred to as coherence gating. So, the axial resolution of the OCT

system is determined by the coherence length of the source. The backscattered sample

beam and the reference beam interfere coherently and are subsequently detected by a

photodetector. The photocurrent i(t) produced by the photodetector is given by:

i(t) = ρ

(
Ps
2

)〈
|Es + Er|2

〉
(3.2)

where ρ =
(
η e
h ν

)
is the detector responsivity, η is the efficiency of the detector to convert

photons to electrons (quantum efficiency), h is the Planck’s constant, e is the electronic

charge, ν is the mean optical frequency of the beam, Ps is the incident power in the
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Figure 3.2: A TD-OCT system consisting of a low coherence light source, Michelson
interferometer, and a photodetector. Optical path length difference (OPD) is introduced
by periodic scanning of the reference arm. OPD = 2n(lr − ls), where n is the refractive
index (assuming that the reference arm is refractive index matched with the sample
arm).

sample arm (which is also the reference power, assuming the interferometer beam splitter

is 50/50), Er is the electric field of the backreflected reference beam, Es is the electric

field of the backscattered sample beam, and 〈 · · · 〉 is the time averaging over the exposure

time of the detector. Writing the backscattered sample and reference electric fields in

complex notation, we have the following:

Es(t) = as e
i2kslse−iωot

Er(t) = ar e
i2krlre−iωot (3.3)
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where as and ar are the amplitudes of the backscattered sample and reference electric

fields respectively, ks and kr denote the propagation wave-vector of the sample and

reference beams respectively, ωo denotes the optical angular frequency, and lr and ls

denote the length of the reference and sample arms.

Substituting Er and Es from equation (3.3) into equation (3.2), and assuming ks =

kr = ko, we get the following:

i(t) = ρ

(
Ps
2

)(
a2
r + a2

s + 2aras cos[2ko(ls − lr(t))]
)

(3.4)

Without the constant prefix in the detected photocurrent above, the detected signal (let

ID(t)) can be written as:

ID(t) = a2
r + a2

s + 2aras cos[2ko(ls − lr(t))] (3.5)

The first two terms in equation (3.5) are DC-terms (time-invariant terms) whereas the

last term with the cosine is the AC-signal (i.e., it is the interference term), which is the

signal of interest.

Our treatment of the interference above considered a monochromatic source for sim-

plicity. For a low coherence light source with a bandwidth of ∆k (assumed to be a

Gaussian), we can extend the simple treatment presented above by considering the elec-

tric field of the low coherence source as a superposition of monochromatic waves of

various frequencies, in which case the detected signal is given by [39]:

ID(t) = a2
r + a2

s + 2aras e
−(ls−lr(t))2∆k2

cos[2ko(ls − lr(t))] (3.6)

As the relative OPD between the two arms changes (due to the scanning of the reference

path length lr(t)), the cosine in the AC-signal is seen to oscillate, which is thus the
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interference term:

IAC(t) = 2aras e
−(ls−lr(t))2∆k2

cos[2ko(ls − lr(t))] (3.7)

The exponential term in the AC-signal, which is equal to the inverse Fourier transform of

a Gaussian source spectral density, is the envelope (Gaussian shaped) of the interference

term. This envelope term e−(ls−lr(t))2∆k2
is the coherence function that determines the

axial spread of the interference term, and is thus also termed the axial Point Spread

Function (PSF). It is this envelope term that allows coherence gating at resolution

limited by lc. Therefore, as the reference mirror is scanned axially, the amplitude of

the sample electric field as is depth-resolved, and this constitutes a single A-scan in

TD-OCT.

The lateral scan to produce cross-sectional (B-mode) images is performed by scan-

ning the imaging beam across the sample. The lateral resolution of the B-mode OCT

image is determined by the diffraction limited focal spot of the Gaussian imaging beam

(∆x) and is given by [8]:

∆x = 1.22
fλo
d

(3.8)

where f is the focal length of the imaging lens, λo is the central wavelength of the

Gaussian imaging beam, and d is the spot size of the beam on the imaging lens. So, a

fine transverse resolution can be obtained by using a lens with higher numerical aperture

(NA) that focuses the imaging beam to a smaller spot size
[
NA = sin

(
tan−1

(
d

2f

))]
.

However, the transverse resolution is also related to the confocal parameter or depth of

focus (b) of the Gaussian beam, given by [8]:

b =
π∆x2

2λo
(3.9)

Thus, although using a high NA lens increases the transverse resolution (i.e., smaller
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∆x), it results in a decrease in the depth of focus, which limits the depth of imaging.

So, depending on the experimental purpose, whether it is optical coherence microscopy

with ultra-high axial resolution or regular cross-sectional optical coherence tomographic

imaging, a proper choice of an imaging lens with a suitable NA needs to be made.

More importantly, the axial resolution is decoupled from transverse resolution, which is

unique to OCT imaging and is in sharp contrast to imaging modalities such as optical

microscopy.

The generation of an OCT image from the detected signal involves several steps.

First, the depth-scanned AC-signal IAC(z, t) is isolated from ID(z, t) by reference sub-

traction (also, assuming ar >> as). Secondly, an analytic continuation of the real

AC-signal is performed to generate a complex analytic signal, S̃(z, t) [49, 50]:

S̃(z, t) = A(z, t)eiφ(z,t) (3.10)

where A(z, t) and φ(z, t) are the amplitude and phase of the complex analytic signal.

Typically, the absolute value of S̃(z, t) is taken to get A(z, t), which is mapped in the log

scale (logarithmic transformation compresses the dynamic range and preserves the visual

details in the lower intensity values), and this represents a single A-scan in a structural

OCT image. The phase φ(z, t), extracted during the complex analytic continuation

of IAC(z, t), is sensitive to the OPD, and is used in phase sensitive measurements to

quantify axial motion in the sample [49, 51]. Due to motion artifacts from inherent

scanning of the reference arm in TD-OCT, φ(z, t) isn’t as stable as in SD-OCT. In

addition to phase stability, SD-OCT also offers a much faster operation and increased

sensitivity, as is to be discussed in the next subsection.

36



3.1.2 Spectral domain OCT

Unlike TD-OCT, the reference arm is held stationary and all optical echoes from

the sample are measured simultaneously in SD-OCT. The backscattered sample and

reference beams are split into their frequency components by a diffraction grating and

detected by a linescan camera in a spectrometer. Let’s consider the backreflected spec-

tral reference and sample field (from a single scatterer at z):

Er(k, t) = ar e
i2klre−iωot

Es(k, t) = as(z) ei2kls e−iωot (3.11)

where as(z) contains the backscattered sample information. Using the expressions for

Es(k) for scatterers at various depths in the sample and Er(k) for the reference field (sup-

pressing the temporal e−iωot part for convenience), the spectral interferogram detected

in the spectrometer can then be written as:

I(k) = S(k)

∣∣∣∣ar ei2klr +

∫ ∞
0

as(z) ei2k[lr+n(z)z] dz

∣∣∣∣2 (3.12)

I(k) = S(k)

[
a2
r + 2 ar

∫ ∞
0

as(z) cos[2kn(z)z] dz +

∫ ∞
0

∫ ∞
0

as(z)as(z
′)e−i2kn(z)(z−z′) dz dz′

]
where S(k) is the power spectrum of the source (expression for S(k) is given in equation

(3.15)), depths z, z′ are defined from the z = 0 plane, and n(z) is the refractive index.

The first term, called the reference term (Iref = S(k)a2
r), can be measured directly by

blocking the sample arm and thus eliminated by subtracting it from I(k). The depth

information of the sample is present in the second term in equation (3.12), as scattering

from depth z in the sample is seen to be encoded in spatial frequency 2n(z)z of the

cosine function. Thus, deeper scattering events are seen to result in higher encoded

frequency. Using âs(z) as a symmetric version of as(z) across the reference plane i.e.,
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Figure 3.3: An SD-OCT system consisting of a low coherence light source, Michelson
interferometer, and a dispersive spectrometer which is comprised of a diffraction grating,
focusing lens and a line scan camera. The z = 0 plane (reference plane) corresponds to
a distance of lr from the beam splitter such that ls = lr + n(z)z; z is defined from the
z = 0 plane, and n(z) is the refractive index (n(z) = 1 in the air, and n(z) = nsample
inside the sample).

âs(z) = as(−z) + as(z) (a fair extension, since as(z) = 0 for z outside the sample), the

resultant spectral interferogram can be cast in the form of Fourier transforms:

I(k)− Iref (k) = S(k)

[
ar

∫ ∞
−∞
âs(z) e−i2kn(z)z dz +

1

4

∫ ∞
−∞

R[âs(z)] e−i2kn(z)z dz

]
(3.13)

or, I(k)− Iref (k) = S(k)

[
ar FT [âs(z)] +

1

4
FT [R[âs(z)]]

]
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where FT denotes the Fourier transform and R denotes the autocorrelation function.

Thus, performing an inverse Fourier transform, we get:

FT−1[I(k)− Iref (k)] = FT−1[S(k)]⊗
[
arâs(z) +

1

4
R[âs(z)]

]
(3.14)

where FT−1 is the inverse Fourier transform, and ⊗ indicates a convolution. Note that

the Gaussian spectral density function S(k) and its inverse Fourier transform are given

by:

S(k) =
1

∆k
√
π
e−[ k−ko

∆k ]
2

←→ FT−1[S(k)] = e−(n(z)z)2∆k2

(3.15)

Similar to equation (3.6) earlier in TD-OCT, the e−(n(z)z)2∆k2
term is the coherence

function (also called the correlogram). In equation (3.14), the first term containing

âs(z) has the backscattered depth information of the sample. Thus, the correlogram

determines the spread of backscattered interference signal âs(z) at each scattering point

along the axial direction, thereby performing coherence gating. The autocorrelation

term R[âs(z)] is due to interference of fields from various depths of the sample. This

term is centered around the reference plane (z = 0) and typically has negligible con-

tributions at longer depths (strongly correlated at z = 0, and decays rapidly for longer

z-lags). Thus, the autocorrelation term R[âs(z)] can be separated from the coherence-

gated backscattered interference term, e−(n(z)z)2∆k2 ⊗ âs(z), by intentionally keeping the

reference plane outside the sample (as shown in figure 3.3), and by keeping Es << Er.

The coherence-gated backscattered interference term is symmetric across the reference

plane due to the inverse Fourier transform involved, and thus its conjugate in z < 0 can

be ignored in post-processing without loss of useful information. The resulting term,

e−(n(z)z)2∆k2 ⊗ as(z), is the SD-OCT axial signal, S̃(z):

S̃(z) = FT−1[I(k)− Iref (k)] ≈ e−(n(z)z)2∆k2 ⊗ as(z) (3.16)
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Additionally, unlike in TD-OCT where complex analytic continuation of the real AC-

signal (equation (3.10)) is implemented to get the signal’s phase, the SD-OCT signal

is already in complex form due to the inverse Fourier transform (thus of the form,

S̃(z) = A(z)eiφ(z), where A(z) and φ(z) are the amplitude and phase of the complex

SD-OCT signal). In SD-OCT, the low frequency end of the spectral interferogram I(k)

results from scatterers at shorter optical path lengths in the sample, and similarly high

frequencies result from waves originating from longer optical path length in the sample

(i.e. scatterers deep in the sample). Shortening the reference arm thus has the effect of

increasing the encoding frequency of the spectral interferogram. However, the linescan

detector used to detect the spectral interferogram has a limited spectral resolution, and

the highest frequency that can be detected is limited by the Nyquist criterion, according

to which the sampling frequency of the linescan array has to be at least twice as large as

the largest frequency to be detected. Thus, the imaging depth that can be measured in

SD-OCT is determined by the ability of the detector to measure high frequencies, and is

limited by Nyquist frequency. The measuring range of the detector is given by [45, 52]:

zmax =
N λminλmax

4n (λmax − λmin)
(3.17)

where [λmin, λmax] is the detector’s spectral range, N is the number of detector pixels,

and n is the refractive index of the sample.

The axial and lateral resolutions are given by the same expressions as in TD-OCT

(equations (3.1) and (3.8)). Compared to TD-OCT, SD-OCT presents an enhancement

in acquisition speed, improvement in phase sensitivity, and additionally, an improvement

in the detection sensitivity (signal-to-noise ratio (SNR) for a perfect reflector). The

expression for SNR in TD-OCT, assuming shot-noise limited detection, is given by [53]:

SNRTD-OCT =
ρRsPs
2eB

(3.18)
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where ρ is the detector responsivity, Rs is the sample reflectivity, Ps is the power in

the sample arm, e is the electron charge, and B is the electronic bandwidth. B is a

product of the number of interference fringes occurring on the linescan camera during

each A-scan, camera linerate (number of A-scans/sec), and fractional bandwidth of the

light impinging on the detector [54]:

B =

(
zmax
λo/2

)(
1

∆t

)(
∆λ

λo

)
(3.19)

where ∆t is the time it takes to acquire a single A-scan, and other symbols have their

predefined meanings. In SDOCT, all optical echoes from the sample are measured

simultaneously and as a result, an improvement of the SNR by a factor of N/2 over the

SNR in TD-OCT is obtained (N is the number of detector pixels, and the factor of 1/2

is from redundant data in the positive and negative path delays across reference plane

generated in SD-OCT due to the inverse Fourier transform) [54]:

SNRSD-OCT =

(
N

2

)(
ρRsPs
2eB

)
(3.20)

Thus far, we have discussed important parameters that define the performance of an

SD-OCT system such as axial and lateral resolutions, depth of focus, depth-scan range,

and sensitivity. In the next subsection, we’ll discuss the design of a custom polarization

sensitive OCT (PS-OCT) system operating in the spectral domain.

3.2 Design of spectral domain PS-OCT system

The custom-designed spectral domain PS-OCT system consists of three main compo-

nents: a light source, a free-space Michelson interferometer, and a free-space spectrom-

eter (Figure 3.4). The light source consists of a Ti:Sapphire laser (Griffin, KMLabs,
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Inc.), which affords a tunability over a wide wavelength range between 650 nm and

1000 nm, and more importantly allows broad bandwidth operation in its modelocked

configuration. As described earlier, the broad bandwidth is necessary for low coherence

imaging. For our application, we use a central wavelength of 800 nm and a bandwidth of

> 120 nm. Using equation (3.1), the theoretical axial resolution of the imaging system

is estimated to be < 2.4 µm in free space.

Figure 3.4: Schematic diagram of a custom-designed PS-OCT system consisting of
a Ti:Sapphire laser source, a free-space Michelson interferometer, and a free space
spectrometer. HH indicates the co-polarized component and HV indicates the cross-
polarized component; FS: Fiber to free-space coupler, SF: Free-space to fiber coupler;
QWP: Quarter wave plate; PBS: 50:50 polarizing beam splitter; BS: 50:50 beam splitter
(non-polarizing).

The collimated beam from the laser is first led through a Faraday isolator, which

allows transmission of light in the forward-direction only and thus protects the laser

against back-reflected light. The collimated light is then launched through a single-
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mode fiber (Thorlabs, 780HP FC/APC) using a free-space-to-fiber coupler consisting of

a focusing lens (f = 3.1 mm). For a measured beam spot diameter, d, of ∼(0.8−1) mm

on the focusing lens, the NA of the imaging system is estimated to be ∼(0.13 − 0.16)[
NA = sin

(
tan−1

(
d

2f

))]
, which matches well with the NA (0.13) of the single-mode

fiber, which is a necessary condition for efficient beam launching through the fiber. The

fiber-launched beam en route to the free-space Michelson interferometer passes through

a fiber polarization controller (Thorlabs, FPC560), the adjustment of which allows easy

polarization control over the entire Poincaré sphere. The beam from the fiber is then

launched through an adjustable collimator (Thorlabs, CFC-11-B-APC) into the free-

space interferometer and polarized with its electric field in the horizontal direction (i.e.,

horizontal to the surface of the optical table; H polarized) after passage through a

polarizing beam splitter (Newfocus, 5812). The H polarized beam is then split by a

50:50 non-polarizing beam splitter (Thorlabs, BS011) into a stationary reference arm

and a sample (imaging) arm, constituting a Michelson interferometer; the two arms are

offset by a few coherence lengths as depicted in figure (3.3).

The transmitted beam from the non-polarizing beam splitter is back-reflected to

within 1 arcsecond by a hollow gold retroreflector (Edmund Optics, NT46-183). The

reference arm also consists of a quarter wave plate (QWP) (Thorlabs, WPQ05M-808)

with its fast axis oriented at 22.5◦ along the beam path, so the H polarized beam

upon double pass consists of equal components of H and V (vertically polarized), i.e.,

it becomes a linearly polarized beam at 45◦. The reflected portion of the beam from

the non-polarizing beam splitter is directed to two galvanometer controlled steering

mirrors and passes through an achromatic imaging lens en route to the sample. The

backscattered light from the sample traverses the same optical path (achromatic lens

and the galvanometer controlled mirrors) back to the non-polarizing beam splitter. The

galvanometer controlled mirrors are positioned one focal length above the imaging lens,
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and facilitate the x− y steering of the beam over the sample during imaging.

Typically, an achromatic imaging lens of focal length 30 mm (Edmund Optics, NT45-

794) is implemented in our PS-OCT imaging, which according to equation (3.8) results

in a transverse resolution of ∼12 µm (for a beam spot on the imaging lens, d, measured

to be ∼2.5 mm). When imaging at a slightly higher depth than that afforded by a

f = 30 mm lens is required, a lens with a longer focal length (for instance, f = 40

mm achromatic lens (Edmund Optics, NT47-378)) can be used. Using a f = 40 mm

lens in place of f = 30 mm lens results in a transverse resolution of ∼16 µm, which

is a slight compromise in transverse resolution from ∼12 µm (a factor of 1.33), for an

improvement in depth of focus by a factor of ∼1.78 (equation (3.9)). As the focal length

of the imaging lens is changed, the optical path length in the reference arm needs to be

adjusted accordingly, and thus the retroreflector in our custom setup is mounted on a

lockable optical rail.

In the presence of polarization-modifying scatterers in the sample (such as GNRs,

discussed in chapter 4), the backscattered sample beam consists of both H and V po-

larized components. Upon reaching the non-polarizing beam splitter, the H and V

components interfere with their respective polarization counterparts from the reference

arm. Both the interfered H and V beams traverse the same path until the reaching

the interferometer exit, where a polarizing beam splitter (Newfocus, 5812) separates the

two linear polarization states. The co-polarized component in which the incident and

backscattered sample beams are both H polarized is represented as HH, whereas the

cross-polarized component in which the incident sample beam is H and the backscat-

tered sample beam is V is represented as HV (Figure 3.4). Again, single-mode fibers

are implemented between the interferometer and the spectrometer. So, in our custom-

design, the three major components operate in free-space and are connected to each

other through single-mode fibers. This allows for independent optical alignment in each
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component, and affords the flexibility of modifying, adding, or removing optical elements

in each of the three components without compromising the beam alignment in the rest.

Figure 3.5: Schematic diagram of a custom-designed spectrometer consisting of a diffrac-
tion grating (600 grooves/mm), imaging lens (f = 200 mm), and a CCD line scan cam-
era (Piranha, Dalsa Inc.); αHH: Incident angle of collimated HH beam onto the grating;
αHV: Incident angle of collimated HV beam onto the grating; Blue: HH beam; Red:
HV beam.

The spectrometer design employed in our PS-OCT system is similar to a single-

camera design employed by Baumann et al. to study birefringence in human ocular

tissue [55]. Since this design utilizes a single camera for acquiring both polarization

states simultaneously, it eliminates synchronization issues encountered by two camera

PS-OCT systems. The incoming beams in the spectrometer are first collimated by two

fiber-to-free-space couplers (f = 75 mm). The collimated beams are then directed to

the center of a transmission grating (Wasatch Photonics, 600 grooves/mm) (Figure 3.5).

Adjustment of the polarization paddles between the interferometer and the spectrometer

allows the maximization of the efficiency diffracted by the grating. The two orthogonal

beams are incident onto the diffraction grating at angles equally offset from the grating’s

Littrow angle (αL = 14.42◦) (i.e., αHH = 17.35◦ and αHV = 11.49◦). Using the grating

equation for the first-order diffraction [56], the horizontally polarized beam (incident
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angle αHH) is calculated to be diffracted between 8.64◦ to 14.44◦, whereas the vertically

polarized beam (incident angle αHV ) is calculated to be diffracted between 14.44◦ and

20.38◦ (using the CCD’s spectral range for the calculation, which is chosen in our setup

as [747.5, 912.5] nm). So, the choice of the two incident angles (αHH and αHV ) allows the

least diffracted HV -ray and the most diffracted HH -ray to have the same exiting angle.

Thus, after the two beams pass through a camera focusing lens (Thorlabs, LB1199-B

BK7, f = 200 mm), the two spectrally dispersed beams are imaged side by side onto

2048 pixels/each of a 4096 line scan camera (Piranha, P2-4X-04K40-10µm, Dalsa Inc.).

The line scan camera operates at up to 25 kHz, and allows a maximum imaging depth

zmax (measured) of 2.08 mm in air, whereas the theoretical zmax estimate according to

equation (3.17) is 2.12 mm in air (given the detector’s wavelength range of [747.5, 912.5]

nm).

Source:

Central wavelength of the source, λo ∼800 nm

Source bandwidth, ∆λ > 120 nm

Axial resolution, lc Measured: 3.1 µm (Theory: < 2.4 µm)

Sample arm (f = 30 mm lens):

Lateral resolution, ∆x Measured: 15 µm (Theory: ∼12 µm)

Depth of focus, b 283 µm

Spectrometer:

Maximum linerate of the CCD camera 25 kHz

Spectral range of the CCD, [λmin, λmax] [747.5, 912.5] nm

Imaging depth, zmax (in free space) Measured: 2.08 mm (Theory: 2.12 mm)

Optical phase sensitivity (linerate: 1 kHz), ∆φ Measured: 0.27 rad

SNR (HH, HV ; linerate: 1 kHz) Measured: 108 dB (Theory: 125.7 dB)

Table 3.1: Parameters of the custom-built PS-OCT system that outline the system
performance.

Table 3.1 outlines various parameters that characterize the performance of the custom-
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built PS-OCT system. The axial resolution was measured by imaging the surface of an

attenuated mirror in the sample arm, whereas the transverse resolution was measured

by imaging sparse point scatterers (silicone phantom with TiO2 scatterers) in the sample

arm. Imaging depth was measured by using the TiO2 scatterers in the silicone phantom

as fiducial markers and lowering the phantom over a known distance using a microm-

eter controlled sample stage. The optical phase sensitivity ∆φ was calculated as the

standard deviation of phase φ from an attenuated stationary mirror in the sample arm,

which translates to a displacement sensitivity of 12.5 nm in free space [51]. SNR was

measured with an attenuated stationary mirror in the sample arm, with a sample power

of 4.90 mW and a camera linerate of 1 kHz. To measure SNR in the HV channel, an

extra QWP with its fast axis oriented at 45◦ was inserted in the sample beam path

so that the backreflected sample beam from the mirror, upon double-pass through the

QWP, becomes V-polarized.

3.3 Data acquisition and image processing

OCT data acquisition is performed using ‘ImageKitchen’, a software package writ-

ten using Visual C++ for the Windows operating system by the Photonics Systems

Group at the Beckman Institute at the University of Illinois at Urbana-Champaign.

ImageKitchen enables automated acquisition, processing, and visualization of the OCT

data through its user-friendly GUI, and also allows additional hardware to be controlled

through the same user interface. In our custom-built OCT system, ImageKitchen pri-

marily controls image acquisition by the CCD camera via a NI-IMAQ (National In-

struments Image Acquisition) driver, and imaging beam scanning across the sample by

galvanometer controlled scanning mirrors via a NI-DAQ-Legacy (National Instrument

Data Acquisition- Legacy) driver. Additional hardware, such as a custom-built solenoid

magnet, are also integrated into and controlled by ImageKitchen for magnetomotive

47



OCT imaging, thereby extending the functionality of our OCT system further.

For PS-OCT imaging, as shown in figure 3.5, the HH beam is projected onto pixels

1-2048 of the CCD camera, whereas the HV beam is projected onto pixels 2049-4096 of

the same camera. The collected HH and HV spectral interferograms are digitized by

the line scan camera and transferred to a 32-bit PC (OS: Windows XP) by means of a

high speed frame grabber board (National Instruments, PCI-1429e). The OCT frame

readout and the galvanometer scanner are synchronously controlled by ImageKitchen.

After data acquisition, PS-OCT images are rendered upon post-processing of the

raw data using MATLAB. The post-processing involves the following major steps:

1. Subtraction of the reference data (i.e., sample blocked) from the raw data.

2. Splitting of the raw data into two halves of 2048 pixels, which represent the HH

and HV spectral interferograms.

3. Performing an inverse Fourier transform (Fast Fourier Transform, FFT, in MAT-

LAB) of the spectral interferograms to get OCT signals of the form S̃HH(z, t) =

AHH(z, t)eiφHH(z,t) and S̃HV (z, t) = AHV (z, t)eiφHV (z,t).

In addition, an intermediary iterative algorithm is also implemented to digitally

compensate for the dispersion in our high broadband SD-OCT setup [57, 58], which

corrects for the following dispersions in the system: (i) camera pixel to wavenumber (k)

nonlinearity, (ii) refractive index dispersion in the sample (depth-dependent dispersion),

and (iii) dispersion caused by an imbalance of optical elements in the interferometric

arms (fixed dispersion). The need for camera pixel to wavenumber (k) correction can

be understood by the practicality of the problem: as the pixels in the CCD are equally

spaced, the spectrally dispersed beam projected onto these pixels are evenly spaced in

wavelength (λ) and not the wavenumber (k), i.e., the collected signal is indeed I(λ).

However, the mathematical treatment in obtaining the SD-OCT signal (equation (3.16))
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involves an inverse Fourier transformation of I(k) and not I(λ). Thus, it is necessary

to convert the measured spectrum into an evenly sampled function in k. The employed

Figure 3.6: Co- and cross- polarized images of a Lambertian scatterer. Comparable
signal is present in both channels suggesting that the incident polarization of the probing
beam is depolarized completely upon backscattering from the lambertian surface.

algorithm also corrects the relative positioning and scaling of scatterers throughout all

depths between the HH and HV images, thereby providing excellent alignment between

the two polarization images.

Aligned and dispersion-compensated HH and HV polarization images of a Lamber-

tian scattering surface is shown in figure 3.6. The Lambertian surface is observed to

depolarize the incident polarized beam completely as evidenced by comparable struc-

tural contrasts seen in the HH and HV channels. On the other hand, Collagen I, which is

a semi-transparent gel, is observed to be weakly backscattering and also to preserve the

incident polarization of the beam as evidenced by the lack of cross-polarized (HV ) signal

(Figure 3.7). However, upon addition of polarization dependent scatterers (GNRs), the

backscattered beam consists of both the co- and cross- polarized signals as shown in

figure 3.7.

Lastly, a slight variation of our current PS-OCT setup by the insertion of a QWP with
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Figure 3.7: Co- and cross- polarized images of Collagen I (2 mg/ml) gel before and
after addition of GNRs. Before the addition of GNRs, only the co-polarized signal is
present whereas after the addition of GNRs, both the co- and cross- polarized signals
are observed.

Figure 3.8: Retardance image of smooth chicken muscle showing a banding pattern
owing to the sample’s birefringence resulting from highly organized and aligned muscle
fiber [58].
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its fast axis at 45◦ in the sample beam path creates a circularly polarized probing beam,

and thus allows measurement of retardance (tan−1(AV /AH)) in birefringent biological

samples that have high order of structural organization [55]. Smooth chicken muscle has

highly organized and aligned muscle fibers (organization of elongated collagen fibers)

that lend to its birefringent nature. The alignment of the two polarization images

becomes crucial in PS-OCT imaging to measure retardance in such samples [58]. In

the retardance image (Figure 3.8), a banding pattern is observed corresponding to the

birefringent smooth chicken muscle.

With the discussion of our custom-built PS-OCT system complete, in the next chap-

ter, we’ll explore the use of GNRs as polarization-dependent probes in PS-OCT imaging

for micro- and nano- rheological studies.
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Chapter 4

Gold Nanorods

4.1 Introduction

Metallic nanoparticles depict physical and chemical properties that are entirely dif-

ferent from their bulk state, which arise due to the collective oscillations of their conduc-

tion band electrons (surface plasmons) in response to external electromagnetic radiation

[59, 60]. When the frequency of the impinging electromagnetic radiation matches the

oscillation frequency of the surface plasmons, the oscillation attains resonance which is

called the surface plasmon resonance (SPR). The optical properties of SPR nanopar-

ticles provide a wide range of opportunities in biomedical optics, as is evident from

recent applications in imaging contrast [61], biolabeling [62], and biosensing [63], among

others. SPR gold nanoparticles are of particular interest due to their strong optical

scattering and absorption cross-sections [64], lack of photobleaching [65], and excellent

biocompability [66]. SPR gold nanoparticles, such as nanoshells [67], nanocages [68],

and nanorods [69, 70], have successfully been demonstrated as contrast agents in OCT

imaging as well.

Gold nanorods (GNRs) are particularly attractive for biomedical applications due

to their small size and potentially improved permeation into tissue compared to larger

tunable gold nanoparticles [75]. For biomedical imaging, GNRs garner additional in-



Figure 4.1: Absorbance (extinction) spectra of GNRs with various aspect ratios (R =
(L/d)) computed using Mie-Gans theory, an electrostatic approximation for light scat-
tering from ellipsoids [71, 72, 73, 74]; The length of the GNRs is kept fixed, L = 80 nm,
and the width d is varied. As the aspect ratio increases, the LSPR peak is red shifted
showing the tunability of the LSPR peak to various wavelengths based on the aspect
ratio.

terest as their SPRs have extremely high quality factors [76] that can be tuned, by the

adjustment of their aspect ratio [77], to the near-infrared “biological window” where op-

tical absorption by the tissue is minimal [40, 41, 42]. Due to their structural anisotropy,

GNRs depict plasmon resonant oscillations along the short axis (termed transverse SPR)

and the long axis (termed longitudinal SPR). The LSPR (longitudinal SPR) mode has

been shown to depict easy adjustability over a wide wavelength range compared to the

transverse SPR as the aspect ratio of the GNRs is adjusted [77] (Figure 4.1). Tuning the

shape of the gold nanoparticles from spherical to elongated rod-like structures has been

shown to enhance scattering efficiency relative to absorption efficiency [78]. In addition

to the aforementioned properties, light scattering from a GNR has been shown to be

strongly polarized along the orientation of the its long axis, with the LSPR scattering
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intensity reaching a maximum when the incident polarization of the beam is aligned

with the long axis of the GNR, and becoming almost negligible when the incident po-

larization of the beam is aligned along the short axis of the GNR [76]. By monitoring

the polarization-dependent scattering, individual GNRs under confined 2D Brownian

rotation have been successfully demonstrated as local orientation sensors using a dark

field microscope [79] and photothermal imaging [80].

4.2 Cross-polarized and isotropic autocorrelations

Attesting to the aforementioned polarization dependent scattering property of GNRs

at the LSPR [76], the computation of σs,|| and σs,⊥, according to Mie Gans theory [71],

reveals that σs,|| � σs,⊥, where σs,|| and σs,⊥ are the scattering cross sections when the

polarization of the incident beam is parallel and perpendicular to the long axis of the

GNRs respectively. For instance, on average, σs,||(λ) is 1600 times larger than σs,⊥(λ) for

the representative ensemble of PEGylated GNRs (size: 83 ± 7 nm by 22 ± 3 nm) over

the entire detected wavelength range of the OCT system. Thus, the polarizability along

the long axis of the GNRs α|| can be fairly assumed to be significantly greater than the

polarizability along their short axis α⊥. Thus, the mean polarizability, αo =
(α||+2α⊥)

3

and anisotropy βo =
(
α|| − α⊥

)
can be approximated as βo ' 3αo. Hence, from equation

(2.34), the normalized autocorrelations evaluated from the HH and HV OCT signals at

each depth z are given by:

g
(1)
HH(z, τ) =

(
5

9

)
e−q

2DT (z) τ +

(
4

9

)
e−6DR(z)τ e−q

2DT (z) τ

g
(1)
HV (z, τ) = e−6DR(z)τe−q

2DT (z) τ (4.1)
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Now, by combining g
(1)
HH(z, τ) and g

(1)
HV (z, τ), we can isolate the rotationally invariant

part as follows:

g
(1)
ISO(z, τ) =

(
9

5

)
g

(1)
HH(z, τ)−

(
4

5

)
g

(1)
HV (z, τ) = e−q

2DT (z) τ (4.2)

where g
(1)
ISO(z, τ) is the ‘isotropic’ autocorrelation and is dependent entirely on the trans-

lational diffusion of the GNRs. Additionally, DR is inversely proportional to L3 whereas

q2DT scales inversely to λ2
oL (equation (2.23)). For the GNRs used in this thesis, λo � L

(L ∼ 60−80 nm, and λo = 800 nm). Hence, it can be assumed that 6DR � q2DT , which

means g
(1)
HV (z, τ) predominantly probes the fast decay due to the rotational motion of

the GNRs:

g
(1)
HV (z, τ) ≈ e−6DR(z)τ (4.3)

Thus, using g
(1)
HV (z, τ) and g

(1)
ISO(z, τ) evaluated from temporal OCT data, the rotational

and translational diffusion of GNRs can be estimated.

Note that equations (4.2) and (4.3) hold for a single GNR, but experimentally, light

scattering within each coherence volume results from an ensemble of GNRs. Thus,

the experimentally evaluated autocorrelations represent an ensemble average over the

contribution from each GNR present in the coherence volume, as shown:

g
(1)
HV (z, τ) =

N∑
j=1

c2
je
−6DRj

(z)τ

g
(1)
ISO(z, τ) =

N∑
j=1

c2
je
−q2DTj

(z)τ (4.4)

where the summation is over each GNR j in the ensemble, and c2
j is a factor introduced

to assign higher scattering weights to larger sized, and thus more scattering GNRs in

the ensemble (refer to equation 5.3 in chapter 5). The experimentally evaluated au-
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tocorrelation, being a summation of exponentials, is only purely exponential when the

scattering GNRs in the ensemble have no polydispersity at all. In reality, although syn-

thesized with extreme care to have low polydispersity, GNRs indeed have some degree

of polydispersity as can be seen in figures 4.2(b) and 4.2(c). However, in our OCT-based

diffusion measurements, the diffusion coefficients determined represent an ensemble of

GNRs and not individual GNRs. Thus, for the purpose of determining ensemble av-

eraged diffusion coefficients of GNRs with low polydisepersity, inverse-exponential fits

to the experimentally evaluated autocorrelations are performed, as discussed in section

4.4.

4.3 GNRs for OCT based diffusion imaging

GNRs used in this thesis were synthesized by modifying the seed-mediated growth

method reported previously [81] at Dr. Joseph B. Tracy’s laboratory in the Materi-

als Science and Engineering Department at North Carolina State University. These

nanorods have a stabilizing shell of [cetyltrimethylammonium bromide (CTAB)], which

is a cationic surfactant necessary to keep the GNRs from aggregating. The actual syn-

thesis method is detailed in the supplemental material to Chhetri et al. [82]. For use

with ion-rich biological samples (e.g. Collagen I, Matrigel, and mucus studied in this

thesis), it becomes necessary to passivate the GNR surface to avoid interactions between

the GNRs and proteins & biopolymers present in biological samples. It has also been

shown that GNRs stabilized with CTAB have strong cytotoxicity and thus lack biocom-

patibility [83]. For that purpose, certain batches of GNRs used in this thesis were coated

with low molecular weight (1000 gm/mol) PEG (polyethylene glycol) which results in a

nearly neutral surface (slightly negative zeta potential) [84], and have been been shown

to adequately passivate nanoparticles for use with biological samples [85, 86].

For use with OCT, the GNRs presented in this thesis are synthesized with their LSPR
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Figure 4.2: (a) Absorbance (extinction) spectrum measured for the dilute GNRs solution
(solid red); Computed absorbance (extinction) spectrum for the measured GNR size
distribution (dotted blue). (b) Example TEM image of the GNRs. (c) Size analysis
(n = 998) of the GNRs measured using TEM which was used to compute the ensemble
absorbance spectrum in (a).

to be within the OCT light source spectrum. The absorbance (extinction) spectra of

a sample batch of GNRs in dilute solutions is shown in figure 4.2(a). The absorbance

spectra of the colloidal aqueous solution exhibits two plasmon resonance modes, with

the LSPR centered at ∼780 nm and a full-width half maximum of ∼140 nm. A rep-

resentative Transmission Electron Microscopy (TEM) image for that batch of GNRs is

shown in the inset of figure 4.2(b), which confirms the rod-like structure of the syn-

thesized GNRs. For each batch of GNRs, a size analysis was performed based on the

57



TEM images; a representative size analysis is shown in figure 4.2(c). The measured

size distribution is used to calculate the predicted absorbance according to Mie Gans

theory, an electrostatic approximation for light scattering from ellipsoids [71, 72, 73, 74].

The computed ensemble absorbance spectrum for the same batch of GNRs exhibits a

weak transverse mode at 520 nm and a strong longitudinal mode at 750 nm (Figure

4.2(a)).The presence of a surfactant layer of CTAB on the actual GNRs, as has been

pointed out previously [69], is observed to red-shift the measured LSPR by ∼30 nm

compared to the computed LSPR which doesn’t account for the presence of CTAB on

the GNRs.

4.4 Experimental Method

This section outlines the major experimental steps involved in using GNRs as OCT

based diffusion probes.

GNRs concentration estimation:

The first step in using GNRs for OCT imaging involves the estimation of the number

density of GNRs in the original solution. For this purpose, absorbance from a dilute

suspension of GNRs is measured using a spectrophotometer (solution is diluted enough

to allow majority of the light to pass through so that multiple scattering events of the

optical beam are avoided, which would otherwise change the optical path length of the

beam). The Beer-Lambert law relates the absorbance in a dilute suspension to the

extinction cross-section of GNRs (σt), number density (N), and optical path length in

the solution (l):

A(λ) = σtlN (4.5)

58



Using the size distribution of GNRs measured by TEM, a prediction for absorbance is

also computed using Mie Gans theory. The computed absorbance is matched with the

experimental absorbance at the LSPR wavelength by adjusting N (l is known) to get

an estimate for N in the dilute solution used in the spectrophotometer. Thus, using

this estimate for N and the dilution factor of GNRs used during spectrophotometry, an

estimate for the number density of GNRs in the original solution can be made.

Addition of GNRs to sample:

After the number density of GNRs is estimated, a small quantity of GNRs is topically

added to the sample to have an ensemble of GNRs in each coherence volume (typically

a few hundred; coherence volume estimated to be ∼375 µm3 in air). This quantity is

chosen to be of low enough concentration that the GNRs don’t physically interact with

each other in the sample (chosen such that the average separation between the GNRs�

maximum translational distance GNRs diffuse during the duration of the measurement).

Depending on the nature of the sample, the added GNRs can be gently mixed using a

pipette, left on a rotator for slow mixing, or allowed to diffuse over time without any

disturbance to the sample.

PS-OCT data acquisition:

The custom-built PS-OCT system described earlier in subsection 3.2 is used to collect

temporal data (M-mode) from the same region in the sample containing GNRs. To avoid

unintentionally heating the GNRs in the sample, power in the sample beam is limited to

3 mW. Due to buffer size limitations in the current control PC, the maximum number

of A-lines comprised of 4096 CCD array is presently limited to 12000 for each time

series. Thus, using the maximum CCD linerate of 25 kHz (i.e., each A-line collected

in 40 µs), M-mode data can be collected for 480 ms in a single temporal frame. When

59



a longer observation time is necessary, sampling rates of 10 kHz, 5 kHz, 2 kHz, and 1

kHz result in an observation time of 1.2 s, 2.4 s, 6 s, and 12 s respectively, with the

tradeoff being that the temporal spacing gets sparser with decreasing sampling rates.

To improve the accuracy of the evaluated autocorrelations, the choice of sampling rate

for each experiment is based on the following experimental criteria:

1. The fastest autocorrelation decay time to be measured must be at least twice the

sampling time (Nyquist sampling criterion).

2. The total observation time (Tobs) must be such that Tobs � τ1/e, where τ1/e is

the 1/e decay time g(1)(τ). This allows g(1)(τ) sufficient time to decay off to

a state of no correlation. (Note that, in this thesis, Tobs > 100 × τ1/e,HV and

Tobs > 25× τ1/e,ISO are chosen for DR and DT estimations respectively).

Representative B-mode and the corresponding M-mode HH, HV images of a 0.2%

agarose gel with GNRs (premixed before gelation) is shown in figure 4.3. Each M-mode

scan is collected at the center of the contextual B-scan, which shows temporal intensity

streaks in both the co-polarized (HH ) and cross-polarized (HV ) channels. The intensity

streaks in the co-polarized channel are observed to be longer than those in the cross-

polarized channel. Qualitatively, this suggests that the temporal co-polarized signal

decays over a longer timescale than the cross-polarized signal.

Diffusion coefficients estimation:

To evaluate the ensemble averaged rotational and translational diffusion coefficients

from M-mode scans, the following steps are used (associated MATLAB code is included

in appendix A.1):

1. Both the real and imaginary parts of the complex OCT signals S̃HH(z, t) =

AHH(z, t)eiφHH(z,t) and S̃HV (z, t) = AHV (z, t)eiφHV (z,t) are taken as the signals to

be analyzed [82, 87].
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Figure 4.3: Representative HH and HV B-mode images and the corresponding M-mode
images acquired with the beam temporally probing the same position in the 0.2% agarose
sample premixed with GNRs. All images were acquired at a sampling rate of 10 kHz.
The M-mode images consist of 12,000 A-lines and thus the temporal range extends to
1.2 seconds.

2. Fluctuations in the above signals are isolated by subtracting their average value

at each depth, as in equation (2.8).

3. G
(1)
HH(τ)

∣∣∣
Re

and G
(1)
HV (τ)

∣∣∣
Re

are computed at each pixel in z (Note: ‘ |Re’ is added

to emphasize the use of the real part of the OCT signal). The zero-lag value (τ = 0)

in the autocorrelations contains non-deterministic noise, and thus is replaced by a

value extrapolated using the next two data points in the autocorrelation (i.e., lag

of τ and lag of 2τ).

4. Normalized autocorrelations g
(1)
HH(τ)

∣∣∣
Re

and g
(1)
HV (τ)

∣∣∣
Re

at each pixel in z are ob-

tained by normalization of the above G
(1)
HH(τ)

∣∣∣
Re

and G
(1)
HV (τ)

∣∣∣
Re

by their cor-
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responding maximum values (i.e., τ = 0 values) at each pixel in z. Normalized

isotropic autocorrelation g
(1)
ISO(τ)

∣∣∣
Re

at each pixel in z is evaluated by combining

g
(1)
HH(τ)

∣∣∣
Re

and g
(1)
HV (τ)

∣∣∣
Re

using equation (4.2).

5. Steps (3) and (4) are repeated using the imaginary part of the OCT signals to get

g
(1)
HH(τ)

∣∣∣
Im

, g
(1)
HV (τ)

∣∣∣
Im

, and g
(1)
ISO(τ)

∣∣∣
Im

.

6. For all HH, HV, and ISO autocorrelations, g(1)(τ) at each pixel in z is obtained

by adding g(1)(τ)
∣∣
Re

and g(1)(τ)
∣∣
Im

.

7. g
(1)
HH(τ), g

(1)
HV (τ), and g

(1)
ISO(τ) at each pixel in z are averaged over 10-25 pixels in

depth (corresponds to a depth-section of ∼15 µm to 38 µm), and this averaging is

performed sequentially at multiple depth-sections in the M-mode image. The ob-

tained autocorrelations represent the depth-resolved autocorrelations: g
(1)
HH(z, τ),

g
(1)
HV (z, τ), and g

(1)
ISO(z, τ). In heterogeneous samples, the averaging is performed

over depth-sections of 3 pixels only (so, each depth-section is 4.65 µm, which is

comparable to the axial resolution of the OCT system).

8. To estimate τ1/e, the 1/e decay of g(1)(τ), (unweighted) linear least-squared fittings

of ln[g(1)(τ)] over a region of initial time lags (i.e., from τ = 0 to τ1/e) to −t/τ + c

are carried out in each depth-section. Representative inverse-exponential fittings

of the form e−t/τ+c to g(1)(τ) are shown in figure 5.6.

9. For the estimation of DR and DT in each depth-section, τ1/e values of g
(1)
HV (τ)

and g
(1)
ISO(τ) are used based on equation (4.3) and equation (4.2) respectively. In

a homogeneous sample, the average and standard deviation of DR(z) and DT (z)

computed at several depth-sections are reported.

Having outlined the experimental method in this section, the estimation of rotational

and translational diffusion coefficients of GNRs in Newtonian fluids and non-Newtonian
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fluids is outlined in the next chapter. More importantly, the depth-resolved autocor-

relations, g
(1)
HH(z, τ) and g

(1)
HV (z, τ), offer a unique opportunity to understand the het-

erogeneity present in various samples, which is also shown in the following chapters.

In non-Newtonian fluids, it should be noted that the autocorrelations deviate slightly

from pure exponentials at longer time lags due to the elastic memory in the samples.

Performing inverse-exponential fittings (as outlined above) to such autocorrelations over

a region of initial time lags (i.e., from τ = 0 to τ1/e) can yet describe the short timescale

dynamics of the GNRs and the outlined method lends itself as a semi-quantitive tool to

understand diffusion in complex fluids. It should be noted however that the reported

DT for the ensemble of GNRs in such instances represent an “on average” estimate be-

tween the timescale of τ = 0 and τ1/e, which assumes the viscous drag as the dominant

force behind the diffusion of GNRs and thus ignores any non-viscous contributions to

the autocorrelations during that duration.
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Chapter 5

Diffusion of GNRs using OCT

5.1 Rotational diffusion in Newtonian fluids

The text of this section has been reprinted from the author’s manuscript with per-

mission from “R. K. Chhetri, K. A. Kozek, A. C. Johnston-Peck, J. B. Tracy, A. L.

Oldenburg, Imaging three-dimensional rotational diffusion of plasmon resonant gold

nanorods using polarization-sensitive optical coherence tomography, Physical Review E

83: 040903(R), 1-4, 2011. Copyright c○(2011) by the American Physical Society.” See

appendix B for full text.

5.1.1 Introduction

In the growing field of microrheology, there has been considerable interest in tech-

niques that quantify thermal diffusion of probes within locally resolved volumes of the

medium under investigation. The Stokes-Einstein relation relates diffusion measured by

these passive techniques to the linear viscoelastic properties of the medium, provided

that the probe is inert and the medium behaves as a near-equilibrium, homogeneous,

isotropic, and incompressible continuum [88]. Optical coherence tomography (OCT)

[28] provides a novel platform to study dynamic light scattering (DLS) from passively

diffusing particles [87]. Using plasmon resonant gold nanorods (GNRs), DLS with OCT



enables locally resolved, passive microrheology of medium properties with microscale

heterogeneities.

We investigated polarized light scattering from ensembles of GNRs using polarization-

sensitive OCT (PS-OCT) to depth resolve the rotational diffusion coefficient (DR) in

media of varying viscosity. The shape anisotropy of a GNR splits the surface plasmon

resonance into transverse and longitudinal modes, the latter of which provides high light

scattering efficiencies due to reduced plasmon damping, and is polarized parallel to the

long axis of the GNR [76]. By monitoring the polarized scattering, it has previously been

shown that a GNR under two-dimensional (2D) Brownian rotation can be used as a local

orientation sensor [79]. We expect GNRs in the molecular fluids in our study to obey the

Stokes-Einstein relation, so that their three-dimensional (3D) Brownian diffusion can be

related to the viscosity of the medium. While the translational diffusion of nanorods is

complicated by coupling to rotational diffusion due to the shape anisotropy [15], rota-

tional diffusion is independent of the state of translation, and as such, is a robust metric

for local viscous properties. Furthermore, we expect GNRs to probe the viscosity of the

medium at a smaller scale than that possible by using traditional microparticles.

In this study, we employ OCT to monitor DR of ensembles of unconfined GNRs.

OCT employs optical depth ranging of singly backscattered light, enabling real-time

imaging in non-invasive biomedical applications. Similar to DLS techniques, OCT is

an optical heterodyne method which senses ensemble-averaged scattering from scat-

terers within the coherence volume, providing a higher signal-to-noise ratio and speed

compared to single-particle tracking methods. Unlike traditional DLS, OCT employs

low-coherence light so that the coherence volume is small; as such, OCT is capable of

resolving the dynamic signal from each local coherence volume over depths exceeding

the mean scattering path length [26], which has implications for analyzing optically

thick tissues. The localized-coherence-volume technique has previously been used with
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microbeads to perform spatially resolved microrheology [24].

In this Rapid Communication, we employ PS-OCT and principles from DLS to

measure the DR of ensembles of GNRs freely suspended in media of varying viscosity.

We test the validity of the Stokes-Einstein relation by comparing the observed DR

values with a model for the Stokes drag on cylinders, modified to account for the non-

negligible GNR size distribution by computing the temporal statistics of a representative

ensemble of GNRs. Using these validation measurements relating DR to the viscosity of

the medium, we demonstrate the capability of PS-OCT to spatially map the viscosity

of a heterogeneous sample by using GNRs as rheological probes. The ability to resolve

micrometer-scale heterogeneities in viscosity using GNRs with OCT may open new

avenues for microrheological investigation.

5.1.2 Method and results

GNRs used in this study have an average length and width of 53 ± 10 and 15 ±

4 nm, respectively, and exhibit a strong longitudinal plasmon mode centered at 780

nm with a full width at half maximum of 140 nm, which is within the OCT source

spectrum that spans 735-865 nm at half maximum for the synthesis and absorbance

spectrum). Two batch solutions for the experiment were prepared by mixing 10% of the

GNRs solution (∼8 × 108 GNRs/µL) with glycerol (Acros Organics, 15892-0010) and

water (Fisher Scientific, W5-4), respectively. Samples with varying viscosity were then

prepared by mixing the two batch solutions in different proportions, and their resulting

viscosities were estimated using a mixture law [89]. Although multiple GNRs populate

each coherence volume, we expect them to be noninteracting, because the estimated

average separation between the GNRs (minimum ∼1450 nm) is large compared to both

the average length of a GNR (∼53 nm) and the mean distance the GNRs travel over

the duration of the OCT measurement (maximum ∼140 nm).
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Figure 5.1: (a) PS-OCT interferometer setup. (b) Example M-mode images [using an
absolute value of S̃(z, t)] in the HV configuration showing an increasing rate of intensity
fluctuations for samples with decreasing viscosities. (Note: Intensity fluctuations only
up to 40 ms shown.)

The OCT system in this study is a spectral domain, polarization-sensitive system,

as shown in figure 5.1(a).The light source consists of a Ti:sapphire laser (Griffin, KM-

Labs, Inc.) and provides a coherence gate of ∼2.6 µm in air. Light from the source is

horizontally polarized and split into reference and sample arms. Imaging is performed

by a lens (f = 30 mm), which provides a transverse resolution of ∼12 µm in air. Owing

to the coherence gate and the transverse resolution, the coherence volume is estimated

to be ∼375 µm3 in air. Horizontally polarized light (∼5 mW) incident upon the sample

is backscattered into both horizontal (H) and vertical (V ) polarization states, which

interfere with their respective polarization states from the reference (consisting of lin-

early polarized light at 45◦, generated after double pass through a quarter-wave plate

at 22.5◦). The interfered light is split into horizontal and vertical components by a po-

larizing beam splitter (HH and HV, respectively, where the first and second terms are

the incident and backscattered polarization states from the sample, respectively), and

directed to a custom spectrometer. The spectrometer is similar to a previous design

67



[55], and consists of a transmission grating (600 lines/mm, Wasatch Photonics), camera

lens (f=200 mm), and a line scan camera (Piranha, Dalsa Inc.) operated at 25 kHz,

providing an imaging depth of 2.08 mm in air.

Dynamic PS-OCT signals were recorded by acquiring depth scans from the same

transverse position in the sample as a function of time (M-mode). A total of 4000 depth

scans were obtained with a line rate of 25 kHz (i.e., sampled every 40 µs for an overall

duration of 160 ms). Typical M-mode OCT images showing time traces of the depth-

resolved intensity fluctuations for samples with different viscosities are shown in figure

5.1(b). Qualitatively, we observe that the intensity fluctuations along the horizontal

(time) axis are much slower in a high viscosity sample than in a low viscosity sample.

Quantitative analysis, as performed below, reveals that the time scale of these intensity

fluctuations is directly related to the viscosity of the medium.

Spectral domain OCT is a heterodyne detection scheme in which the complex ana-

lytic signal S̃(z, t) as a function of depth z in the sample is obtained by inverse Fourier

transformation of the measured spectrum [44]. In the heterodyne experiment, the tem-

poral autocorrelation of the real part of S̃(z, t), G(2)(z, τ), is relatable to the first-order

correlation function of the electric field scattered from the sample, G(1)(z, τ) [3]. In

this study, we employ polarization-sensitive OCT to collect the cross-polarized (HV )

dynamic light scattering signal because it provides direct access to DR against a back-

ground of slow translational diffusion DT . Specifically, (after normalization),

g
(1)
HV (z, τ) = e−[6DR(z)+q2DT (z)] τ ≈ e−6DR(z)τ (5.1)

where q = 4πn
λo

is the scattering vector in the backscattering geometry, the fast e−iωot

term is dropped for convenience, and 6DR � q2DT for the GNRs under study (by a

factor of 38 for an average GNR of length 53 nm and width 15 nm, using expressions

previously reported [14]). Therefore, DR equates to (6τ1/e)
−1, where τ1/e is the 1/e decay
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time of g
(1)
HV .

Figure 5.2: Representative g
(1)
HV for samples with varying viscosity. Decay time is ob-

served to decrease as the viscosity decreases. The inset shows a representative inverse
exponential fitting to g

(1)
HV (dotted line), based on equation (5.1).

Computationally, DR at each depth z was isolated from S̃(z, t) as follows: The real

part of S̃(z, t) was taken, and the time average was then subtracted to control for nonzero

background noise and to isolate the intensity fluctuation [9]. Then, the autocorrelations

were evaluated at each z and normalized to obtain g
(1)
HV , averaged within multiple depth

intervals (N=7, with each depth interval chosen to be 35 µm), and fitted to the expected

inverse-exponential of equation (5.1). A representative g
(1)
HV for each sample is shown

in figure 5.2, with a sample inverse-exponential fitting shown in the inset. The fittings

were performed over a windowed region of g
(1)
HV from τ = 0 to ∼ τ1/e. We find that the

measured g
(1)
HV values appear to be consistently larger than that of a pure exponential

at times greater than τ1/e. This may be explained partially by the size distribution of

GNRs giving rise to a distribution of rotational rates [as modeled in equation (5.2)],

which deviates from a pure exponential in qualitatively the same manner, or it may be

explained partially by the translational diffusion of the GNRs becoming more significant
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at longer time scales. The rotational diffusion rate was then calculated at each depth

interval according to DR = (6τ1/e)
−1. We noted that there was no significant change

in DR versus depth, which was expected because the mean scattering path length from

GNRs is much longer than the depths analyzed. The DR values averaged over multiple

depth intervals are plotted in figure 5.3. As expected, an inverse relationship between

DR and viscosity is found, which suggests that the rotations of the GNRs occur over a

comparatively shorter time scale as the viscosity decreases. We noted that DR values

were consistent (within 7%) when the concentration of the GNRs was decreased from

10% (at which the experiment was performed) to 2%, while maintaining the viscosity

at a constant value (within 5%). Given the consistency of DR with concentration and

the invariance of measured DR with depth, the effect of multiple scattering is believed

to be negligible in our experiment.

To test the validity of the Stokes-Einstein relation for this system, the experimental

DR values were compared with a model combining the rotational diffusion of smooth

cylinders [14] with the optical scattering from ellipsoids [71] while accounting for the

measured size distribution of the GNRs. First, simulated autocorrelations were com-

puted as the sum of the contribution of each GNR in a representative distribution

(n = 998) as follows:

g
(1)
HV (τ) =

998∑
j=1

c2
je
−6DRj

τ (5.2)

where the summation is over each nanorod j in the distribution, and c2
j is an optical

weighing factor accounting for the maximum fluctuation in backscattering detected by

the OCT system from each GNR. This is important to overcome the experimental bias

for more efficient detection of larger, more slowly diffusing GNRs. The weights c2
j were

evaluated from the optical scattering anisotropy of each GNR weighted by the incident
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Figure 5.3: Comparison of experimental DR with theoretical predictions assuming GNRs
as smooth cylinders [14] (solid line: for the actual sizes of the GNRs, dotted line:
considering an average CTAB layer of 2nm).

light spectrum, according to:

c2
j =

∑
λ

[
σs,||(λ, Lj, dj)− σs,⊥(λ, Lj, dj)

]
E2
r (λ) (5.3)

with Lj and dj the length and width of the jth GNR, and σs,|| and σs,⊥ the scattering

cross sections, computed according to Mie Gans theory [71], of the jth GNR when the

incident polarization is parallel and perpendicular to the long axis, respectively. On

average, we find that σs,|| is ∼250 times that of σs,⊥, highlighting the high scattering

anisotropy exhibited by GNRs. To compute DRj
in equation (5.3) for each GNR, an

expression derived for solid cylinders (2 < L/d < 20) was employed [14]. Theoretical

DR were then evaluated by fitting an inverse-exponential of the form shown in equation
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(5.1) to the simulated autocorrelation given by equation (5.2).

Theoretical predictions were made in two ways: first, by considering the actual sizes

of the GNRs measured by transmission electron microscopy (TEM), and second, by

considering an average surfactant [cetyltrimethylammonium bromide (CTAB)] capping

thickness of 2 nm around the GNRs. The average CTAB layer thickness was estimated

from a TEM image as half of the average spacing between the GNRs when densely

packed, and is consistent with previously reported values for similarly-sized GNRs, syn-

thesized using a growth method in the presence of CTAB [90].

Figure 5.4: (a) Double chamber design. (b) M-mode images (using absolute value of
S̃(z, t) showing samples with different viscosities separated by a cover glass. (Note:

Intensity fluctuations only up to 40 ms shown) (c) g
(1)
HV (τ) of the samples showing two

different decay timescales. (d) DR as a function of depth in the double chamber.

We find that the experimental DR values correlate with the theoretical DR computed

as above for our distribution of GNRs (Figure 5.3). Agreement between experimental

and theoretical DR is obtained over a viscosity range of 42 − 249 mPas, and the level
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of agreement with theory is similar to the findings of a DLS study of similarly sized

GNRs at a single viscosity [18]. In making direct comparisons between the experimental

values and the theoretical predictions, it should be taken into consideration that the

theoretical model is only an approximation; the GNRs are not exactly cylindrical in

shape (as assumed for the rotational diffusion model), nor are they exactly ellipsoidal

(as assumed for the optical scattering model).

These results demonstrate that PS-OCT can monitor viscosity using GNRs as nano-

probes within the applicability of the Stokes-Einstein relation. Next, the potential of our

technique to resolve heterogeneities in viscosity was explored using a double chamber,

as shown in figure 5.4(a), in which two samples with different viscosities were separated

by a thin microscope cover glass. Figure 5.4(b) shows the M-mode images of the two

samples in the double chamber. Figure 5.4(c) shows g
(1)
HV averaged within each chamber,

demonstrating two different timescales that indicate the difference in viscosity in the

two chambers. By fitting g
(1)
HV to the expected inverse-exponential of equation (5.1), DR

of 72 ± 5 s−1 and 227 ± 6 s−1 were found for samples in the top and bottom chamber,

respectively, which are consistent with independent measurements of DR of 74 ± 5 s−1

and 246 ± 13 s−1, respectively, for these samples (figure 5.2). Figure 5.4(d) shows DR

as a function of depth in the double chamber, where DR was computed within each

depth interval of 35 µm, and the depth intervals were successively stepped by 14 µm

through both chambers. A clear distinction between the rotational diffusion coefficients

of the two samples is seen, and the DR values measured within multiple depth intervals

for the same sample are also consistent with one another. This demonstrates that

DLS performed with PS-OCT using GNRs as nanoprobes is capable of resolving the

microscale heterogeneities in viscosity existing at multiple depths within an object.
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5.1.3 Conclusion

In conclusion, by combining the techniques of PS-OCT and DLS, we showed that

polarization-dependent scattering from ensembles of GNRs provides information about

DR, and subsequently the viscosity of the medium. For the first time to the authors

knowledge, we have studied the unconfined stochastic motion of plasmon resonant GNRs

in 3D using OCT, and obtained agreement between experimental and theoreticalDR over

a viscosity range of 42− 249 mPas, which is within the regime of interest in biophysical

studies. Averaging over large numbers of GNRs provides a high signal-to-noise ratio for

determining the viscosity within each coherence volume of the sample (in this study,

∼130 GNRs within each coherence volume of ∼375 µm3). We also demonstrated the

ability to depth-resolve the heterogeneous viscosity within a single object using this

technique. Future work is needed to validate this technique in non-Newtonian fluids

using the generalized Stokes-Einstein relation. Because OCT rejects multiply-scattered

light, this technique has the potential to provide microrheology in optically thick samples

such as biological tissues. The combination of the anisotropic and plasmon-resonant

properties of GNRs with OCT provides a new tool for imaging microscale heterogeneities

of rheological properties.

5.2 Calibration: Rotational and translational

diffusion in Newtonian fluids

In the previous section, we discussed only the rotational diffusion of CTAB-coated

GNRs, which was the first validation of rotational diffusion of GNRs measured by OCT

with the Stokes-Einstein relation. In reality, both rotational and translational diffusion

of GNRs in Newtonian fluids are inversely proportional to the viscosity of the medium

and thus should scale proportionately with the change in viscosity. Measuring both the

rotational and translation diffusion of GNRs simultaneously helps elucidate the overall
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dynamics of GNRs in various media. Below we discuss rotational and translational

diffusion calibrations performed on two different batches of GNRs:

5.2.1 Calibration: CTAB-coated GNRs

M-mode data for various glycerol:water solutions with dilute suspensions of CTAB-

coated GNRs (size: 69 ± 17 nm by 20 ± 6 nm; size analysis based on 230 GNRs counted

by TEM) were taken with 3 mW of sample beam power and at an A-line rate of 10 kHz.

The GNRs number density in each sample is estimated to be ∼2× 108 GNRs/µL which

results in an average of ∼325 GNRs in each coherence volume with an average center

to center separation between the GNRs of ∼2.1 µm.

Viscosity τ1/e of g
(1)
HV (τ) DR τ1/e of g

(1)
ISO(τ) DT

(mPas) (ms) (rad2/s) (ms) (µm2/s)

493 3.7 ± 0.3 45 ± 4 39 ± 7 0.050 ± 0.008

329 2.72 ± 0.09 61 ± 2 28 ± 3 0.070 ± 0.007

246 2.24 ± 0.04 74 ± 1 25 ± 3 0.078 ± 0.008

166 1.64 ± 0.06 102 ± 4 19 ± 2 0.11 ± 0.01

87 1.00 ± 0.04 167 ± 7 11 ± 1 0.18 ± 0.01

43 0.61 ± 0.01 274 ± 5 5.8 ± 0.3 0.34 ±0.02

26 0.47 ± 0.01 357 ± 5 4.3 ± 0.3 0.47 ± 0.04

Table 5.1: Measured τ1/e of g
(1)
HV (τ) and g

(1)
ISO(τ), and the diffusion coefficients of CTAB-

coated GNRs (size: 69 ± 17 nm by 20 ± 6 nm) in Newtonian fluids

Table 5.1 lists the τ1/e of the cross-polarized, isotropic autocorrelations and the

corresponding diffusion coefficients in Newtonian fluids over a viscosity range of 26−493

mPas. The measured τ1/e of g
(1)
HV (τ) are observed to range between 0.47 ms to 3.7

ms. The shortest g
(1)
HV (τ) decay time of 0.47 ms is at least 4 times greater than the

sampling time of 100 µs, which satisfies the Nyquist sampling criterion. Also, the overall

observation time of 1.2 s is 300 times greater than the longest g
(1)
HV (τ) decay time of 3.7

ms, which allows sufficient time for g
(1)
HV (τ) to decay to 0. Similarly, the measured τ1/e of
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g
(1)
ISO(τ) range between 4.3 ms and 39 ms. The Nyquist criterion is satisfied as the fastest

g
(1)
ISO(τ) decay of 4.3 ms is much longer than the sampling time of 100 µs. The overall

observation time of 1.2 s is > 30 times the slowest g
(1)
ISO(τ) decay time of 39 ms, which

again allows g
(1)
ISO(τ) sufficient time to smoothly decay off to its baseline value. Note

that a longer observation time that is at least 100 times the slowest g
(1)
ISO(τ) decay time,

as in the case of g
(1)
HV (τ) earlier, would allow a more accurate assessment of the g

(1)
ISO(τ)

decay. However, in our present implementation, since we are limited to 12000 A-lines in

an M-mode frame, the extension of the overall observation time is possible only by using

a slower sampling rate, which results in a sparser sampling between A-lines and thus

doesn’t permit accurate co-registration of fast rotational diffusion present in g
(1)
HV (τ).

Representative experimental g
(1)
HV (τ) and g

(1)
ISO(τ) over a viscosity range of 26 − 493

mPas are shown in figures 5.5(a) and 5.5(c) respectively. The observed autocorrelations

are well-resolved between the samples, and depict a longer decay time as the viscosity

increases. Note that the g
(1)
ISO(τ) autocorrelations beyond the ∼10 − 12 ms mark are

slightly corrupted by a wavy pattern. This is due to the ∼100 − 120 Hz noise present

in our current PS-OCT system, which can potentially be avoided in a future generation

system by an implementation of a detector devoid of such noise. Comparing figures

5.5(a) and 5.5(c), g
(1)
HV (τ) is observed to decay faster than g

(1)
ISO(τ) for all samples, owing

to the faster rotational diffusion compared to translational diffusion of the GNRs.

Figures 5.5(b) and 5.5(d) show experimental rotational and translational diffusion

coefficients extracted from g
(1)
HV (τ) and g

(1)
ISO(τ) respectively for the samples in the vis-

cosity range of 26−493 mPas (data points in red). The solid blue lines represent fittings

of the form DR = AR/η + BR and DT = AT/η + BT respectively to the experimental

data points, whereas the dotted blue lines represent the 95% confidence interval of the

fittings. The goodness of fits is estimated by R-square value, which is observed to be

> 0.97 in both cases. These fittings enable the estimation of viscosity in samples once
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Figure 5.5: Diffusion calibration of CTAB-coated GNRs (size: 69± 17 nm by 20± 6 nm)
(a) Representative cross-polarized autocorrelations for samples in the viscosity range of
26 − 493 mPas. (b) Rotational diffusion coefficients extracted by fitting experimental

g
(1)
HV (τ) to inverse-exponentials (red). (c) Representative isotropic autocorrelations for

samples in the same viscosity range. (d) Translational diffusion coefficients extracted

by fitting experimental g
(1)
ISO(τ) to inverse-exponentials (red). In (b) and (d), solid blue

lines are fittings of the form DR = AR/η+BR and DT = AT/η+BT to the experimental
data points respectively, where η is the viscosity, and (AR, BR, AT , BT ) are the fitting
parameters. Dotted-blue lines represent the 95% confidence interval of the fit. In (b)
and (d), dotted green lines are the theoretical predictions of diffusion coefficients for a
representative ensemble of GNRs counted by TEM (n = 230) assuming the GNRs as
rigid cylinders and also accounting for higher backscattering from larger sized GNRs in
the distribution by using optical weights (equation (5.3)).

the diffusion coefficients are measured using OCT, and thus the parameters (AR, BR,

AT , BT ) act as calibration parameters for the estimation of viscosity for this batch of

GNRs. Note that, according to Stokes-Einstein equation, the parameters BR and BT

should each be zero. However, we observe non-zero values for BR and BT in our fittings

to the experimental data. BR and BT thus signify the noise floor in our measurements

of the diffusion coefficients, and thus act as thresholds below which the estimations of

DR and DT are inaccurate.
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In figures 5.5(b) and 5.5(d), the theoretical predictions of diffusion coefficients for

a representative ensemble of GNRs (n = 230 rods counted by TEM) are shown in

dotted green. These predictions are made by fitting inverse-exponentials to the following

simulated, ensemble-averaged autocorrelations:

g
(1)
HV (τ) =

230∑
j=1

c2
je
−6DRj

τ (5.4)

g
(1)
ISO(τ) =

230∑
j=1

c2
je
−q2DTj

τ (5.5)

where the summation is over each GNR j in the representative ensemble, and c2
j is

an optical weighing factor accounting for the maximum fluctuation in backscattering

detected by the OCT system from each GNR, which is evaluated as described in equation

(5.3). Diffusion coefficients, DRj
and DTj , for the jth GNR in equations (5.4) and (5.5)

are computed using the expressions derived for solid cylinders as shown in equation

(2.23) [14]. The ensemble-averaged theoretical DR and DT over the entire viscosity

range were evaluated by fitting inverse-exponentials of the form g
(1)
HV (τ) = e−6DRτ and

g
(1)
ISO(τ) = e−q

2DT τ to the simulated autocorrelations given by equations (5.4) and (5.5);

example fittings of the autocorrelations by inverse-exponential functions are shown in

figure 5.6.

In calibrating the diffusion coefficients of CTAB-coated GNRs vs viscosity (figures

5.5(b) and 5.5(d)), although the experimental diffusion coefficients are observed to corre-

late inversely with viscosity in accordance with Stokes-Einstein relation, both the exper-

imental DR and DT are observed to be larger than the theoretical predictions evaluated

from the simulated autocorrelations. The level of discrepancy between the experimen-

tal diffusion coefficients and the theoretical predictions for this batch of CTAB-coated

GNRs appears to be larger than for the previous batch of CTAB-coated GNRs shown
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Figure 5.6: Sample inverse-exponential fittings to the experimental autocorrelations at
(a) 43 mPas and (b) 246 mPas. Diffusion coefficients are obtained from the inverse-
exponential functions, which are seen to fit the autocorrelation decays reasonably well
(i.e., linear least-square fittings of ln[g(1)(τ)] to τ with R2 > 0.9). Note that the fittings
to the autocorrelations are performed from τ = 0 to τ1/e, although they are shown
alongside the experimental autocorrelations at lags beyond τ1/e.

in figure 5.3. This can potentially be due to the presence of larger quantities of smaller

sized GNRs (thus faster diffusing GNRs) in this batch of GNRs than that accounted for

by the representative size analysis performed using TEM.

5.2.2 Calibration: PEGylated GNRs

Similar calibration steps were carried out for PEG-coated GNRs (PEG molecular

weight: 1000 gm/mol, GNRs size: 83 ± 7 nm by 22 ± 3 nm; size analysis based

on 99 GNRs counted by TEM). Dilute suspensions of PEGylated GNRs in various

glycerol:water mixtures were prepared in the viscosity range of 5 − 519 mPas. The

GNRs number density in each sample is estimated to be ∼1.2 × 108 GNRs/µL which

results in an average of ∼200 GNRs in each coherence volume with an average center to

center separation between the GNRs of ∼2.5 µm. M-mode imaging was performed with

3 mW of sample-beam power and at two different sampling rates (25 kHz and 10 kHz).

Direct comparison of the evaluated diffusion coefficients at different sampling rates

was possible with the collection of data at 25 kHz and 10 kHz. For the fast rotational

motion of GNRs, except for the lowest viscosity sample (5 mPas), DR estimated from
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data sampled at 25 kHz and 10 kHz agreed to within 5%. For the 5 mPas sample, the

DR estimates were 12% apart. On the other hand, for the slow translational motion

of GNRs, DT estimates from 25 kHz sampling rate agreed with those from 10 kHz to

within 15% for low viscosity samples (5− 205 mPas), and the agreement suffered by as

much as 28% at 519 mPas. This suggests that sampling at 10 kHz, which gives a longer

observation time compared to 25 kHz, is important to obtain a better estimation of DT .

Moreover, except at very low viscosity (5 mPas or less), the agreement between the DR

estimates at 10 kHz and 25 kHz to within 5% suggests that a sampling rate of 10 kHz

gave a reasonable estimate of DR in the viscosity range covered.

Viscosity τ1/e of g
(1)
HV (τ) DR τ1/e of g

(1)
ISO(τ) DT

(mPas) (ms) (rad2/s) (ms) (µm2/s)

519 5.4 ± 0.4 31 ± 2 40 ± 8 0.05 ± 0.01

334 3.4 ± 0.1 50 ± 2 29 ± 4 0.066 ± 0.009

205 2.56 ± 0.08 65 ± 2 19 ± 2 0.100 ± 0.008

104 1.64 ± 0.04 102 ± 2 13 ± 4 0.15 ± 0.04

52 0.88 ± 0.01 190 ± 3 7 ± 1 0.31 ±0.06

15 0.322 ± 0.002 517 ± 3 2.2 ± 0.2 0.97 ± 0.07

5 0.120 ± 0.002 1389 ± 18 0.93 ± 0.04 2.3 ± 0.1

Table 5.2: Measured τ1/e of g
(1)
HV (τ) and g

(1)
ISO(τ), and the diffusion coefficients of PEGy-

lated GNRs (size: 83 ± 7 nm by 22 ± 3 nm) in Newtonian fluids. Note that g
(1)
HV (τ)

ware evaluated from M-mode data sampled at 25 kHz, and g
(1)
ISO(τ) were evaluated from

M-mode data sampled at 10 kHz for the tabulated values.

Table 5.2 lists the τ1/e of g
(1)
HV (τ) and g

(1)
ISO(τ) in Newtonian fluids over a viscosity

range of 5 − 519 mPas. g
(1)
HV (τ) was evaluated from M-mode data sampled at 25 kHz.

The measured τ1/e of g
(1)
HV (τ) are observed to range between 0.120 ms to 5.4 ms. The

fastest g
(1)
HV (τ) decay time of 0.120 ms is thus greater than twice the sampling time of

40 µs, and the overall observation time of 480 ms is ∼89 times the slowest g
(1)
HV (τ) decay

time of 5.4 ms. Similarly, g
(1)
ISO(τ) were evaluated from M-mode data sampled at 10 kHz

for the tabulated values. The measured τ1/e of g
(1)
ISO(τ) range between 0.93 ms and 40
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ms, which when contrasted with the sampling time of 100 µs and the overall observation

time of 1.2 s meet the Nyquist criterion and the long observation time criterion.

Figure 5.7: Diffusion calibration of PEGylated GNRs (size: 83 ± 7 nm by 22 ± 3

nm) (a) Representative g
(1)
HV (τ) for samples in the viscosity range of 5 − 519 mPas.

(b) DR extracted by fitting experimental g
(1)
HV (τ) to inverse-exponentials (red). (c)

Representative g
(1)
ISO(τ) for samples in the same viscosity range. (d) DT extracted by

fitting experimental g
(1)
ISO(τ) to inverse-exponentials (red). In (b) and (d), solid blue

lines are fittings of the form DR = AR/η+BR and DT = AT/η+BT to the experimental
data points respectively, where η is the viscosity, and (AR, BR, AT , BT ) are the fitting
parameters. Dotted-blue lines represent the 95% confidence interval of the fit. In (b)
and (d), dotted green lines are the theoretical predictions of diffusion coefficients for
a representative ensemble of GNRs counted by TEM (n = 99) assuming the GNRs as
rigid cylinders and also accounting for higher backscattering from larger sized GNRs in
the distribution by using optical weights (equation (5.3)).

Well-resolved g
(1)
HV (τ) and g

(1)
ISO(τ) over a viscosity range of 5− 519 mPas are shown

in figures 5.7(a) and 5.7(c) respectively. Figures 5.7(b) and 5.7(d) respectively show DR

and DT evaluated from g
(1)
HV (τ) and g

(1)
ISO(τ), fittings of the form DR = AR/η + BR and

DT = AT/η+BT , and theoretical predictions of diffusion coefficients for a representative

ensemble of GNRs (n = 99). Compared to the calibration of CTAB-coated GNRs (figure

5.5), the experimental data and the theoretical predictions are observed to match quite
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well for this batch of PEGylated GNRs.

Utility of measuring DR and DT :

Figure 5.8: DR/DT of (a) CTAB-coated GNRs (size: 69 ± 17 nm by 20 ± 6 nm), and
(b) PEGylated GNRs (size: 83 ± 7 nm by 22 ± 3 nm) in Newtonian fluid are observed
to match within uncertainty limits at different viscosities, indicating a proportionate
change in measured DR and DT with viscosity. The red lines are obtained from diffu-
sion coefficients extracted from the theoretical predictions using simulated g

(1)
HV (τ) and

g
(1)
ISO(τ); the simulated autocorrelations use the size distribution of GNRs measured by

TEM and assume the GNRs as rigid rods to use the expressions of DR and DT for rigid
rods (equation (2.23)).

Thus far, it has been demonstrated that both DR and DT of the GNRs can be

simultaneously estimated using a single PS-OCT measurement. In calibrating the diffu-

sion coefficients of two separate batches of GNRs, we’ve shown that the experimentally

measured DR and DT scale inversely with the change in viscosity in accordance with

the Stokes-Einstein relation. The utility of using DR/DT as a metric can be seen when

considering the transition from Newtonian to non-Newtonian fluids. DR/DT for Newto-

nian samples of different viscosities are shown in figure 5.8 for both CTAB-coated and

PEGylated GNRs. The DR/DT values across the samples are observed to match within

their uncertainty limits for both batches of GNRs. As a reference, DR/DT across the

entire viscosity range from simulated autocorrelation are also shown (red lines). Thus,

in exploring Newtonian fluids, we can expect the two measured diffusion coefficients to

scale proportionately with viscosity. However, as we venture into more complex sys-
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tems such as polymer solutions, gels, biological fluids, such proportionate scaling of DR

and DT may no longer be the case (for instance, refer to tables 5.4 and 5.5), and this

can potentially be an important metric in identifying the transition from Newtonian to

non-Newtonian regime based on the differentially modulated rotational vs translational

motion of the GNRs in such complex systems.

Simultaneously monitoring g
(1)
HV (τ) and g

(1)
ISO(τ) also has an experimental advantage

in identifying freely-diffusing GNRs from aggregated GNRs. Freely diffusing GNRs

depict a distinctly faster decay in g
(1)
HV (τ) compared to g

(1)
HH(τ), whereas for aggregated

GNRs, both g
(1)
HV (τ) and g

(1)
HH(τ) autocorrelation decay times are similar (since the GNR-

aggregates lack the faster rotational motion depicted by freely diffusing GNRs, and

thus both autocorrelations are dominated by the translational motion of the aggregated

GNRs). This thus allows an experimenter to spot-check the state of GNRs in the samples

before proceeding to examine the diffusion of GNRs further.

5.3 Non-Newtonian fluid: polymer solutions

Unlike Newtonian fluids discussed in the previous sections, non-Newtonian fluids

(complex fluids) are characterized by a restoring elastic component and a dissipative

viscous component in response to an application of a load. An example of non-Newtonian

fluids is polymer solutions which exhibit elasticity on short time scales but exhibit viscous

flow at long times. This time-dependent mechanical property is termed viscoelasticity,

which in polymer solutions is a result of interaction, rearrangement and relaxation of

polymer molecules at different times. Viscoelasticity of polymer solutions is dependent

on the polymer concentration. In dilute solution, the polymers are well separated and

each molecule can be considered as an isolated chain. As the concentration increases, the

polymers start to overlap with neighboring polymers. The polymer mass concentration

c (mass of polymer/volume of the solution) at which the polymers start overlapping is
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Figure 5.9: Polymer solutions in dilute (c < c∗), overlap (c = c∗), semi-dilute (c > c∗)
regimes. In dilute polymer solutions, polymer chains are well separated and can be
considered as isolated chains. At the overlap concentration (c = c∗), the polymers are
in close proximity of one another and start overlapping. As the concentration increases
beyond c∗, the pervaded volume V ∗ (volume of the solution spanned by each polymer
at c∗) increasingly contains segments of neighboring polymers in addition to the solvent
and its own polymer strand.

termed the overlap concentration c∗. Thus, polymer solutions are classified as dilute

(c < c∗) or semi-dilute (c > c∗) based on the polymer mass concentration c (figure 5.9).

At c∗, the average separation between polymer chains is on the order of the size of the

polymer chains, whereas in semi-dilute polymer solutions, the lengthscale characterizing

the average separation between polymer chains is the correlation length ξ (also known

as mesh size), which is defined as the average distance from a monomer on one chain to

the nearest monomer on another chain [91].

A method to characterize viscoelasticity of polymer solutions and biopolymers based

on generalized Stokes-Einstein relation (GSER) was proposed in a seminal work by

Mason et. al. [92], which relates the frequency-dependent mean squared displacement

〈r2(s)〉 of spherical probes to the frequency-dependent complex shear modulus of the

medium G∗(s) as follows:

G∗(s) =
kBT

sπa 〈∆r2(s)〉
(5.6)
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where 〈∆r2(s)〉 is the Laplace transform of the mean square displacement 〈∆r2(t)〉, s is

the shearing Laplace frequency, and a is the radius of the spherical probe. Using equation

(5.6), the macroscopic viscoelasticity of the material can be determined from the local

relaxations of the probe. The key approximation in GSER is the extension of the Stokes

drag in a purely viscous medium to all frequencies (i.e., all times) in treating non-

Newtonian fluids. The complex shear modulus in Laplace space G∗(s) is transformed to

the Fourier domain by substituting s→ iω, where ω is the Fourier frequency. It should

be noted that both G∗(s) and G∗(ω) represent an analytic continuation of the real data

(MSD of the probe) into the complex plane, and no additional information is gained

by using one or the other. The elastic or storage modulus G′(ω) and viscous or loss

modulus G′′(ω) of the viscoelastic medium are given by the real and imaginary parts of

G∗(ω) respectively. The GSER in Fourier domain is given by:

G∗(ω) =
kBT

iωπa 〈∆r2(ω)〉
(5.7)

Following the implementation of Dasgupta et. al. [93], the complex shear modulus

G∗(ω) is estimated algebraically by using a local power law to describe the MSD. The

local power law is determined from the logarithmic time derivative of the MSD, given

by |∂ ln 〈∆r2(t)〉 /∂ ln t|, which is equal to 1 for a probe in a purely viscous medium, 0

for a probe in a purely elastic environment, and ranges between 0 and 1 for a probe

undergoing viscoelastic relaxation. This algebraic method avoids the use of numerical

transforms or fitting 〈∆r2(t)〉 to arbitrary functional forms, as were done during the

infancy of GSER [92, 94].

For the purpose of validation of GSER using M-mode OCT imaging of diffusing

probes, G′(ω) and G′′(ω) were evaluated using spherical probes (polystyrene spheres of

diameter 60 nm) diffused in a Newtonian fluid (water, viscosity of ∼1 mPas). From the

M-mode signals collected from these diffusing isotropic scatterers, depth-resolved g
(1)
HH(τ)
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is evaluated and their mean squared displacement 〈∆r2(t)〉 is extracted from g
(1)
HH(τ) as

(−6/q2) ln
[
g

(1)
HH(τ)

]
using equation (2.29). Lastly, using the GSER for spherical probes

shown in equation (5.7), G′(ω) and G′′(ω) were extracted as shown in figure 5.10. As

expected, the elastic modulus G′(ω) is observed to be ∼0 at all frequencies, whereas the

viscous modulus G′′(ω) scales linearly with frequency. Additionally, for a Newtonian

fluid, viscosity is expected to be independent of frequency and as expected, viscosity

(defined as G′′(ω)/ω) shows no frequency dependence over the measured frequency range

and also matches the expected bulk viscosity of ∼1 mPas.

Figure 5.10: Elastic modulus G′ and viscous modulus G′′ for 60 nm polystyrene spheres
diffused in water, and the associated viscosity estimated as G′′(ω)/ω.

For GNRs, the associated GSER can be derived by taking their approximate rod-

shaped geometry into consideration:

G∗(ω) =
kBT

iωπ 〈∆r2(ω)〉
Cg (5.8)

where Cg is a geometric constant derived using the Stokes-Einstein relation for transla-

tional diffusion of rod-shaped probes (equation 2.23). Cg also accounts for the polydis-

persity of GNRs in the representative ensemble, and is given by:

Cg =
n∑
j=1

(
2

Lj

)[
ln

(
Lj
dj

)
+ 0.312 + 0.565

(
dj
Lj

)
− 0.100

(
dj
Lj

)2
]

(5.9)

86



Figure 5.11: Elastic modulus G′ and viscous modulus G′′ for GNRs diffused in a New-
tonian fluid of viscosity ∼26 mPas, and the associated viscosity estimated as G′′(ω)/ω.

Again, to validate the GSER relation using M-mode PS-OCT imaging of diffusing

GNRs, the simple case of GNRs diffusing in a Newtonian fluid (viscosity ∼26 mPas) is

considered. From the M-mode signals collected from the diffusing GNRs, depth-resolved

g
(1)
ISO(τ) is evaluated and their mean squared displacement 〈∆r2(t)〉 is extracted from

g
(1)
ISO(τ) as (−6/q2) ln

[
g

(1)
ISO(τ)

]
. Using the GSER relation for GNRs shown in equa-

tion (5.8), G′(ω) and G′′(ω) were extracted as shown in figure 5.11. G′(ω) and G′′(ω)

evaluated from the translational Brownian motion of GNRs show negligible G′(ω) at

all measured frequencies, whereas G′′(ω) is observed to scale linearly with viscosity as

expected for a Newtonian fluid. Additionally, the frequency dependent viscosity esti-

mated as G′′(ω)/ω matches well with the expected viscosity of ∼26 mPas. The perceived

frequency dependence in the estimated viscosity is due to the local |∂ ln 〈∆r2(t)〉 /∂ ln t|

estimates not being exactly 1 at the discretely sampled times. However, observing that

G′(ω) is nearly zero, while G′′(ω) is nearly linear provides perspective about the ability

to perform GSER.

5.3.1 Diffusion of GNRs in semi-dilute PEO solutions

To study the diffusion of GNRs in polymer solutions, aqueous solutions of poly-

ethylene oxide (PEO) are considered in this thesis. PEO is a linear polymer of repeating

monomeric units −[(CH2)2O]−. It is popular in polymer rheology experiments due to
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its simple structure (linear chain of monomers), good solubility in both organic and

aqueous solvents, and ease & repeatability in sample preparation. For linear polymers

such as PEO, the overlap concentration c∗ and mesh size ξ are given by [95]:

c∗ =
Mw

4
3
NAπR3

g

(5.10)

ξ = Rg(c
∗/c)0.75 (5.11)

where Mw is the polymer molecular weight, NA is Avogadro’s number, c is the polymer

mass concentration, and Rg is the radius of gyration of the polymer. The mesh size is

on the order of Rg at overlap concentration. Experimentally, the dependence of Rg on

Mw has been established as follows [96]:

Rg = 2.15M0.583
w (5.12)

Aqueous Molecular Radius of Overlap Polymer number

PEO weight gyration concentration density at c∗

solution Mw (gm/mol) Rg (nm) c∗ (% w/w) (polymers/µL)

PEO1M 1× 106 68 0.13% 7.8× 1011

PEO4M 4× 106 152 0.045% 6.8× 1010

PEO8M 8× 106 228 0.03% 2.3× 1010

Table 5.3: Estimation of radius of gyration Rg, overlap concentration c∗, and the polymer
number density at c∗ in aqueous solutions of PEO with molecular weight Mw.

In this thesis, PEOs of three different molecular weights: 1 × 106 gm/mol, 4 × 106

gm/mol, and 8 × 106 gm/mol were used to make aqueous PEO solutions, which are

labeled as PEO1M, PEO4M and PEO8M respectively. Table 5.3 outlines some of the

important parameters for these PEO solutions. To study diffusion of GNRs, PEGylated
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GNRs (size: 62 ± 10 nm by 18 ± 4 nm) were diffused in the aqueous PEO solutions.

Comparing the polymer number density estimates at c∗ with the GNRs number density

in each sample (∼2 × 108 GNRs/µL), the polymer chains are observed to outnumber

the GNRs by ∼8000 (in PEO1M), ∼700 (in PEO4M), and ∼200 (in PEO8M).

To compare diffusion of GNRs in polymer solutions as a function of polymer con-

centration, aqueous PEO1M solutions at three different concentrations above c∗ (1.25%,

2.5%, and 5%) with PEGylated GNRs (size: 62 ± 10 nm by 18 ± 4 nm) were imaged

in M-mode using PS-OCT. The mesh size ξ is estimated to be ∼12 nm, ∼7 nm, and

∼ 4 nm in 1.25%, 2.5%, and 5% PEO1M solutions respectively. Table 5.4 outlines the

measured τ1/e of g
(1)
HV (τ) and g

(1)
ISO(τ) and the associated diffusion coefficients of GNRs

in the PEO1M solutions. Recall that the reported diffusion coefficients for the ensemble

of GNRs in PEO1M solutions represent an “on average” estimate between the timescale

of τ = 0 and τ1/e, which assumes the viscous drag as the dominant force behind the

diffusion of GNRs and thus ignores any non-viscous contributions to the autocorrela-

tions during this short duration. DT of GNRs in all three samples are well-resolved

and are observed to decrease as the polymer concentration increases. DR of GNRs in

1.25% PEO1M sample was observed to be faster than the sampling time and was thus

unresolved from the measured g
(1)
HV (τ). Rotational diffusion coefficients of GNRs in 2.5%

PEO1M and 5% PEO1M solutions are well-resolved and show a decrease in rotational

motion as the polymer concentration increases. With an increase in PEO concentra-

tion, the diffusing GNRs encounter increased hinderance in an increasingly compact

and crowded mesh of the polymer chains, and this behavior is reflected by the measured

DR and DT in the PEO1M solutions. Additionally, the DR/DT for this batch of GNRs

is estimated to be 894 ± 3 rad2/µm2 in Newtonian fluids, whereas for the 2.5% and 5%

PEO1M samples, the experimental DR/DT values exceed this theoretical estimate by

factors of ∼2 and ∼4 respectively, which suggests disproportionate scaling of DR and
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DT of GNRs in these PEO1M solutions.

PEO1M ξ τ1/e of DR τ1/e of DT DR/DT

(% w/w) (nm) g
(1)
HV (τ) (ms) (rad2/s) g

(1)
ISO(τ) (ms) (µm2/s) (rad2/µm2)

1.25% 12 < 2ts NR 1.95 ± 0.09 1.16 ± 0.05 NR

2.5% 7 0.43 ± 0.03 394 ± 28 10 ± 1 0.23 ± 0.04 1713 ± 322

5% 4 2.4 ± 0.2 70 ± 6 117 ± 20 0.020 ± 0.004 3500 ± 762

Viscous

fluids 894 ± 3

Table 5.4: Measured τ1/e of g
(1)
HV (τ) and g

(1)
ISO(τ), and the diffusion coefficients of PE-

Gylated GNRs (size: 62 ± 10 nm by 18 ± 4 nm) in PEO1M solutions of different

concentrations (above c∗). g
(1)
HV (τ) for all samples and g

(1)
ISO(τ) for 1.25% PEO1M were

evaluated from M-mode data sampled at 10 kHz with an overall observation time of
1.2 s. g

(1)
ISO(τ) for 2.5% PEO1M was evaluated from M-mode data sampled at 5 kHz

with an overall observation time of 2.4 s, whereas g
(1)
ISO(τ) for 5% PEO1M was evaluated

from M-mode data sampled at 2 kHz with an overall observation time of 6 s. Note that
the DR/DT for this batch of GNRs is estimated to be 894 ± 3 rad2/µm2 in Newtonian
fluids, whereas for the 2.5% and 5% PEO1M samples, the experimental DR/DT values
exceed this theoretical estimate by factors of ∼2 and ∼4 respectively, which suggests
disproportionate scaling of DR and DT of GNRs in these PEO1M solutions. ts: sampling
time; NR: Not resolved.

Viscoelasticity of PEO1M solutions can be qualitatively analyzed by the mean squared

displacements (MSDs) of GNRs in the PEO1M solutions. Figure 5.12 shows the MSDs

of GNRs in PEO1M solutions, extracted from g
(1)
ISO(τ) as (−6/q2) ln

[
g

(1)
ISO(τ)

]
. A longer

temporal stretch in MSDs is observed as the PEO1M concentration increases, suggest-

ing a slower diffusion in solutions with higher PEO1M concentrations. MSD in 1.25%

PEO1M is observed to approximately have a constant slope (in the log-log plot of MSD

vs time). However, the MSDs in 2.5% and 5% PEO1M show regions where the slopes de-

crease in going from left to right along the x-axis, before the slopes increase again. These

regions where the MSDs have reduced slopes illustrate the presence of non-negligible

elastic components.

To study the contribution of viscous and elastic components in the PEO1M solutions
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Figure 5.12: Mean square displacement (MSD) of PEGylated GNRs (size: 62 ± 10

nm by 18 ± 4 nm) vs concentration in PEO1M. MSD is extracted from g
(1)
ISO(τ) as

(−6/q2) ln
[
g

(1)
ISO(τ)

]
. Solid green lines represent the region of MSDs selected for analysis

using the GSER formalism (equation (5.8)), chosen such that |∂ ln 〈∆r2(t)〉 /∂ ln t| < 1
in the selected regions.

Figure 5.13: Elastic modulus G′ and viscous mod-
ulus G′′ for 1.25%, 2.50%, and 5% PEO1M sam-
ples. Both 1.25% PEO1M and 2.5% PEO1M so-
lutions have dominant viscous G′′(ω) components
and small elastic G′(ω) components within the
frequency range analyzed. The 5% PEO1M solu-
tion has a strong elastic G′(ω) component at short
times (high frequencies) and a dominant viscous
G′′(ω) component at long times (low frequencies).
Both the elastic modulusG′(ω) and viscous modu-
lus G′′(ω) increase within the measured frequency
range as the PEO1M concentration increases.
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further, GSER derived for translational diffusion of GNRs in equation (5.8) is imple-

mented. Figure 5.13 shows the elastic modulus G′(ω) and viscous modulus G′′(ω) of the

PEO1M solutions extracted by the implementation of GSER in the selected regions of

MSDs (shown in solid green). The 1.25% PEO1M solution is observed to have a domi-

nant viscous G′′(ω) component and a negligible elastic G′(ω) component which suggests

that the diffusion of GNRs is dominated by viscous drag within the frequency range an-

alyzed. The 2.5% PEO1M solution also has a dominant viscous G′′(ω) component and

shows a small elastic G′(ω) component within the frequency range analyzed. In contrast,

within the frequency range analyzed, the 5% PEO1M solution depicts a strong elastic

G′(ω) component at short times (high frequencies) and a crossover point beyond which

the viscous G′′(ω) component dominates. Thus, in the 5% PEO1M solution, the diffu-

sion of GNRs are observed to be subjected to non-negligible elastic and viscous forces

within the frequency range analyzed. Additionally, both the elastic modulus G′(ω) and

viscous modulus G′′(ω) are seen to increase within the measured frequency range as the

PEO1M concentration increases, suggesting an increased viscoelasticity with an increase

in the PEO1M concentration.

Viscoelasticity in PEO solutions as a function of molecular weight was also explored

by using PEGylated GNRs (size: 62 ± 10 nm by 18 ± 4 nm) diffused in 2.5% PEO1M,

2.5% PEO4M, and 2.5% PEO8M. The chosen concentration is above c∗ for all three

solutions and the mesh size ξ is estimated to be ∼7-8 nm in all three cases. The

notable difference between the three solutions is the overall size of the polymer molecules

estimated by Rg (table 5.3). Table 5.5 outlines the measured τ1/e of g
(1)
HV (τ) and g

(1)
ISO(τ)

and the associated diffusion coefficients of GNRs in the PEO solutions with different

molecular weights. Again, recall that the reported diffusion coefficients for the ensemble

of GNRs in PEO1M solutions represent an “on average” estimate between the timescale

of τ = 0 and τ1/e, which assumes the viscous drag as the dominant force behind the
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PEO sample τ1/e of DR τ1/e of DT DR/DT

(ξ ∼7-8 nm) g
(1)
HV (τ) (ms) (rad2/s) g

(1)
ISO(τ) (ms) (µm2/s) (rad2/µm2)

2.5% PEO1M 0.43 ± 0.03 394 ± 28 10 ± 1 0.23 ± 0.04 1713 ± 322

2.5% PEO4M 0.61 ± 0.05 275 ± 20 18 ± 3 0.13 ± 0.02 2115 ± 360

2.5% PEO8M 1.1 ± 0.1 157 ± 14 44 ± 9 0.05 ± 0.01 3140 ± 688

Viscous fluids 894 ± 3

Table 5.5: Measured τ1/e of g
(1)
HV (τ) and g

(1)
ISO(τ), and the diffusion coefficients of PEGy-

lated GNRs (size: 62 ± 10 nm by 18 ± 4 nm) in PEO solutions of different molecular

weight (c = 2.5% w/w). g
(1)
HV (τ) in all cases were evaluated from M-mode data sampled

at 10 kHz with an overall observation time of 1.2 s, whereas g
(1)
ISO(τ) for all samples were

evaluated from M-mode data sampled at 5 kHz with an overall observation time of 2.4
s. Note that the DR/DT for this batch of GNRs is estimated to be 894 ± 3 rad2/µm2 in
Newtonian fluids, whereas the experimental DR/DT values exceed this theoretical esti-
mate by factors of ∼2, ∼2.4 and ∼3.5 respectively for PEO1M, PEO4M, and PEO8M
samples respectively, which suggests disproportionate scaling of DR and DT of GNRs in
these 2.5% PEO solutions.

diffusion of GNRs and thus ignores any non-viscous contributions to the autocorrelations

during this short duration. Both the rotational and translational diffusion coefficients

of GNRs are well-resolved in the PEO samples, and are observed to decrease as the

molecular weight increases. Additionally, theDR/DT for this batch of GNRs is estimated

to be 894 ± 3 rad2/µm2 in Newtonian fluids, whereas the experimental DR/DT values

exceed this theoretical estimate by factors of∼2, ∼2.4 and∼3.5 respectively for PEO1M,

PEO4M, and PEO8M samples respectively, which suggests disproportionate scaling of

DR and DT of GNRs in these 2.5% PEO solutions. Figure 5.14 shows the MSDs of

GNRs in the PEO samples of constant concentration and different molecular weights.

A longer temporal stretch in MSDs is observed as the molecular weight of the PEO

increases, which suggests a slower diffusion of GNRs in solutions with higher molecular

weight PEO. This can be explained by an increase in hinderance and obstruction to the

diffusing GNRs by comparatively larger PEO molecules in the solution.

Figure 5.15 shows the elastic modulus G′(ω) and viscous modulus G′′(ω) in the
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Figure 5.14: Mean square displacement (MSD) of GNRs in 2.5% PEO1M, 2.5% PEO4M

and 2.5% PEO8M samples. MSD is extracted from g
(1)
ISO(τ) as (−6/q2) ln

[
g

(1)
ISO(τ)

]
.

Solid green lines represent the region of MSDs selected for analysis using the GSER
formalism (equation (5.8)), chosen such that |∂ ln 〈∆r2(t)〉 /∂ ln t| < 1 in the selected
regions.

PEO solutions, evaluated by an implementation of GSER for translational diffusion of

GNRs to the selected regions of MSDs (solid green lines in figure 5.15). The 2.5%

PEO4M and 2.5% PEO8M solutions show significant elastic components at short times

and dominant viscous components at long times (low frequencies). Additionally, the

elastic to viscous cross-over occurs at ∼100 s−1 in the PEO8M solution whereas similar

cross-over occurs at ∼175 s−1 in the PEO4M solution. This indicates that the PEO8M

solution remains dominantly elastic longer than the PEO4M solution, as expected. The

observed elastic and viscous moduli also depict higher values as the molecular weight of

the PEO increases, as expected.

Thus, using GNRs as diffusion probes in PEO solutions (same molecular weight but

different concentrations, and same concentration but different molecular weights), we’ve

estimated the diffusion coefficients of GNRs in the initial time window of autocorre-

lation decays between τ = 0 to τ1/e assuming viscous drag as the dominant force for

the relaxation of GNRs, mapped the MSDs of GNRs (taking both viscous and elastic
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Figure 5.15: Elastic modulus G′ and viscous mod-
ulus G′′ for PEOs of different molecular weights
(constant concentration of 2.5% w/w). PEO1M
solution is observed to be dominantly viscous
within the measured frequency range. Signifi-
cant elastic components at high frequencies and
dominant viscous components at low frequen-
cies observed in 2.5% PEO4M and 2.5% PEO8M
solutions. The elastic to viscous cross-over in
PEO8M solution occurs at a comparatively lower
frequency (i.e., longer time). Higher elastic and
viscous moduli observed as the molecular weight
of the PEO increases.

forces into consideration), and additionally quantified the sample’s frequency-dependent

viscoelasticity (Note: the analysis of frequency-dependent viscoelasticity of PEO sam-

ples presented is semi-quantitative due to the constraints of the hardware such as the

overall observation time and the sampling rate). Compared to current microrheological

techniques, the frequency range covered in this study is admittedly small. A qualitative

comparison with other microrheological studies of PEO samples [24, 27, 97] similarly

show an increase in the overall moduli and increasing elastic contributions at shorter

timescales with an increase in polymer concentration and molecular weight. With a

longer observation time and a faster sampling rate in future improvements of the cur-

rent PS-OCT system, the frequency range for microrheological analysis can potentially

be improved, and an improved quantitative analysis of sample viscoelasticity would be

possible.
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5.3.2 Diffusion in “correlation length ≥ probe” regime

In the previous section, diffusion of GNRs was considered in solutions in which the

size of the GNRs far exceeded the correlation length ξ of polymers (∼7-8 nm). In such

situations, the underlying complex network of polymers can be considered a continuum

at the length scale of the GNRs, which is a necessary condition for the application of

the GSER formalism. However, at low concentrations such that the polymer correlation

length ξ is comparable to or larger than the size of the probes, GSER is no longer a valid

tool to analyze the viscoelasticity of the polymer solutions. In this section, we briefly

discuss the diffusion of GNRs when the polymer correlation length ξ is comparable to

or larger than the size of GNRs.

To consider the diffusion of GNRs in the “correlation length ≥ probe” regime, PEGy-

lated GNRs (size: 83 ± 7 nm by 22 ± 3 nm) were diffused in aqueous PEO4M solutions

with polymer concentrations of 0.01% (ξ= 472 nm), 0.045% (ξ= 152 nm), and 0.1%

(ξ= 85 nm), and imaged in M-mode. To put the diffusion of GNRs in these PEO4M

solutions in perspective with that in the solvent (distilled water), M-mode images were

acquired from the solvent with diffused GNRs as well. All M-mode images were acquired

at a sampling rate of 25 kHz with in overall observation time of 480 ms.

Figure 5.16 shows well-resolved g
(1)
ISO(τ) between the solvent and the PEO4M solu-

tions, and table 5.6 lists the corresponding τ1/e of g
(1)
ISO(τ) along with the measured DT

in the solvent and the PEO4M solutions in the “correlation length ≥ probe” regime.

A small yet distinct increase in τ1/e of g
(1)
ISO(τ) is observed with an increase in PEO4M

concentration. In all samples, the DR values of the GNRs were too fast to resolve accu-

rately at the sampling rate of 25 kHz. In the “correlation length ≥ probe” regime, the

GNRs in the PEO4M solutions are diffusing primarily in the solvent with intermittent

hinderance from the PEO4M polymers. With an increase in the polymer concentra-

tion, the diffusion of GNRs in the solvent is obstructed by the polymers at a higher
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Figure 5.16: g
(1)
ISO(τ) in PEO4M in the “correlation length ≥ probe” regime. The decay

times are observed to increase with a change in concentration of PEO4M in the solutions.

PEO4M ξ τ1/e, 1/e decay of DT η/ηsolvent = η/ηsolvent
samples (nm) g

(1)
ISO(τ) (ms) (µm2/s) τ1/e/τ1/e,solvent in bulk

0.01% 472 0.29 ± 0.01 7.9 ± 0.4 1.06 ± 0.05 1.12 ± 0.05

0.045% 152 0.33 ± 0.01 6.8 ± 0.3 1.20 ± 0.05 1.56 ± 0.07

0.1% 85 0.47 ± 0.09 5.0 ± 0.8 1.7 ± 0.3 2.6 ± 0.1

Solvent 0.274 ± 0.007 8.2 ± 0.2 1.00 1.00

Table 5.6: Measured τ1/e of g
(1)
ISO(τ), and the DT of PEGylated GNRs (size: 83 ± 7 nm

by 22 ± 3 nm) in the solvent (distilled water) and PEO4M solutions in the “correlation

length ≥ probe” regime. g
(1)
HV (τ) and g

(1)
ISO(τ) were evaluated from M-mode data sampled

at 25 kHz with an overall observation time of 480 ms. Rotational diffusion from g
(1)
HV (τ)

was too fast to resolve in all samples (i.e., Nyquist criterion not satisfied). Relative
viscosity η/ηsolvent in the vicinity of the GNRs are estimated from τ1/e/τ1/e,solvent, and
the bulk viscosities were measured using an Ubbelohde viscometer.

rate, which is reflected by a decrease in measured DT of GNRs. Table 5.6 also lists

the relative viscosity η/ηsolvent in the vicinity of the GNRs and the bulk viscosity of the

solutions measured using an Ubbelohde viscometer. The bulk relative viscosity values
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are observed to be slightly larger than the local relative viscosities encountered by the

GNRs in the PEO4M solutions. This result highlights the mechanistic difference in

measurements of bulk viscosity, which is due to the collective relaxation of polymers in

the solution, and the nanoscale local viscosity encountered by the diffusing GNRs in the

“correlation length ≥ probe” regime of polymer solutions.

The result of this section shows that the diffusion of GNRs is indicative of intermit-

tent obstructions from the polymers in the solution even in the “correlation length ≥

probe” regime. Thus, understanding obstructed diffusion of GNRs can be a valuable

tool in studying biological fluids at the nanoscale that have low concentrations of macro-

molecules (such as saliva, low concentration mucus etc), which are not characterized

by microrheological methods based on GSER, nor by bulk rheology. Particle-tracking

techniques are also capable of measuring diffusion of probes in such biological fluids.

However, conventional particle-tracking involves using micron- and sub-micron- sized

beads which don’t portray the same obstructed diffusion encountered at the nanoscale.

Thus, having a light scattering based tool using ensembles of nanoscale probes, as the

one developed in this thesis, can aid as an important supplemental tool in rheological

studies of various complex and biological fluids.

To summarize, in this chapter, we validated the Stokes-Einstein relation by mea-

suring DR of GNRs in Newtonian fluids. Secondly, validation of the Stokes-Einstein

relation was extended to the measured DT of GNRs in Newtonian fluids. In Newtonian

fluids, both DR and DT of GNRs were observed to scale inversely proportionally with

the viscosity of the sample. Next, the diffusion of GNRs in various PEO solutions which

exhibit viscoleastic responses was discussed. In semi-dilute PEO solutions, the viscous

and elastic moduli of the solutions were quantified using the GSER formalism based on

the MSDs of the GNRs. Polymer solutions in the “correlation length ≥ probe” regime

were also discussed, which demonstrated the merit of our outlined method in sensing
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the diffusion of GNRs in the solvent with intermittent hinderance from the polymer

segments. Diffusion of GNRs in the “correlation length ≥ probe” regime discussed in

this section thus sets the stage for exploring the diffusion of GNRs in biological samples

such as extracellular matrix and in vitro mucus, which are discussed in the next chapter.
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Chapter 6

Biological studies

This chapter focuses on biological studies using GNRs as diffusion probes in 3D tissue

culture models and also in in vitro mucus. Using the custom-built PS-OCT system to

exploit the polarization sensitive scattering property of GNRs, the ability of GNRs to

contrast various biological features of interest is demonstrated. Lastly, an imaging study

of breast cancer 3D cultures using the OCT system is discussed in detail.

6.1 GNRs in 3D tissue culture models

Tissues in vivo consist of a complex, three-dimensional network comprised of the

extracellular matrix (ECM) produced by stromal fibroblasts in collaboration with ep-

ithelial cells. ECM provides structural scaffolding and biochemical & biomechanical

contextual information to signal appropriate cellular responses such as cellular adhe-

sion, activation, and migration [98]. For controlled in vitro studies in cell biology, 3D

tissue culture models comprised of proteins, such as collagen I and Matrigel®, have

been successfully employed as surrogate models to mimic the structure and function of

the ECM [99, 100, 101]. Collagen is the most abundant protein in mammals and is the

main component of connective tissues, of which collagen I is the most abundant collagen

(over 90%) in the human body and is a major structural component of ECM found in

tissues and internal organs [102]. Matrigel is a gelatinous protein mixture marketed by



BD Biosciences, and is obtained from Engelbreth-Holm-Swarm (EHS) mouse sarcoma

cells [103]. Tissue culture models comprised of collagen I and Matrigel have been shown

to faithfully recapitulate various aspects of tissue behavior in vivo, which are otherwise

absent in 2D cell cultures [104]. Both collagen I and Matrigel remain liquid at tem-

peratures below 4◦C, and irreversibly become gels above 4◦C. This gelatinous, porous,

and viscoelastic solid behaves as a scaffold for the adhesion and proliferation of the cells

during in vitro studies. In this study, collagen I mixtures are prepared at a pH of ∼7.4,

and the gelation of collagen I and collagen I:Matrigel (2 mg/ml collagen I and Matrigel

mixed in equal proportion) are achieved at a temperature of 37◦C in ∼30 minutes.

Studying the diffusion of GNRs in 3D tissue culture models sheds light on how

nanoscopic objects navigate through the ECM pores. As will be shown, the observed

diffusion of GNRs is sensitive to changes in the ECM concentration as well as the changes

to the ECM due to the interplay between fibroblasts and the ECM. Diffusing GNRs in

mammary epithelial 3D cultures also reveals the utility in contrasting regions with no

uptake of GNRs, which sheds light on limited permeability of nanoscopic objects in

regions of the 3D matrix.

6.1.1 Delivery and diffusion of GNRs

To achieve delivery of GNRs in the ECM models (collagen I, collagen I:Matrigel),

addition of GNRs was carried out in two different ways: premixing the GNRs with the

ECM solution before the onset of gelation, and topically adding GNRs to gelled ECM.

The goal in premixing the GNRs was to study the impact on gelation by the addition of

GNRs, and also to monitor the state of GNRs (trapped or freely diffusing) if gelation is

achieved. Initial attempts of premixing GNRs to ECM solutions were carried out with

CTAB-coated GNRs, which failed to initiate gelation due to an imbalance in pH created

by the cationic CTAB-coating on the GNRs, and also resulted in aggregation of GNRs
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in the ion rich ECM solution. Thus, to ensure that the GNRs remain freely diffusing

and avoid adhesion in the ECM, PEGylated GNRs (PEG of molecular weight 1000

gm/mol) were used. PEGylated GNRs premixed with the ECM solutions were found

to not disrupt gelation, and also resulted in an even distribution of GNRs throughout

the gel without signs of aggregation. The second method of delivery (topical addition

of GNRs to gelled ECM) was carried out to ensure that homogenous delivery of GNRs

is possible even after the onset of gelation.

Figure 6.1: Co-polarized (HH ) and cross-polarized (HV ) images of collagen I:Matrigel
tissue culture models before and after addition of PEGylated GNRs (83 ± 7 nm by 22 ±
3 nm). Before the addition of GNRs, the scattered light is predominantly in HH. With
the addition of GNRs, HV signal is observed as well.

Collagen I:Matrigel gels imaged before and after addition of PEGylated GNRs are
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shown in figure 6.1. Without the GNRs, the cross-polarized HV signal is weak compared

to the co-polarized HH signal, and in presence of GNRs, strong HH and HV signals are

observed indicating a homogeneous distribution of GNRs as they navigate through the

gel pores. Both delivery methods (premixing and topical delivery) yielded successful

Figure 6.2: Co-polarized g
(1)
HH(τ) and cross-polarized g

(1)
HV (τ) autocorrelations evaluated

from M-mode PS-OCT imaging of (a) collagen I:Matrigel premixed with GNRs, and (b)
collagen I:Matrigel with topically added GNRs. A distinct rapidly decaying component
(red) due to the rotational diffusion of GNRs is observed in both cases (rotational
diffusion decay too fast to quantify). The slowly decaying component (blue) is due to
the combination of rotational and translation of GNRs within the gel pores.

distribution of freely diffusing GNRs in collagen I:Matrigel gels. Depending on the

nature of the experiment, researchers thus have the option to either premix the GNRs

in the tissue culture models before gelation, or topically add GNRs at a later time. For

instance, studies focusing on cellular uptake of GNRs to track cellular organization to

form complex structures (which are otherwise impenetrable to topically added GNRs)

might benefit from premixing the GNRs with collagen I:Matrigel during cell culture

preparation. On the other hand, experiments requiring minimal intervention during cell

proliferation and organization are better suited for topical delivery of GNRs into the

ECM only at a later time for imaging.

With successful delivery of GNRs in the tissue culture models, M-mode PS-OCT

imaging was performed to evaluate the diffusion coefficients of the GNRs. Previous

studies, particularly in the context of drug delivery, have highlighted the role of pores
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in the ECM for the delivery of nano-sized probes [105, 106]. The pore sizes have been

estimated to be ∼500 nm for 2 mg/ml collagen I and ∼100 nm for 20 mg/ml collagen

I gels [106]. In the ECM models explored in this thesis, pores larger than the size of

the GNRs are expected to allow diffusion in the ECM interstitial space. The GNRs

were indeed found to be freely diffusing in the solvent within the pores of the gels, as

evidenced by a rapidly decaying rotational component in the cross-polarized autocorre-

lation g
(1)
HV (τ) and a comparatively slowly decaying co-polarized autocorrelation g

(1)
HH(τ)

(figure 6.2). The presence of a distinct fast component in g
(1)
HV (τ) and a slow component

in g
(1)
HH(τ) is a reliable signature to gauge free diffusion vs aggregation of GNRs in the

sample as this distinct signature is absent in samples with aggregated GNRs. The fast

rotational diffusion (although unresolved due to insufficient sampling speed; sampled at

25 kHz) in the ECM models suggests that the GNRs are diffusing in the pores of the

matrix and probing the solvent within the pores. Isotropic autocorrelations g
(1)
ISO(τ) were

evaluated from PS-OCT imaging of the solvent and the ECM models (both premixed

and topical delivery of GNRs), as shown in figure 6.3. GNRs in the ECM models were

observed to have a longer τ1/e (0.50 ± 0.05 ms; for both topical delivery and premixing

of GNRs) compared to that in the solvent (0.24 ± 0.02 ms). Thus, although the GNRs

in the collagen I:Matrigel gels are primarily diffusing in the solvent within the pores,

their diffusion is intermittently hindered by the pore walls resulting in a slower diffusion

compared to the unhindered diffusion in solvent alone.

6.1.2 GNRs diffusion as a function of collagen I concentration

In this section, the role of collagen I concentration in the diffusion of GNRs is explored

by topically delivering GNRs in collagen I gels at three different concentrations (1 mg/ml,

2 mg/ml, and 3 mg/ml). In an absence of GNRs in the collagen I gels, the OCT signal

is predominantly limited to the co-polarized channel (HH ), and with the delivery of
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Figure 6.3: Isotropic autocorrelation g
(1)
ISO(τ) evaluated from M-mode PS-OCT imaging

of solvent and collagen I:Matrigel gels. g
(1)
ISO(τ) is observed to have a longer τ1/e (0.50

± 0.05 ms) compared to that in the solvent (0.24 ± 0.02 ms). g
(1)
ISO(τ) for the two

methods of GNRs delivery (premixing GNRs vs topically adding GNRs) are seen to be
in agreement.

GNRs in the collagen I gels, both the co- and cross- polarized OCT signals are evident

(figure 6.4). With an increase in collagen I concentration, the gels are observed to be

palpably stiffer. However, in the local vicinity of the GNRs at the nanoscale, an increase

in collagen concentration corresponds to a decrease in the pore size between the fibers

of the ECM, and also an increase in unassembled collagen in the interstitial space [106].

Figure 6.5(a) shows g
(1)
ISO(τ) in the collagen I gels, which depicts an increase in the τ1/eas

the concentration of collagen I increases (0.24 ± 0.02 ms in the solvent, 0.27 ± 0.02 ms

for 1 mg/ml collagen I, 0.35 ± 0.04 ms for 2 mg/ml collagen I, and 0.43 ± 0.08 ms for

3 mg/ml). The corresponding translational diffusion coefficients derived from g
(1)
ISO(τ)

shows that the diffusion of GNRs in the interstitial space of the collagen I gels is hindered

compared to that in the solvent alone, and the diffusion is observed to decrease as the

collagen I concentration increases (figure 6.5(b)). Note that the reported DT for the

ensemble of GNRs represent an “on average” estimate between the timescale of τ = 0
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Figure 6.4: B-mode PS-OCT images of collagen I gels before and after the delivery of
GNRs. Without the GNRs, the OCT signal is limited to the HH channel, and with the
delivery of GNRs in the gels, both HH and HV channels show comparable backscattering
signals.

and τ1/e, which assumes the viscous drag as the dominant force behind the diffusion of

GNRs and thus ignores any non-viscous contributions to the autocorrelations, if any,

during that duration.

The result in this section shows that M-mode PS-OCT imaging of GNRs in ECM is

sensitive to changes in the ECM concentration due to the corresponding changes in the

interstitial space between the matrix. This enables the possibility of monitoring changes

to the ECM in non-invasive, longitudinal studies using M-mode PS-OCT imaging of

GNRs as diffusion probes. Moreover, this method also has implications for drug delivery

using GNRs as functionalized drug-carriers, which can potentially be translated to in

vivo tissues.
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Figure 6.5: (a) Isotropic autocorrelations g
(1)
ISO(τ) in collagen I gels at different concen-

trations. τ1/e of g
(1)
ISO(τ) increases as collagen I concentration increases (0.27 ± 0.02 ms

for 1 mg/ml collagen I, 0.35 ± 0.04 ms for 2 mg/ml collagen I, and 0.43 ± 0.08 ms for
3 mg/ml). (b) Corresponding translational diffusion coefficients of GNRs show that the
diffusion in the collagen I gels are slower than that in the solvent alone, and additionally,
depict slower diffusion with an increase in collagen I concentration.

6.1.3 GNRs diffusion in fibroblast cultures

Fibroblasts are the principal cellular components of the connective tissues in mam-

mals and are responsible for the synthesis of ECM, maintenance of ECM homeostasis,

regulation of differentiation and homeostasis of adjacent epithelia, and wound healing

through collagen deposition [107]. During the process of tissue remodeling in vivo,

spindle-shaped fibroblasts reorganize the ECM by attaching and pulling on them [108].

In in vitro tissue cultures, fibroblasts similarly attach and exert tensile forces to the ECM

inducing matrix modification [109]. To understand the nano- and micro- scale modifi-

cations to the ECM brought about by fibroblasts, reduction mammoplasty fibroblasts

(RMFs) were seeded in collagen I:Matrigel ECM at two different concentrations (30,000

RMFs/ml, 90,000 RMFs/ml) and maintained for 2 weeks before imaging.

B-mode images of the tissue cultures acquired 24 hours after introduction of PEGy-

lated GNRs (size: 83 ± 7 nm, 22 ± 3 nm) into the cell culture medium (∼3.3 × 1011

GNRs/ml) are shown in figure 6.6. The presence of fibrillar networks of RMFs in the

gels are masked by highly scattering GNRs in the HH image. In the HV images of
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Figure 6.6: B-mode HH and HV images of collagen I:Matrigel with no cells (control),
30,000 RMFs/ml, and 90,000 RMFs/ml, imaged at 2 weeks after topical delivery of
GNRs. Organizations of RMFs in the gels are evident in the HV images as regions of
negative contrast (absence of GNRs).

the RMF cultures, regions of negative contrast (absence of GNRs) are observed which

are the organizations of RMFs in the gels. M-mode PS-OCT imaging of the control gel

and the RMF cultures was also performed, and the associated isotropic autocorrelations

g
(1)
ISO(τ) are shown in figure 6.7(a), which show a progressive increase in the τ1/e as the

RMFs seeded onto the ECM increases. DT in the control gel, RMF cultures, and the

solvent (culture media), were evaluated from g
(1)
ISO(τ), and are shown in figure 6.7(b).

As previously mentioned, the reported DT for the ensemble of GNRs represent an “on

average” estimate between the timescale of τ = 0 and τ1/e, which assumes the viscous

drag as the dominant force behind the diffusion of GNRs and thus ignores any non-

viscous contributions to the autocorrelations, if any, during that duration. Compared to

the solvent, the GNRs in both the control gel and the RMF cultures depict smaller DT

values owing to the hinderance from the ECM to their diffusion in the interstitial space.

Moreover, diffusion of GNRs is observed to decrease with the concentration of RMFs
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seeded into the ECM. This suggests that as RMFs proliferate in the ECM, the modified

ECM results in a more constricted interstitial space between the fibril networks, which

is unambiguously reflected upon the diffusion coefficients of GNRs measured by M-mode

PS-OCT imaging.

Figure 6.7: (a) Isotropic autocorrelations g
(1)
ISO(τ) in tissue cultures with RMFs. τ1/e

of g
(1)
ISO(τ) increases as the RMFs seeded into the ECM increases. (b) Corresponding

translational diffusion coefficients of GNRs show that the diffusion in the ECM cultures
are slower than that in the solvent alone, and additionally, depict slower diffusion with
an increase in RMF concentration.

Recent studies have identified fibroblasts as a key cellular component of tumors and

have also highlighted their potential role in cancer metastasis [110, 111]. Using the

diffusion of GNRs to investigate fibroblast-induced changes to the interstitial space and

the scaffold of the ECM can thus potentially aid in understanding the interplay between

fibroblasts and the ECM during tumorigenesis and cancer progression.

6.1.4 GNRs in mammary epithelial cell culture

Mammary epithelial cells (MECs) form a major constituent of the human mammary

gland microenvironment, and their intricate interaction with the ECM & fibroblasts is a

major area of breast cancer research [112, 113]. 3D culture of MECs has been recognized

as a reliable model to study morphogenesis of glandular epithelium in vitro [100, 104].

MCF10A (immortalized MEC, non-malignant) cultured on collagen I:Matrigel ECM
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Figure 6.8: PS-OCT B-mode images of MCF10A cells cultured in collagen I:Matrigel
ECM in presence of GNRs. An acinus formed by the MECs is weakly scattering in
the cross-polarized channel and is seen to be negatively contrasted in the HV image in
presence of GNRs in the surrounding ECM.

have been shown to faithfully recapitulate numerous in vivo features of the mammary

epithelium, including the formation of spheroids with hollow lumen (called acini), and

apicobasal polarity of acinar cells [99, 114]. In this section, we explore the addition of

GNRs to collagen I:Matrigel, containing MCF10A cells, after the formation of acinar

structures. An acinus formed by the MCF10A cells after a culture period of a week is

visible in the PS-OCT B-mode images (figure 6.8). Due to the presence of GNRs in the

ECM, the acinus is masked in the HH image, but the corresponding HV image shows

a lack of GNRs uptake in the acinus. Thus, the location of the acinus in the gel is

visible as a region of negative contrast in the HV image. The negative contrast in the

cross-polarized PS-OCT image shows the utility of GNRs in contrasting regions of no

uptake against a background of highly scattering GNRs.

The acinus and the surrounding ECM with GNRs diffusing in the gel pores constitute

a heterogeneous environment to study the diffusion of GNRs. M-mode PS-OCT images
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Figure 6.9: PS-OCT M-mode images of MCF10A cells cultured in collagen I:Matrigel
ECM in presence of GNRs, and the depth-resolved τ1/e. Axial linerate of 10 kHz and
an overall observation time of 1.2 s was used. Note that M-mode data up to 200 ms
is shown. The lower τ1/e cutoff (Nyquist) is 200 µs, whereas the upper τ1/e cutoff is
taken as 60 ms (at least 20 times smaller than the overall observation time). The τ1/e

of g
(1)
HV (τ) is at the Nyquist cutoff limit outside the acini, and the τ1/e of g

(1)
HH(τ) in the

acini is well below the upper τ1/e cutoff of 60 ms.

were acquired over the region containing the acinus (figure 6.9), which shows shorter

temporal intensity streaks in the ECM and a comparatively longer temporal intensity

streaks at the location of the acinus. The intensity fluctuations in the ECM is due to

the diffusion of GNRs, whereas that in the acinus is due to the endogenous scattering

fluctuations from the cells and the cellular activities in the acinus. To quantify the

diffusing GNRs and the endogenous scattering from the acinus, g
(1)
HH(τ) and g

(1)
HV (τ)

were computed and averaged over 3 pixels in z (4.65 µm) throughout the M-mode

images shown. The corresponding τ1/eof g
(1)
HH(τ) and g

(1)
HV (τ) plotted as a function of
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depth (figure 6.9) show a clear demarcation of the acinus and the surrounding ECM.

Additionally, the GNRs diffusing in the ECM pores show a distinct rapid g
(1)
HV (τ) and

a comparatively slower g
(1)
HH(τ) decay (i.e., τ1/e of g

(1)
HV (τ) < τ1/e of g

(1)
HH(τ)), whereas

inside the acini, both g
(1)
HH(τ) and g

(1)
HV (τ) are observed to have comparable decay rates.

The depth-resolved τ1/e also reveal a small region above the acinus where g
(1)
HH(τ)

has a longer decay rate compared to the surrounding ECM. The τ1/e of g
(1)
HV (τ) is also

observed to be smaller than the τ1/e of g
(1)
HH(τ) in this region, which is indicative of

scattering as a result of diffusing GNRs. This region thus corresponds to a region in the

ECM where the diffusing GNRs are under increased hinderance from the ECM scaffolds

and possibly also the MCF10A cells in the vicinity. PS-OCT M-mode imaging and the

depth-resolved autocorrelations are thus seen as excellent tools in probing GNRs diffu-

sion as well as speckle fluctuations resulting from other motile activities in a biological

environment.

6.2 GNRs in in vitro hBE mucus

Mucus is a viscoelastic gel comprised primarily of water (∼95% in healthy state) and

mucins (complex glycoproteins secreted by goblet cells of the airway epithelium), as well

as non-mucin proteins, cell debris, lipids, DNA, actin filaments and salts [115, 116]. Mu-

cus plays a critical role in protecting the respiratory epithelium from inhaled pathogens,

particulates, and toxic chemicals. The primary airway defense mechanism, called mu-

cociliary clearance, involves trapping of the inhaled particles by a mucus layer lining the

airways, and the continuous clearing of the trapped particles by ciliary beating [117].

Normal mucociliary clearance is hindered in respiratory diseases such as cystic fibrosis

(CF) and chronic obstructive pulmonary disease (COPD) which results in more viscous,

thicker-layered mucus due to reduced solvent content (in CF) and/or increased mucin

content (in COPD). Lack of normal mucociliary function, more viscous & thicker-layered
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mucus presents a favorable environment for bacterial growth and thus exacerbates air-

way infection [118], eventually resulting in bronchiectasis (anatomical changes to the

bronchial airway including thickening, herniation, dilation and increased tortuosness)

[119]. The anatomy of lung airways studied using OCT and corresponding histology

shows corrugated inner linings in the CF airways due to the deterioration of the pro-

tective epithelial layer, which is in sharp contrast to a smooth morphology observed in

normal airway (figure 6.10).

Figure 6.10: B-mode OCT images, and corresponding histological images of lung air-
ways. A. CF lung bronchiole showing corrugated inner walls (the airway lumen is
above); B. Corresponding histology of CF bronchiole using Hematoxylin and Eosin
(H&E) stains; C. Normal lung airway with a smoother appearance (the airway lumen
is above); D. Corresponding histology of the normal bronchiole using H&E stains. (Ex-
posure time of 100 µs used for B-mode imaging of CF bronchiole, and 190 µs used for
normal bronchiole [51].
L: Lumen, BL: Basal Lamina, E: Epithelium, LP: Lamina Propria, SM: Smooth Muscle,
G: Gland.

Mucociliary clearance is an essential host defense mechanism for the maintenance of
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normal function and health of lung airways. Besides trapping harmful and toxic par-

ticles, this clearance mechanism also efficiently traps and clears conventional particle-

based-drug/gene delivery vehicles by steric obstruction and/or adhesion, which can pose

a challenge in devising particles that can effectively deliver drugs and genes to the un-

derlying epithelium of the airway. Recent efforts in synthesizing mucus-penetrating

particles have identified low molecular weight PEG (2000 gm/mol) coatings as render-

ing the particles muco-inert [85, 120]. Additionally, although mucus is viscoelastic in

bulk, the diffusing particles at the sub-micron- and nano- scales encounter rheological

properties entirely different than that in bulk [121]. Thus, in this thesis, diffusion of

muco-inert PEGylated GNRs in in vitro hBE (human bronchial epithelial cells) mucus

is explored to shed light on nanoscale diffusion in mucus.

6.2.1 GNRs diffusion vs mucus concentration

Mucus studied in this thesis was derived from well-differentiated in vitro hBE cul-

tures maintained at an air-liquid interface (ALI) [117, 122]. Diffusion of GNRs in both

purified mucus (i.e., accumulated mucus periodically washed to remove cellular detritus)

as well as unperturbed mucus (i.e., maintained at the ALI for several weeks without

perturbations besides adding buffered saline) is discussed. Previous studies have corre-

lated increased mucus concentration beyond the normal range (∼2% solids) [117] with

the pathogenesis of airway diseases [123, 124]. The concentration of mucus (% solid)

studied in this thesis thus covers the physiological range from normal to diseased. Mucus

concentration in % solid is the the ratio of the total mass of solids (including the salt

content in the solvent) in mucus to the mass of mucus. To study diffusion of GNRs,

PEGylated GNRs (size: 83 ± 7 nm, 22 ± 3 nm) were diffused in the mucus samples and

M-mode PS-OCT was carried out at a sampling rate of 25 kHz using a sample power of

∼3 mW.
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Figure 6.11: g
(1)
ISO(τ) and DT in purified in vitro hBE mucus at various concentrations.

DT of GNRs decreases with mucus concentration (% solid).

g
(1)
ISO(τ) of GNRs and the corresponding DT of GNRs in purified in vitro hBE mucus

in the concentration range of 1.25% to 3.5% are shown in figure 6.11. As a reminder,

the reported DT for the ensemble of GNRs represent an “on average” estimate between

the timescale of τ = 0 and τ1/e, which assumes the viscous drag as the dominant force

behind the diffusion of GNRs and thus ignores any non-viscous contributions to the au-

tocorrelations, if any, during that duration. At all mucus concentrations, the rotational

diffusion of GNRs was too fast to resolve at the sampling rate of 25 kHz, whereas the

translational diffusion of GNRs is observed to decrease monotonically with an increase in

mucus concentration over the measured concentration range. Compared to the diffusion

of GNRs in the solvent (phospate buffered saline, DT of 9.5 ± 0.2 µm2/s), the measured

diffusion rate of GNRs is only slowed less than 3-fold, which suggests that although

mucus is a viscoelastic gel in bulk, at the lengthscale of the GNRs, it behaves more

like a viscous fluid with the mucus macromolecules presenting intermittent hindrance to

the diffusing nanoparticles. This suggests that GNRs with a non-adherent PEG surface

coating are able to rapidly and efficiently percolate through the mucus barrier due to

their small size. This is consistent with findings that mucus is a selectively permeable

barrier whose trapping & clearance mechanism also depends on the size of the penetrat-

ing particle [125]. Rapidly mucus-penetrating particles such as the GNRs are relatively
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less susceptible to rapid mucociliary clearance and thus can potentially achieve improved

airway distribution and longer retention in vivo. GNRs thus hold tremendous poten-

tial in nanoparticle-based drug delivery applications where rapid navigation through the

mucus barrier is necessary.

Figure 6.12: g
(1)
ISO(τ) and DT in unperturbed in vitro mucus at various concentrations.

DT of GNRs scales inversely with mucus in the 1.25% - 2.5% concentration range (inverse
region), whereas beyond 2.75% mucus concentration, DT of GNRs reaches a plateau
(plateau region). Note that the measured DT values are well above the minimum mea-
surable DT of 0.035 µm2/s (based on figure 5.7).

g
(1)
ISO(τ) and the corresponding DT of GNRs were also evaluated for unperturbed

mucus in the 1.25% to 4.75% concentration range (figure 6.12). Between the mucus

concentrations of 1.25% and 2.50%, DT of GNRs is observed to scale inversely with

mucus concentration (Inverse region, figure 6.12). However, above a mucus concentration

of 2.75%, DT of the GNRs is observed to reach a plateau and no longer scales inversely

with the mucus concentration (Plateau region, figure 6.12). In the inverse region, GNRs

still suffer intermittent hindrance from the polymers in the mucus as the measured DT

are smaller than that in the solvent (9.5 ± 0.2 µm2/s). The plateau region depicts

diffusion slower than that in the solvent by ∼7-fold only, so it can be inferred that the

GNRs in this region are still probing the solvent in the mucus with increased hindrance
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from the polymers and cellular debris in the mucus. However, the plateauing of DT

above 2.75% mucus concentration suggests the presence of mucus mesh comparable to

the lengthscale of the GNRs at these concentrations. This important result sheds light

on nanoscale diffusion in mucus as a function of mucus concentration, and also hints

that the mucin content in purified vs unperturbed mucus might be different since no

plateauing of measured DT was observed with purified mucus (figure 6.11).

6.2.2 GNRs in in vitro mucus over ALI culture

Figure 6.13: B-mode PS-OCT images of in vitro mucus (2.5% solids) and hBE ALI
culture. Mucus shows negligible scattering in both HH and HV channels. The ALI
culture is visible in both polarization channels, and a thin mucus layer is also discernible
from the scattering at the top surface.

The ability to measure particle diffusion in mucus that is being cleared by underlying

ciliary motion affords researchers an opportunity to probe mucus in their native state

as opposed to the stationary state. To that effort, diffusion of GNRs was estimated for

a mucus sample (2.5% solids) over an ALI culture. First, flow in the ALI cultures were

confirmed by the directed transport of cellular debris under a microscope, and was esti-

mated to be ∼20 µm/s from temporal B-mode scans using 490 nm diameter polystyrene

beads as fiducial markers added to mucus. B-mode PS-OCT images of mucus without
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GNRs shows negligible contrast in both co- and cross- polarized channels, whereas the

layer of hBE cells in the ALI culture is visible in both polarization channels (figure

6.13). After the addition of GNRs to the mucus (2.5% solids), strong backscattering

is observed in both polarization channels (figure 6.14). DT of GNRs in the stationary

state of mucus (2.5% solids) outside the ALI culture was measured (5.55 ± 0.09 µm2/s),

upon which this GNRs-loaded mucus sample was topically added to the ALI culture.

Typically, the underlying ciliary motion begins transporting the mucus within a few

minutes of loading, and thus DT of GNRs in mucus (2.5% solids) over the ALI culture

was measured after allowing a few minutes for mucus transport. DT of GNRs in mucus

over the ALI culture (5.6 ± 0.1 µm2/s) was observed to match the earlier stationary

state measurement (5.55 ± 0.09 µm2/s). Mucus flow was thus observed to not affect

the diffusion of GNRs measured over the transporting ALI culture which can be ex-

plained by these two factors: (i) the PS-OCT M-mode imaging was performed over an

observation time of 480 ms, and the mucus flow in the ALI culture in that duration

corresponds to a displacement of ∼10 µm in the transverse direction, which is smaller

than the transverse resolution of the system (∼12 µm), and (ii) the flow of the mucus

was predominantly in the transverse direction and negligible in the axial direction. Also,

τ1/e of g
(1)
ISO(τ) was measured to be 0.406 ± 0.009 ms, and within this time the MSD

of GNRs is estimated to be ∼2270 nm2. Interestingly, no change in measured DT was

observed as a function of distance from the periciliary layer (PCL), suggesting that the

diffusion of GNRs within the timescale of the measurement was insensitive to the ciliary

activity near the PCL. Thus, it can be inferred that the GNRs at all depths were probing

the solvent in the mucus pores with intermittent hinderance from the macromolecules

in the mucus and with insignificant perturbation from the ciliary activity within the

timescale of the measurement.

The presence of GNRs in the mucus over the ALI culture was also seen to distinctly
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Figure 6.14: B-mode PS-OCT images of in vitro mucus (2.5% solids) and hBE ALI
culture in presence of GNRs. Strong polarized scattering from GNRs in the mucus is
visible in both HH and HV channels. A thin region above the cells in the ALI culture
is also negatively contrasted in the HV polarization channel, which corresponds to the
PCL layer. The height of the PCL layer is estimated to be ∼10-15 µm.

show a thin region of negative contrast above the hBE cells in the cross-polarized image

(figure 6.14). This region corresponds to the known position of the PCL and its height

is estimated from the B-mode PS-OCT image to be ∼10-15 µm, which is slightly larger

than previously reported estimates [120]. The lack of cross-polarized scattering in the

PCL suggests that the GNRs are excluded from this region despite their small size

and elongated shape. The airway surface morphology has long been thought of as a

mucus layer sitting atop a watery periciliary layer based on the gel-on-liquid model

[126, 127]. However, recent evidence suggests that the PCL consists of a dense brush

of macromolecules tethered to the cilia and the epithelium (gel-on-brush model) [117],

which may explain the observed exclusion of GNRs from the PCL layer despite having

a smaller size compared to the reported interciliary space of ∼200 nm [117].

M-mode PS-OCT images of mucus with GNRs over the ALI culture were also ac-

quired (figure 6.15), which qualitatively shows shorter temporal intensity streaks in the

mucus due to the diffusing GNRs, and a comparatively longer temporal intensity streaks
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Figure 6.15: PS-OCT M-mode images of mucus with GNRs over an ALI culture, and the
depth-resolved τ1/e. Axial linerate of 25 kHz and an overall observation time of 480 ms
was used. Note that M-mode data up to 80 ms is shown. The lower τ1/e cutoff (Nyquist)
is 80 µs, whereas the upper τ1/e cutoff is taken as 24 ms (at least 20 times smaller than

the overall observation time). The τ1/e of g
(1)
HV (τ) is at below the Nyquist cutoff limit in

the mucus, and the τ1/e of g
(1)
HH(τ) in the PCL, cell layers, and the membrane is below

the upper τ1/e cutoff of 12 ms.

underneath the mucus layer, which results from endogenous scattering from the ciliary

activity in the PCL, the hBE cells and the membrane. To quantify the diffusion of GNRs

and the endogenous scattering, g
(1)
HH(τ) and g

(1)
HV (τ) were computed and averaged over 3

pixels in z (4.65 µm) throughout the M-mode images shown. The corresponding τ1/eof

g
(1)
HH(τ) and g

(1)
HV (τ) plotted as a function of depth (figure 6.15) show a clear demarca-

tion of the GNRs diffusing in the mucus and the GNRs-excluded region underneath the

mucus. The GNRs diffusing in the mucus show a distinct, rapid g
(1)
HV (τ) decay and a

comparatively slower g
(1)
HH(τ) decay, whereas in the GNRs-excluded region, both g

(1)
HH(τ)

and g
(1)
HV (τ) are observed to have similar decay rates. These results show the utility of
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PS-OCT M-mode imaging and depth-resolving of autocorrelations for simultaneously

probing the diffusion of GNRs and speckle fluctuations resulting from motile activities.

The study of GNRs diffusion presented in this section has implications in understand-

ing the semi-permeable nature of mucus in trapping or allowing passage of exogenous

agents (viruses, drug delivery probes). Although no comparison between the diffusion

of nano-probes based on the shape has been presented in this thesis, it can be argued

that GNRs, due to their shape anisotropy, might stand a better chance of percolating

through the mucus mesh than a spherical shaped probe with the same hydrodynamic

diameter. Current efforts in synthesizing mucus-penetrating particles have focused on

surface chemistry and the size of the probes, but the shape of the probes might also

play a vital role in efficient permeation through the mucus mesh. Additionally, PS-OCT

imaging of GNRs in mucus over a transporting ALI culture elucidates the defense mech-

anism of PCL against nanoscale particles, and the observed exclusion of GNRs in the

PCL lends credence to the recently proposed gel-on-brush model of airway surface.

6.3 OCT Imaging: 3D epithelial-fibroblast cultures

This section presents an imaging study of breast cancer 3D cultures using the custom-

designed OCT system. The text of this section has been reprinted from the author’s

manuscript, “R. K. Chhetri, Z. F. Phillips, M. A. Troester, A. L. Oldenburg, Longitu-

dinal Study of Mammary Epithelial and Fibroblast Co-Cultures Using Optical Coher-

ence Tomography Reveals Morphological Hallmarks of Pre- Malignancy, PloS one 7:1-7,

2012.” Copyright c○(2012) Chhetri et al., an open-access article distributed under the

terms of the Creative Commons Attribution License. See appendix B for full text.
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6.3.1 Introduction

The human mammary gland consists of a series of branching ducts, with each branch

terminating as a hollow and spherical acinus. Each acinus is predominantly comprised

of luminal epithelial cells surrounded by basal/myoepithelial cells, but is supported and

regulated by an intricate network of other cell types. Chemical and physical interactions

between epithelia and surrounding stroma are essential for the organ’s development and

physiological functions. This intricate network of cells is a complex microenvironment

[128] that maintains normal tissue architecture (homeostasis) and suppresses malignant

phenotypes in healthy individuals [129], but becomes permissive or even promotes cancer

during progression [98]. Thus, interactions between mammary epithelial cells (MEC)

and stromal fibroblasts are regulators of tumorigenesis [98, 113], with stroma playing

a vital role in the proliferation and organization of MEC, production of extracellular

matrix (ECM), and regulation of cellular adhesion and migration [98].

Fibroblasts are strongly associated with mammary epithelium, and in the vicinity of

tumors, become a major cell type of the stroma [107]. These cancer-associated fibrob-

lasts appear to promote tumor growth and facilitate the progression of breast cancer

[110]. Conversely, normal fibroblasts may inhibit progression of cancer [130]. Our previ-

ous studies have illustrated that fibroblasts have distinct interactions with breast cancer

subtype [131], with aggressive basal-like breast cancer cells [132] interacting with fibrob-

lasts to produce a wide range of growth factors and cytokines that may in turn promote

migration and/or proliferation of the cancer cells. However, the evolution of these in-

teractions during breast cancer progression has not yet been well characterized. By

comparing normal and pre-malignant MEC co-cultured with RMF in 3D, and by mod-

ulating the ratios of the two cell types, we aimed to elucidate how stromal-epithelial

interactions modulate morphological changes in acini.

Our previous studies on interactions between breast cancer cells and fibroblasts have
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relied on 2D cultures [131], but 3D co-culture models offer an interface between these

studies and in vivo studies given their ability to recapitulate several aspects of tissue

behavior [104, 99, 100]. Novel tools that image the 3D breast microenvironment can

elucidate micron-scale morphological changes during the dynamic chemical and physical

signaling processes between mammary cell types. To date, a majority of the studies of

stromal-epithelial co-cultures have utilized imaging techniques that require sample fix-

ation and often sectioning [133], which can perturb the native architecture and present

challenges for longitudinal studies. To address these limitations, optical coherence to-

mography (OCT), which can assess cellular dynamics in 3D tissue models [134], was

employed to non-invasively capture the 3D architecture of breast tissue models.

OCT represents an emerging medical and biological optical imaging modality [36,

135, 136, 31], that performs cross-sectional imaging of internal microstructures in tissues

by measuring the magnitude and echo time delay of backscattered, near-infrared light.

OCT provides micron-scale resolution for cellular imaging, and rejects multiply scattered

light, unlike confocal microscopy, which enables imaging up to 2-3 millimeters in depth.

This depth is ideal for assessing subsurface structures such as 3D tissue cultures [134].

Simultaneously, the non-invasive nature of OCT enables longitudinal studies in the

same samples, avoiding the need to excise and process tissue specimens [137]. Recent

studies have demonstrated the feasibility of OCT to provide image-guidance by scanning

tumor margins during breast-sparing surgery [37, 38], and to identify invasive breast

carcinomas in biopsy tissue [138]. OCT imaging has also been employed on unstained,

ex vivo breast cancer tissues to identify morphological features, similar to histology

[139, 140]. Additionally, computational methods to perform pattern analysis of OCT

biopsies have been implemented to identify invasive breast carcinomas [141, 142]. Thus,

OCT has translational potential with applications in basic studies and in vivo clinical

imaging. As such, OCT imaging offers a unique platform for evaluating the architecture
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of MEC grown in 3D co-cultures.

The aim of this study was to define morphological hallmarks of stromal-epithelial

interactions using OCT to assess 3D in vitro cultures comprised of basal-like mammary

epithelial cell lines (normal MCF10A, and pre-malignant MCF10DCIS.com) [143] and

hTERT-immortalized fibroblasts from reduction mammoplasty (RMF). As shown below,

we found distinct morphological features between acini formed by normal MCF10A cells

and pre-malignant MCF10DCIS.com cells as a function of fibroblast concentration.

6.3.2 Method

Cell lines:

MCF10A and MCF10DCIS.com cells were obtained from the Barbara Ann Kara-

manos Cancer Institute (Detroit, MI). MCF10A cells are spontaneously immortalized

MEC derived from the human breast tissue of a 36-year-old patient [144], and ex-

hibit numerous features of normal breast epithelium including lack of tumorigenicity

and dependence on growth factors and hormones for proliferation and survival [144].

Importantly, MCF10A cells in 3D cultures form stable acinar structures recapitulat-

ing the behavior of glandular epithelium seen in vivo [112]. MCF10DCIS.com cells

are cloned from xenograft lesions of MCF10A and form DCIS-like lesions [145]. Im-

portantly, MCF10DCIS.com cells have the same genetic background as the MCF10A,

and are primed for invasive transition under key microenvironmental conditions, re-

quiring no additional genomic changes to become invasive [145]. The MCF10A and

MCF10DCIS.com cells were co-cultured with hTERT-immortalized fibroblasts from re-

duction mammoplasty (RMF), a gift from Charlotte Kuperwasser at Tufts University

[146]. All cells used in this experiment were maintained prior to use in 2D cultures in

Dulbecco’s Modified Eagle Medium/Nutrient Mixture F-12 (DMEM/F12) containing

5% horse serum, 20 ng/mL Epidermal Growth Factor (EGF), 0.5 µg/mL hydrocorti-
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sone, 100 ng/mL cholera toxin, 10 µg/µL insulin, and 1% penicillin-streptomycin, and

kept in a humidified incubator at 37◦C and 5% CO2 [99].

3D Culture Preparation:

The 3D extracellular scaffold used in this study consisted of biologically derived

collagen I and Matrigel® (BD Biosciences). Compared to collagen I gels, Matrigel-

collagen I gels were found to be structurally more stable and thus less prone to loss over

the duration of the study due to several cycles of media replenishments, as has been

previously noted [114]. For 3D cell culture, a Matrigel-collagen I mixture was prepared

on ice using a 1:1 volume ratio, with collagen I at a concentration of 1 mg/mL, according

to procedures described by Johnson et al. [101]. Once the MEC and RMF were nearly

100% confluent in 2D, they were seeded at varying concentrations into the Matrigel-

collagen I gel for growth in 3D, as follows: A total of 27 3D cultures were prepared,

which included 9 co-cultures of normal MEC and RMF, 9 co-cultures of pre-malignant

MEC and RMF, and 3 monocultures each of normal MEC, pre-malignant MEC, and

RMF. Briefly, the following protocol was used for all co-cultures. 85 µL of Matrigel-

collagen I was used to coat the bottom of 10 mm diameter tissue culture microwells,

and was allowed to solidify for 30 minutes at 37◦C. Then, 180 µL of Martrigel-collagen I

gel was mixed with MEC and RMF according to procedures described in [131] to obtain

the desired final seed concentrations. The seed concentrations of MEC and RMF in

the Martigel-collagen I gels were varied as 30,000 cells/cm3, 90,000 cells/cm3, 270,000

cells/cm3 and control, and were plated and allowed to solidify for 30 minutes at 37◦C.

After gelation, 250 µL of growth media (same as in 2D cultures above) was applied

to the surface of each 3D culture. Cultures were maintained under optimum growth

conditions (humidified, 37◦C with 5% CO2) for 2-4 weeks, during which the medium

was changed every 2-3 days.
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Although the co-cultures were maintained for 4 weeks (Figure 6.22, Table 6.1), prolif-

eration of the cells in the co-cultures was no longer in the log-phase of growth after week

2, as evidenced by a plateau in the number of MEC per acinus (Figure 6.23). Similarly,

co-cultures with higher seeded cell concentration (MEC concentration > 90,000/cm3)

also remained in log-phase for only a short time (Figure 6.23). We selected only mono-

cultures and co-cultures that were still in log-phase to avoid artifacts in morphology

caused by resource scarcity or cellular crowding.

OCT Imaging:

Imaging of the 3D cultures was performed using a custom, ultrahigh-resolution,

spectral-domain optical coherence tomography (SD-OCT) system as described in detail

previously [147]. The OCT system employed a low-coherence light source consisting of

a Ti:Sapphire laser (Griffin, KMLabs, Inc.) with a central wavelength of 800 nm and

a bandwidth of 125 nm. A detailed description of the OCT system and the system

diagram is provided in the supplementary (subsection 6.3.5, figure 6.19). The axial

(depth, z) resolution of the imaging system owing to the wavelength and the bandwidth

of the light source is 3 µm in air. In the sample arm, 3D cultures were illuminated

by a 10 mW beam focused by a 30 mm focal length achromatic lens, which provides

a resolution of 12 µm (air) in the transverse (x and y) directions. Transverse raster-

scanning over the sample was achieved using galvanometer-controlled mirrors. OCT

imaging was performed on each of the live 3D cultures weekly for 4 weeks. OCT image-

stacks were acquired over 3×1.5×1.5 mm (in gel) into 1000×101×1024 pixels (x, y, and

z dimensions respectively) with an acquisition time of 40 ms per x − z image. The

OCT image-stacks were resampled into an isotropic pixel resolution of 1.55 µm after

correcting for the refractive index of the aqueous gels, and are logarithmically scaled

and displayed in a hot color map using MATLAB® (2011a, MathWorks).
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Image Analysis:

2D analysis of OCT images was performed to determine the maximum acinar and

lumen areas. From the color-mapped OCT images, cell clusters resembling acini were

selected as shown in figure 6.16A. The OCT image containing the central position of each

acinus was determined by sifting through the OCT image-stack to find the image with

the largest acinus size. The overall acinus area (cells plus lumen) and lumen area were

segmented within these central OCT images using ImageJ, as shown in figure 6.16B. The

results were tabulated for each culture, from which the mean acini area, mean lumen

area, and their associated standard errors were evaluated.

As depicted in figure 6.16C and figure 6.16D, iso-surface rendering of the OCT image

stacks enables visualization of the entire 3D acinar structure. In order to quantify the

3D morphology of the acini, we computed the asphericity, that is, the deviation in acini

shape from that of a perfect sphere. We defined asphericity as the ratio between the

volume of a perfect sphere having the same surface area as that of the acinus, Sacini,

and the measured volume of each acinus, Vacini, according to [148]:

Asphericity =
(Sacini)

3/2

3× (4π)1/2 × Vacini
(6.1)

where Sacini is in pixels2, and Vacini is in pixels3. Asphericity is equal to 1 for a perfect

sphere and increases for irregularly shaped objects. Thus, asphericity provides a size-

independent measurement of how aspherical a 3D structure is, which aids in quantifying

surface irregularities across renderings of various sizes.

To compute Vacini, OCT images were first median filtered, and a 3D mask of each

acinus was obtained by thresholding the OCT image stack. Then, the ‘bwboundries’

command in MATLAB was applied to each 2D image in the stack to find the boundaries

of thresholded objects and to “fill in” any child objects, such as the lumen. Subsequently,
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stray objects that did not have any voxel overlap with the acini were removed from the

3D mask, to obtain just the acini. The volume, Vacini, was then computed by counting

the voxels comprising the mask. Using simulated data with known geometries, it was

verified that this method accurately estimated the volume of the 3D rendered object.

To compute Sacini, the voxels comprising the boundary of the 3D mask were counted.

Due to digitization noise, a pixelation correction factor of 1.5 was needed to obtain the

correct value of surface area, which corrects for pixel connectivity. This was determined

in MATLAB by comparing the measured surface area to the actual surface area of

spheres and ellipsoids. Above a radius of 15 pixels and for values of asphericity from

1-8, the pixelation correction factor converged to 1.5; all acini analyzed in this study

had radii and asphericities within these valid ranges.

6.3.3 Results

OCT offers excellent visualization of cellular acini, as shown with representative OCT

x−z images of the cell cultures in 3D matrices at 1 week (Figure 6.16A). Representative

images in all 3D cultures at weeks 1 and 2 can be seen in supplementary (Figures 6.20

and 6.21). At week 1, the MEC organize into spherical clusters (acini) with some clusters

showing signs of a lumen at the center (Figure 6.16B, representative example). At week

2, the acini are observed to have grown in size, displaying larger and more distinct central

lumens. The control gel with no cells shows a homogeneous Matrigel:collagen I structure,

which was stable throughout the duration of the study. As expected, no spherical clusters

were observed in RMF monocultures. Instead, RMF monocultures revealed a fibrous

optical scattering pattern characteristic of fibroblasts. As the RMF concentration was

increased, a higher density of fibrous structures was observed, corresponding to added

rigidity of the matrix.

OCT images of co-cultures reveal a complex pattern of growth and interaction be-
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Figure 6.16: 3D-OCT image acquisition of the co-cultures, and analysis of the
shape and size of acini. A. 3D-OCT image acquistion: the surface of the gel is
aligned near the top of each image, and the depth-resolved light scattering from cells
beneath the gel surface is apparent at depths up to ∼1 mm; segmentation of acini to
characterize the overall size and the lumen is also shown. B. Temporal changes in acini
and lumen sizes analyzed from 3D-OCT images of the co-cultures. C. An example
isosurface rendering of an acinus from a 3D-OCT image-stack; slicing of the rendered
volume clearly shows the lumen. D. An example 3D rendering of an aspherical acinus.

tween RMF and the MEC, similar to in vivo mammary architecture. Importantly, unlike

other techniques that involve slicing, fixing and staining of the gels, these images depict

the unperturbed states of the live MEC and RMF in vitro. Thus the images were used

to measure lumen size, acini size (Figure 6.16B) and to estimate the shape, characteriz-

ing cells on a continuum between spherical (e.g. in figure 6.16C) and aspherical (e.g. in

figure 6.16D).

During the first two weeks of the study, both acini and lumen sizes increased (Fig-

ure 6.17). In normal MEC, the stromal:epithelial ratio did not impact acini and lumen

sizes; co-cultures were seeded with 30,000 MCF10A/cm3, and as the seed concentra-

tion of RMF was increased from 30,000 RMF/cm3 to 90,000 RMF/cm3, no significant
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Figure 6.17: Acini and lumen size. Comparison of MCF10A:RMF co-cultures with
MCF10DCIS.com:RMF co-cultures shows significantly larger acini and lumen sizes (Stu-
dent’s t-test, p-value < 0.005) at week 2. In MCF10DCIS.com:RMF co-cultures, acini
and lumen size are also observed to be highly modulated by the ratio of fibroblasts.

difference was seen in acini sizes (Student’s t-test, p-value = 0.43) or lumen sizes (Stu-

dent’s t-test, p-value = 0.71) at week 2. However, the size of pre-malignant MEC

acini varied in association with stromal content. In co-cultures seeded with 30,000

MCF10DCIS.com/cm3, as the seed concentration of RMF was increased from 30,000

RMF/cm3 to 90,000 RMF/cm3, statistically significant differences were seen in acini

size (Student’s t-test, p-value < 0.05) and lumen size (Student’s t-test, p-value < 0.05)

at week 2. In addition, comparing MCF10A to MCF10DCIS.com acini at week 2,

MCF10DCIS.com:RMF co-cultures showed significantly larger acini and lumen sizes

across the same seed concentrations (Student’s t-test, p-value < 0.005). The stimulatory
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effect of increased fibroblast concentration on pre-malignant MCF10DCIS.com suggests

unique molecular and/or mechanical interactions that stimulate abnormal growth that

are not observed in the MCF10A cells.

Figure 6.18: Asphericity of acini. The minimum asphericity value of 1 indicates a
perfect sphere, while less spherical acini have higher asphericity values. Acini comprised
of MCF10DCIS.com cells are seen to become increasingly aspherical in the presence of
fibroblasts.

In addition to changes in acini and lumen sizes, MCF10DCIS.com cells also re-

sponded to co-culture with increasingly aspherical structures. Since asphericity is a

size-independent metric, as expected, no significant correlation was found between as-

phericity and acini or lumen sizes in both MCF10A and MCF10DCIS.com cultures.

Figure 6.18 shows the asphericity of the rendered acini in monocultures of MCF10A,

MCF10DCIS.com, and co-cultures of these cells with increasing concentrations of RMF

(30,000 RMF/cm3 to 90,000 RMF/cm3). Again, in normal cells at week 2, fibroblasts did

not affect asphericity; monoculture seeded with 30,000 MCF10A/cm3 and co-cultures

seeded with 30,000 MCF10A/cm3 had similar asphericity values. In contrast, at week 2,

the MCF10DCIS.com:RMF co-cultures seeded with 30,000 MCF10DCIS.com/cm3 had

significantly increased asphericity relative to monocultures (Student’s t-test, p-value

< 0.005). Thus, acini formed by pre-malignant MCF10DCIS.com cells in the presence

of RMF undergo a higher degree of shape difference than do acini formed by normal
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MCF10A cells. The observed higher asphericity values in MCF10DCIS.com acini com-

pared to MCF10A acini in presence of RMF highlights the role of fibroblasts in varying

the morphology of the acini.

In summary, these observations show that fibroblasts differentially modulate the

shape and size of acini comprised of pre-malignant and normal MEC.

6.3.4 Discussion

The application of OCT to 3D co-cultures of MEC and RMF provided excellent

visualization of acinar development over time and recapitulation of in vivo morphologies.

Acini formed by MCF10A cells in 3D co-cultures were found to be comparable in size to

freshly explanted acini previously reported [112]. Observations of increased acini size,

lumen size, and asphericity in pre-malignant MCF10DCIS.com co-cultures compared to

normal MCF10A co-cultures, and the distinct influence of fibroblast concentration on

these phenotypes, suggest that changes over time in stromal-epithelial interactions in 3D

co-culture models can be detected using OCT. Interestingly, while acini morphogenesis

in DCIS in vivo is typically envisioned as progressive invasion into the lumen by the

proliferating carcinoma cells [107], our non-invasive study of live 3D co-cultures revealed

no such invasion of MCF10DCIS.com into the luminal spaces. However, the formation of

luminal space was expected based on in vivo studies, as the MCF10DCIS.com cells are

comedo-type DCIS [149]. This reinforces the advantage of using OCT to non-invasively

and longitudinally probe the same live co-cultures; traditional techniques require slicing,

fixing and staining of repeat co-cultures at each time point, which can perturb the

natural state and architecture of the organoids. A previous 3D tissue study in MEC

monocultures has identified four distinct breast cell line colony morphologies: round,

mass, grape-like and stellate [100]. In that study, MCF10A acini are identified as round.

A comparatively gentle treatment of the 3D cultures may account for the ability of this
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system to detect morphology reflective of the unique in vivo characteristics of comedo-

type DCIS. The ability to regularly probe the same samples longitudinally also avoids

problems associated with sample-to-sample variability. In addition, OCT enabled rapid

collection of volumetric data with a scan time of 90 seconds per culture, which, at the

time of the study, was limited by software and has recently been sped to 4 seconds per

culture.

Previous research has highlighted differences between mechanical stromal-epithelial

interactions (MEC and fibroblasts in physical contact), and chemical stromal-epithelial

interactions (MEC and fibroblasts separated by a barrier allowing passage of soluble

signals) [131]. Our results further indicated a difference in stromal-epithelial interactions

between fibroblasts and normal or pre-malignant MEC, as evidenced by pronounced

differences in morphological features. A number of previous studies have demonstrated

that co-cultures with DCIS cells can provide interesting insights regarding signaling

and phenotypes of malignant progression [150]. Indeed, our co-cultures mirrored many

of the phenotypes previously observed in mammary epithelial monocultures [99, 151],

while also providing fibroblast-dependent morphological change over time in the same

samples. The ability to study phenotypes over time offers the opportunity to study the

molecular switches that may regulate or be regulated by the mechanical changes in 3D

co-cultures. Only studies of perturbations induced over time will be able to distinguish

cause and effect for key molecular effectors such as HGF (hepatocyte growth factor)-

signaling [150]. In such studies, the variation of matrix stiffness can be achieved by

varying the collagen I concentration in the Matrigel:collagen I mixture [101, 152]. Our

current study in a well-characterized, progressive 3D co-culture series, establishes OCT

as a convenient platform for such future studies.

Future studies would also benefit from merging longitudinal evaluation of morphol-

ogy with studies of RNA and protein expression from whole genome microarrays per-
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formed using a bioinformatics approach [131]. Previous work by Kenny et al. correlated

four distinct morphologies of MEC colonies (round, mass, grape-like, and stellate) with

gene expression [100], although no data is yet available to show time- or co-cultured

fibroblast-dependent morphological changes. Morphological characteristics are likely

parallel to molecular phenotypic changes, and an imaging-based biomarker of shifts in

molecular phenotype could allow advances in our understanding of the physical and

mechanical regulation of molecular signaling. For example, previous xenograft studies

have shown that MCF10DCIS.com cells are more invasive than MCF10A cells, and are

enriched for expression of lymphangiogenesis markers [153]. These xenografts highlight

that the breast cancer microenvironment is comprised of many cell types, and while

the fibroblast is a highly abundant stromal cell type, there are many other possible

contributors and mediators of the complex paracrine communication in breast tissue.

However, the simplified 3D model of MEC and fibroblasts mirrors xenografts in its abil-

ity to track acini growth and asphericity, and therefore may be an in vitro approach to

studying invasive potential.

We also note that the association between premalignant cells and high asphericity

observed in this study may be related to previous studies establishing a connection be-

tween tissue structural complexity (in a mathematical sense, such as fractal dimension)

and various cancers [154, 155, 156]. While asphericity is not a measure of complexity

per se, acini with a high fractal dimension would be expected to have a high asphericity.

Tying the efforts reported here in engineered tissues with OCT imaging and morpholog-

ical analysis of real breast cancer tissues [38, 138, 141, 142] may lead to new mechanistic

insight, and may also translate to clinical OCT imaging efforts, such as those in surgical

guidance during breast cancer surgery [37].
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6.3.5 Supplementary

OCT System Hardware:

Figure 6.19: Schematic diagram of the OCT system. The ultrahigh resolution
SD-OCT system is comprised of a Ti:Sapphire laser, a Michelson interferometer, and a
high speed spectrometer (details in text). FS: fiber to free-space coupler, SF: free-space
to fiber coupler.

Imaging of the 3D cultures was performed using a custom, ultrahigh-resolution,

spectral-domain optical coherence tomography (SD-OCT) system which employed a

low-coherence light source consisting of a Ti:Sapphire laser (Griffin, KMLabs, Inc.)

with a central wavelength of 800nm and a bandwidth of 125 nm. The axial (depth,

z) resolution of the imaging system owing to the wavelength and the bandwidth of the

light source is 3 µm in air. Single-mode fibers were employed to simplify alignment

between the components of the OCT system (laser, interferometer, and spectrometer).

The light source was directed into a free-space Michelson interferometer comprised of

a stationary reference arm and a sample (imaging) arm. In the sample arm, 3D cul-
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tures were illuminated by a 10 mW beam focused by a 30 mm focal length achromatic

lens, which provided a resolution of 12 µm (air) in the transverse (x and y) directions.

Transverse raster-scanning over the sample was achieved using galvanometer-controlled

mirrors. The backscattered light from the sample was collected by the same illumi-

nating lens and interfered with the reference beam at the output of the interferometer.

The interfered beam was directed into a custom-bulit spectrometer, which consists of a

diffraction grating (600 lines/mm), imaging lens (focal length 200 mm), and a 25 kHz

CCD linescan camera (Piranha, Dalsa Inc.). The spectral interferograms recorded by

the camera are related to the depth-dependent backscattering potential of the sample

via Fourier transformation, as understood for SD-OCT systems [44]. Data processing of

the spectral interferogram was performed according to our previously published methods

[147] to produce an OCT image with an imaging depth of 2 mm in air.

OCT Imaging results:

Representative OCT images of monocultures and co-cultures at each culture condi-

tion are shown in figure 6.20 and figure 6.21 at weeks 2 and 4, respectively. Gels that

had higher seed concentrations of MEC and/or RMF were observed to have higher acini

counts (Table 6.1) but smaller overall acini sizes (Figure 6.22). This suggests that the

acini growth is stunted by higher seed concentrations due to resource scarcity or cellular

crowding. To estimate the number of MEC per acinus, the total volume occupied by

cells was approximated from the measured acini and lumen areas, Aacini and Alumen,

and compared to the volume of each MEC, Vcell, leading to the following relation:

Number of MEC per acinus = 0.74×


(

4
3
√
π

)
×
(
A

3/2
acini − A

3/2
lumen

)
Vcell

 (6.2)
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Figure 6.20: Representative OCT x− z images of 3D human mammary tissue
cultures at week 2. As indicated, the seed concentration of MEC is increasing from
top to bottom, and the seed concentration of RMF is increasing from left to right.

where 0.74 is the volume packing fraction for spheres, and the MEC were approximated

to be spherical. The individual MEC were found to have an average radius of 4.37

µm from fluorescent images of acini in the co-cultures, resulting in an estimation of

Vcell as 350 µm3. Thus the number of MEC per acinus was computed by dividing

the total volume occupied by MEC by the volume of each MEC. In estimating the

number of MEC per acini, we assume that acini are predominantly comprised of MECs.

Figure 6.23 shows the average number of cells in acini over 4 weeks. Between week 2

and week 3, proliferation of the cells in the co-cultures was no longer in the log-phase
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Figure 6.21: Representative OCT x− z images of 3D human mammary tissue
cultures at week 4. As indicated, the seed concentration of MEC is increasing from
top to bottom, and the seed concentration of RMF is increasing from left to right.

of growth, as evidenced by a plateau in the number of MEC per acinus. Similarly,

co-cultures with higher seeded cell concentration (MEC concentration > 90,000/cm3)

also remained in the log-phase for only a short time (Figure 6.23) and the acini count

shows numerous smaller acini interspersed in the Collagen I:Matrigel matrix (Table

6.1). Thus, monocultures seeded with 30,000 MEC/cm3, co-cultures seeded with 30,000

MEC/cm3:30,000 RMF/cm3, and 30,000 MEC/cm3:90,000 RMF/cm3 were selected for

comparison over the first two weeks only.
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Figure 6.22: Acini size analysis. Histogram of average acini sizes (in µm2) in each
gel formed by the normal and pre-malignant MECs, based on the OCT images acquired
weekly for 4 weeks. Error bars indicate the standard error of the measured values.

No 30,000 90,000 270,000

RMF RMF/cm3 RMF/cm3 RMF/cm3

30,000 MCF10A/cm3 45 52 66 184

30,000 MCF10DCIS.com/cm3 20 39 46 123

90,000 MCF10A/cm3 119 96 66 199

90,000 MCF10DCIS.com/cm3 75 61 56 187

270,000 MCF10A/cm3 183 174 94 231

270,000 MCF10DCIS.com/cm3 152 279 139 197

Table 6.1: Number of acini in 3D cultures at week 4. Acini count in an
approximate gel volume of 4.5 mm3 at week 4 for monocultures of MCF10A and
MCF10DCIS.com, and co-cultures of MCF10A:RMF and MCF10DCIS.com:RMF.
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Figure 6.23: Number of MCF10A and MCF10DCIS.com cells in acini with
increasing fibroblasts. Lack of proliferation between week 2 and week 3 is evident
from the decrease in number of MEC per acinus.
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Chapter 7

Conclusion

In this thesis, using a custom-built PS-OCT system, polarization-dependent scat-

tering from plasmon-resonant GNRs was exploited to use them as diffusion probes in

Newtonian fluids, non-Newtonian fluids, biologically relevant fluids such as mucus, and

soft viscoelastic gels such as collagen I, Matrigel. The custom-built PS-OCT system

was designed to simultaneously collect the co-polarized and cross-polarized signals from

samples containing diffusing GNRs, which were synthesized to have their longitudinal

plasmon resonance peak coincident with the OCT system’s central wavelength.

First, the foundation for DLS using low-coherence imaging modality such as OCT

was discussed, and the extension of the proposed method to use anisotropic scatterers

such as GNRs was presented. Experimentally, M-mode PS-OCT imaging to depth-

resolve the diffusing GNRs was performed. The translational and rotational diffusion

coefficients were subsequently extracted by an inverse exponential fitting of the isotropic

autocorrelation g
(1)
ISO(τ) and the cross-polarized autocorrelation g

(1)
HV (τ) respectively. The

diffusion coefficients were validated with the Stokes-Einstein relation using Newtonian

fluids over a range of viscosities. This validation performed for each batch of GNRs

served as a diffusion calibration, which outlined the range over which the diffusion

coefficients could be unambiguously resolved.

Using g
(1)
ISO(τ) and g

(1)
HV (τ) as the metrics for GNRs diffusion, the proposed method



was extended to probe non-Newtonian fluids such as PEO solutions. The MSDs of

GNRs in semi-dilute (c > c∗) PEO solutions were evaluated from g
(1)
ISO(τ), which de-

picted temporal regions with elastic responses from the polymers in the solution. From

the MSDs, the viscoelasticity of PEO solutions was further evaluated using GSER, which

demonstrated an increasing elastic response G′ with an increase in the polymer concen-

tration as well as the polymer molecular weight. This work is thus an exploration of the

nanorheology of semi-dilute PEO solutions measured by anisotropic probes using OCT.

Further exploration of GNRs diffusion in the “correlation length ≥ probe” regime was

discussed, which highlighted the diffusion of GNRs in a viscous solvent with intermittent

physical obstructions from the polymer strands. An increase in the polymer correlation

length within the “correlation length ≥ probe” regime was associated with an increase

in the translational diffusion coefficients of the GNRs. Rotational diffusion coefficients

of GNRs in dilute PEO solutions were found to be too fast to resolve even at the fastest

sampling rate of the current OCT system. The “correlation length ≥ probe” regime

establishes a platform for discussing the diffusion of GNRs in biological samples.

To extend the proposed method to probe biological samples, the diffusion of GNRs in

ECM scaffolds (collagen I, Matrigel), and in vitro hBE mucus was presented. The GNRs

were found to be diffusing in the solvent within the pores of the ECM with intermittent

hinderance from the scaffolds, and their diffusion was determined to be sensitive to the

changes in the interstitial space. Similarly, the GNRs in mucus were found to have

diffusion rates less than 7-fold compared to their diffusion in the solvent, which suggests

that the GNRs efficiently percolate through the mucus mesh and avoid being trapped.

This result has implications in designing GNRs-based drug-delivery vehicles in diseases

such as CF and COPD, where penetration of the drug carriers through the mucus barrier

is important. More importantly, PS-OCT M-mode imaging of these biological samples

to depth-resolve the τ1/e of g
(1)
HH(τ) and g

(1)
HV (τ) was found to discriminate the diffusion
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of GNRs and speckle fluctuation from cellular activities & other motile activities, and

has the potential to resolve spatially heterogeneous samples.

An imaging study performed using the designed OCT system to study the architec-

tural features formed by normal and pre-malignant MECs cultured in ECM in conjunc-

tion with mammary fibroblasts was also presented. The results of this study highlighted

that fibroblasts differentially modulate the shape and size of spheroids formed by nor-

mal and pre-malignant MECs. The merit of OCT imaging in non-invasively probing 3D

cultures in longitudinal studies was also demonstrated in this study.

7.1 Utility and potential impact

This thesis presents the study of diffusing GNRs carried out using a PS-OCT sys-

tem. With the validation of diffusion of GNRs in Newtonian fluids, extension to

non-Newtonian regimes, and eventually the extension to biological samples, this the-

sis presents a functional adjunction of diffusion measurements to the excellent imaging

capability afforded by OCT. Additionally, the utility in using GNRs was evident in bio-

logical studies where regions lacking an uptake of GNRs showed excellent visualization in

the PS-OCT images, which sheds light on the permeability of nanoscale particles within

heterogeneous biological samples. Moreover, the depth-resolution of τ1/e of g
(1)
HH(τ) and

g
(1)
HV (τ) in biological samples also revealed simultaneous mapping of diffusing GNRs and

speckle fluctuation resulting from comparatively slower activities.

With future improvements to the present PS-OCT system, such as faster sampling,

longer data acquisition, and using a low-noise CCD camera, complex fluids at higher

concentration than that explored in this thesis can potentially be probed using the out-

lined GSER formalism with a higher degree of accuracy. The study in this thesis presents

a platform for extending the functional capability of OCT imaging to the growing field

of microrheology and bio-rheology. Given the excellent and real-time visualization of bi-
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ological features afforded by OCT, the capability to simultaneously map the rheological

features using GNRs as probes shows promise to be a powerful and minimally invasive

tool in biomedical research.
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Appendix A

MATLAB codes

A.1 Diffusion coefficients from OCT signals

1 % Code: Rods Diffusion.m
2 % Raghav K. Chhetri
3 %
4 % This code uses the HH and HV signals from spectrally processed
5 % PS−OCT signals and computes their autocorrelations. Exponential
6 % fits are performed to the autocorrelations to get the 1/e decay
7 % times and the diffusion coefficients of the GNRs
8 %−−−−−−−−−−−
9 % NOTE: HHcomping and HVcompimg are spectrally processed PS−OCT

signals.
10 Ahreal=(real(HHcompimg)); Ahimag=(imag(HHcompimg));
11 Avreal=(real(HVcompimg)); Avimag=(imag(HVcompimg));
12

13 RefIndx=1.34; %Refractive index
14 horiz=12000; % Number of Axial lines used during imaging
15 linerate hz=25000; % Axial linerate (Hz)
16

17 time=(−(horiz−1)/linerate hz:1/linerate hz:(horiz−1)/linerate hz)*1000;
% in ms

18 time0=time(horiz:end); % in ms
19

20 roimin=100; % Region of interest
21 roimax=400;
22 stepsize=10; % Number of pixel to average the autocorrelations over
23 steps=(roimax−roimin)/stepsize; % Number of steps between roimin and

roimax
24 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
25 avg hreal=mean(Ahreal,2); avg himag=mean(Ahimag,2); %Average of each

row
26 avg vreal=mean(Avreal,2); avg vimag=mean(Avimag,2); %Average of each

row
27 clear HHcompimg HVcompimg;
28 for i=1:1024
29 Ahreal(i,:)=Ahreal(i,:)−avg hreal(i);
30 Avreal(i,:)=Avreal(i,:)−avg vreal(i);
31 Ahimag(i,:)=Ahimag(i,:)−avg himag(i);
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32 Avimag(i,:)=Avimag(i,:)−avg vimag(i);
33 end
34

35 disp('[roimin roimax stepsize] is:');
36 disp([roimin roimax stepsize]);
37 %−−−HH Signals
38 Ah real=Ahreal(roimin+1:roimax,:);
39 Ah imag=Ahimag(roimin+1:roimax,:);
40 %−−−HV Signals
41 Av real=Avreal(roimin+1:roimax,:);
42 Av imag=Avimag(roimin+1:roimax,:);
43 clear Ahreal Ahimag Avreal Avimag1;
44 [gHH gHV gISON time0] = gcorr v2(horiz,linerate hz,steps,stepsize,

Ah real,Ah imag,Av real,Av imag);
45 [Decay Time]=Decay v2(gHH,gHV,gISON,time0,steps,horiz,RefIndx);
46 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
47 % Plot sample OCT signals and their corresponding frequency spectrums
48 NFFT = 2ˆnextpow2(horiz);
49 signal1=Ah imag(stepsize,:);
50 fsignal1 = fft(signal1,NFFT)/horiz;
51 signal2=Av imag(stepsize,:);
52 fsignal2 = fft(signal2,NFFT)/horiz;
53 Nyqf=linerate hz/2; % Nyquist Frequency, in Hz
54 f = Nyqf*linspace(0,1,NFFT/2+1);
55 figure;
56 subplot(2,2,1); plot(time0,signal1);
57 xlabel('time, ms'); ylabel('Ah imag');
58 subplot(2,2,2); plot(f,2*abs(fsignal1(1:NFFT/2+1)));
59 title('Single−Sided Amplitude Spectrum of the OCT signal (Ah−imag)');
60 xlabel('Frequency (Hz)'); ylabel(' |F.T. of the OCT signal |');
61 xlim([0 200]);
62 subplot(2,2,3); plot(time0,signal2,'r');
63 xlabel('time, ms'); ylabel('Av imag');
64 subplot(2,2,4); plot(f,2*abs(fsignal2(1:NFFT/2+1)),'r');
65 title('Single−Sided Amplitude Spectrum of the OCT signal (Av−imag)');
66 xlabel('Frequency (Hz)'); ylabel(' |F.T. of the OCT signal |');
67 xlim([0 200]);
68 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
69 % Average autocorrelation from all autocorrelations
70 avggHH=mean(gHH,1);
71 avggHV=mean(gHV,1);
72 avggISON=mean(gISON,1);
73 figure; semilogx(time0,avggHH,'xb','Linewidth',2.5);
74 hold on
75 semilogx(time0,avggHV,'or','Linewidth',2.5);
76 hold on
77 semilogx(time0,avggISON,'ok','Linewidth',2.5);
78 set(gca,'fontsize',18,'fontweight','bold');
79 xh=xlabel('log(time in ms)'); yh=ylabel('Avg Autocorrelation');
80 set([xh,yh],'fontweight','bold','fontsize',18); clear xh yh;
81 legend('gHH','gHV','gISON');
82 hold off
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1 % Raghav K. Chhetri
2 % This function computes and plots the autocorrelations
3 %−−−−−−−−−−−−−−
4 function [gHH gHV gISON time0] = gcorr v2(horiz, linerate hz, steps,

stepsize, Ah real, Ah imag, Av real, Av imag)
5 auto h=zeros(1,2*horiz−1);
6 auto v=zeros(1,2*horiz−1);
7 gHH real=zeros(steps,horiz);
8 gHH imag=gHH real;
9 gHH=gHH real;

10 gHV real=zeros(steps,horiz);
11 gHV imag=gHV real;
12 gHV=gHV real;
13 gISON real=zeros(steps,horiz);
14 gISON imag=gHV;
15 gISON=gISON real;
16 roiminlocal=1;
17 for n=1:steps;
18 roimaxlocal=roiminlocal+stepsize−1;
19 %−−−
20 % REAL PART
21 %−−−
22 % AUTOCORRELATION, Signal averaged over 'stepsize' rows
23 % Then, Autocorrelation evaluated as a function of depth
24 auto h=xcorr(Ah real(roiminlocal,:),'coeff');
25 auto v=xcorr(Av real(roiminlocal,:),'coeff');
26 for i=roiminlocal+1:roimaxlocal
27 auto h=auto h+xcorr(Ah real(i,:),'coeff');
28 auto v=auto v+xcorr(Av real(i,:),'coeff');
29 end
30 auto h=auto h/(roimaxlocal−roiminlocal+1);
31 auto v=auto v/(roimaxlocal−roiminlocal+1);
32 gHH real(n,:)=auto h(1,horiz:end);
33 gHV real(n,:)=auto v(1,horiz:end);
34 % Extrapolate t=0 point
35 gHH real(n,1)=gHH real(n,2)ˆ2/gHH real(n,3);
36 gHV real(n,1)=gHV real(n,2)ˆ2/gHV real(n,3);
37 % Normalize
38 gHH real(n,:)=gHH real(n,:)/max(gHH real(n,:));
39 gHV real(n,:)=gHV real(n,:)/max(gHV real(n,:));
40 gISON real(n,:)=(9/5)*gHH real(n,:)−(4/5)*gHV real(n,:);
41 %−−−
42 % IMAGINARY PART
43 %−−−
44 % AUTOCORRELATION, Signal averaged over 'stepsize' rows
45 % Then, Autocorrelation evaluated as a function of depth
46 auto h=xcorr(Ah imag(roiminlocal,:),'coeff');
47 auto v=xcorr(Av imag(roiminlocal,:),'coeff');
48 for i=roiminlocal+1:roimaxlocal
49 auto h=auto h+xcorr(Ah imag(i,:),'coeff');
50 auto v=auto v+xcorr(Av imag(i,:),'coeff');
51 end
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52 auto h=auto h/(roimaxlocal−roiminlocal+1);
53 auto v=auto v/(roimaxlocal−roiminlocal+1);
54

55 gHH imag(n,:)=auto h(1,horiz:end);
56 gHV imag(n,:)=auto v(1,horiz:end);
57 clear auto h auto v;
58 % Extrapolate t=0 point
59 gHH imag(n,1)=gHH imag(n,2)ˆ2/gHH imag(n,3);
60 gHV imag(n,1)=gHV imag(n,2)ˆ2/gHV imag(n,3);
61 % Normalize
62 gHH imag(n,:)=gHH imag(n,:)/max(gHH imag(n,:));
63 gHV imag(n,:)=gHV imag(n,:)/max(gHV imag(n,:));
64 gISON imag(n,:)=(9/5)*gHH imag(n,:)−(4/5)*gHV imag(n,:);
65 %−−−
66 roiminlocal=roiminlocal+stepsize;
67 end
68 gHH=(gHH real+gHH imag)/max(max(gHH real+gHH imag));
69 gHV=(gHV real+gHV imag)/max(max(gHV real+gHV imag));
70 gISON=(gISON real+gISON imag)/max(max(gISON real+gISON imag));
71 % PLOTS:
72 x=ceil(sqrt(steps));
73 if x*(x−1)>=steps
74 x2=x−1;
75 else
76 x2=x;
77 end
78 time=(−(horiz−1)/linerate hz:1/linerate hz:(horiz−1)/linerate hz)*1000;
79 time0=time(horiz:end);
80 % Plots autocorrelations with log x−axis
81 figure
82 for n=1:steps;
83 subplot(x,x2,n);
84 semilogx(time0,gISON(n,:),'xk','Linewidth',2.5); tmp=sprintf('Depth

%d',n); title(tmp);
85 hold on; semilogx(time0,gHH(n,:),'xb','Linewidth',2.5);
86 hold on; semilogx(time0,gHV(n,:),'xr','Linewidth',2.5);
87 xmin=0.01; % in ms
88 xmax=(horiz/linerate hz)*1000; % in ms
89 hold off; xlim([xmin xmax]);
90

91 set(gca,'fontsize',10,'fontweight','bold');
92 xh=xlabel('\tau, Lag time (ms)'); yh=ylabel('gˆ(ˆ1ˆ)(z,\tau)');
93 set([xh,yh],'fontweight','bold','fontsize',10); clear xh yh;
94 legend('gISON','gHH','gHV');
95 ha=axes('Position',[0 0 1 1],'Xlim',[0 1],'Ylim',[0 1],'Box','off',

'Visible','off','Units','normalized','clipping','off');
96 tmp=sprintf('Correlator Channel: 1');
97 text(1.5, 1,tmp,'HorizontalAlignment','center','VerticalAlignment',

'top')
98 end
99 end
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1 % Raghav K. Chhetri
2 % This function performs exponential fittings to HH,HV,ISON

autocorrelations
3 %−−−−−−−−−−−−−−
4 function [Decay Time]=Decay v2(gHH,gHV,gISON,time0,steps,horiz,RefIndx)
5 pvalsH=zeros(steps,2); pvalsV=zeros(steps,2); pvalsISO=zeros(steps,2);
6 Decay Time=zeros(steps,3);
7 q=4*pi*(RefIndx)./(800*10ˆ−9); % mˆ−1, Including the refractive index
8 for n=1:steps;
9 expmin=−1;

10 % −−−−−−−−−−−−−−
11 % gHH autocorrelation
12 % −−−−−−−−−−−−−−
13 i=1; val=0;
14 while val>expmin && i<horiz
15 val=log(gHH(n,i));
16 i=i+1;
17 end
18 imax1=i;
19 pvalsH(n,:)=polyfit(time0(1:imax1),log(gHH(n,1:imax1)),1);
20 Decay Time(n,1)=−1/pvalsH(n,1);
21 % −−−−−−−−−−−−−−
22 % gHV autocorrelation
23 % −−−−−−−−−−−−−−
24 i=1; val=0;
25 while val>expmin && i<horiz
26 val=log(gHV(n,i));
27 i=i+1;
28 end
29 imax2=i;
30 pvalsV(n,:)=polyfit(time0(1:imax2),log(gHV(n,1:imax2)),1);
31 Decay Time(n,2)=−1/pvalsV(n,1);
32 % −−−−−−−−−−−−−−
33 % gISON autocorrelation
34 % −−−−−−−−−−−−−−
35 i=1; val=0;
36 while val>expmin && i<horiz
37 val=log(gISON(n,i));
38 i=i+1;
39 end
40 imax3=i;
41 pvalsISO(n,:)=polyfit(time0(1:imax3),log(gISON(n,1:imax3)),1);
42 Decay Time(n,3)=−1/pvalsISO(n,1);
43 end
44 N=250; % Number of points between time0(1)and time0(factor*imax) to use

to estimate the exponential fit.
45 efitH=zeros(steps,N);
46 efitV=zeros(steps,N);
47 efitISO=zeros(steps,N);
48 % PLOTS:
49 % −−−−−−−−−−−−−−
50 % Region from which exponential fit was estimated (plotted in linear
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scale)
51 % −−−−−−−−−−−−−−
52 figure
53 for n=1:steps;
54 t1=time0(1:imax1);
55 t2=linspace(time0(1),time0(imax1),N);
56 efitH(n,:)=polyval(pvalsH(n,:),t2);
57 subplot(3,steps,n); plot(t1,log(gHH(n,1:imax1)),t2,efitH(n,:),':');
58 xlabel('Time(ms)'); ylabel('Fit to log(gHH)'); xlim([0 t2(end)]);
59 tt1=time0(1:imax2);
60 tt2=linspace(time0(1),time0(imax2),N);
61 efitV(n,:)=polyval(pvalsV(n,:),tt2);
62 subplot(3,steps,steps+n); plot(tt1,log(gHV(n,1:imax2)),tt2,efitV(n

,:),':');
63 xlabel('Time(ms)'); ylabel('Fit to log(gHV)'); xlim([0 tt2(end)]);
64 ttt1=time0(1:imax3);
65 ttt2=linspace(time0(1),time0(imax3),N);
66 efitISO(n,:)=polyval(pvalsISO(n,:),ttt2);
67 subplot(3,steps,2*steps+n); plot(ttt1,log(gISON(n,1:imax3)),ttt2,

efitISO(n,:),':');
68 xlabel('Time(ms)'); ylabel('Fit to log(gISON)'); xlim([0 ttt2(end)

]);
69 end
70 % −−−−−−−−−−−−−−
71 % Overlaying the exponential fit to the autocorrelations
72 % −−−−−−−−−−−−−−
73 factor=10; % This plots the exponential fit upto factor*imax, where

imax is the index at which the autocorrelation reaches 1/e
74 if factor*imax1 > length(time0) | | factor*imax2 > length(time0) | |

factor*imax3 > length(time0)
75 factor=1;
76 end
77 figure
78 for n=1:steps;
79 t1=time0(1:factor*imax1);
80 t2=linspace(time0(1),time0(factor*imax1),N);
81 efitH(n,:)=polyval(pvalsH(n,:),t2);
82 subplot(3,steps,n); plot(t1,gHH(n,1:factor*imax1),t2,exp(efitH(n,:)

)./max(exp(efitH(n,:))),':');
83 set(gca,'fontsize',10,'fontweight','bold');
84 xh=xlabel('\tau, Lag time (ms)'); yh=ylabel('gˆ(ˆ1ˆ) H H(z,\tau)');
85 set([xh,yh],'fontweight','bold','fontsize',10); clear xh yh;
86 xlim([0 t2(end)]);
87 legend('gHH','Fit to gHH');
88 tt1=time0(1:factor*imax2);
89 tt2=linspace(time0(1),time0(factor*imax2),N);
90 efitV(n,:)=polyval(pvalsV(n,:),tt2);
91 subplot(3,steps,steps+n); plot(tt1,gHV(n,1:factor*imax2),tt2,exp(

efitV(n,:))./max(exp(efitV(n,:))),':');
92 set(gca,'fontsize',10,'fontweight','bold');
93 xh=xlabel('\tau, Lag time (ms)'); yh=ylabel('gˆ(ˆ1ˆ) H V(z,\tau)');
94 set([xh,yh],'fontweight','bold','fontsize',10); clear xh yh;

150



95 xlim([0 tt2(end)]);
96 legend('gHV','Fit to gHV');
97 ttt1=time0(1:factor*imax3);
98 ttt2=linspace(time0(1),time0(factor*imax3),N);
99 efitISO(n,:)=polyval(pvalsISO(n,:),ttt2);

100 subplot(3,steps,2*steps+n); plot(ttt1,gISON(n,1:factor*imax3),ttt2,
exp(efitISO(n,:))./max(exp(efitISO(n,:))),':');

101 set(gca,'fontsize',10,'fontweight','bold');
102 xh=xlabel('\tau, Lag time (ms)'); yh=ylabel('gˆ(ˆ1ˆ) I S O N(z,\tau

)');
103 set([xh,yh],'fontweight','bold','fontsize',10); clear xh yh;
104 xlim([0 ttt2(end)]);
105 legend('gISON','Fit to gISON');
106 end
107 % −−−−−−−−−−−−−−
108 % TEXTS TO DISPLAY:
109 % −−−−−−−−−−−−−−
110 disp('Unit: ms, Decay Time exp fitting of the autocorrelation curves');
111 disp(' gHH gHV gISON');
112 disp(Decay Time);
113 disp('Mean (ms)');
114 disp(mean(Decay Time));
115 disp('Its std. deviation (ms)');
116 disp(std(Decay Time));
117 Dr=(1/6)./(Decay Time(:,2).*10ˆ−3);
118 % display('Unit: radˆ2/sec, Rotational Diffusion Coefficient');
119 % disp(Dr);
120 disp('Mean Rotational Diffusion Coeff.(radˆ2/sec)');
121 disp(mean(Dr));
122 disp('Its std. deviation (radˆ2/s)');
123 disp(std(Dr));
124 Dtt=(1/qˆ2)./(Decay Time(:,3).*10ˆ−3);
125 % display('Unit: mˆ2/s, Translational Diffusion Coefficient from gISON

');
126 % disp(Dtt);
127 disp('Mean Translational Diffusion Coeff. from gISON (mˆ2/s)');
128 disp(mean(Dtt));
129 disp('Its std. deviation (mˆ2/s)');
130 disp(std(Dtt));
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Appendix B

Author manuscripts

The following published manuscripts adapted in this thesis are attached in the fol-

lowing order:

• R. K. Chhetri, K. A. Kozek, A. C. Johnston-Peck, J. B. Tracy, and A. L. Old-

enburg. Imaging three-dimensional rotational diffusion of plasmon resonant gold

nanorods using polarization-sensitive optical coherence tomography. Phys. Rev. E,

83(4):1-4, April 2011.

• R. K. Chhetri, Z. F. Phillips, M. A. Troester, A. L. Oldenburg. Longitudinal

study of mammary epithelial and fibroblast co-cultures using optical coherence

tomography reveals morphological hallmarks of pre-malignancy. PloS one, 7:1-7,

2012.
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We demonstrate depth-resolved viscosity measurements within a single object using polarized optical scattering
from ensembles of freely tumbling plasmon resonant gold nanorods (GNRs) monitored with polarization-sensitive
optical coherence tomography. The rotational diffusion coefficient of the GNRs is shown to correlate with viscosity
in molecular fluids according to the Stokes-Einstein relation. The plasmon resonant and highly anisotropic
properties of GNRs are favorable for microrheological studies of nanoscale properties.

DOI: 10.1103/PhysRevE.83.040903 PACS number(s): 87.85.Rs, 42.25.Kb, 78.67.Qa, 83.85.Ei

In the growing field of microrheology, there has been
considerable interest in techniques that quantify thermal
diffusion of probes within locally resolved volumes of the
medium under investigation. The Stokes-Einstein relation
relates diffusion measured by these passive techniques to the
linear viscoelastic properties of the medium, provided that the
probe is inert and the medium behaves as a near-equilibrium,
homogeneous, isotropic, and incompressible continuum [1].
Optical coherence tomography (OCT) [2] provides a novel
platform to study dynamic light scattering (DLS) from pas-
sively diffusing particles [3]. Using plasmon resonant gold
nanorods (GNRs), DLS with OCT enables locally resolved,
passive microrheology of medium properties with microscale
heterogeneities.

We investigated polarized light scattering from ensembles
of GNRs using polarization-sensitive OCT (PS-OCT) to depth
resolve the rotational diffusion coefficient (DR) in media of
varying viscosity. The shape anisotropy of a GNR splits the
surface plasmon resonance into transverse and longitudinal
modes, the latter of which provides high light scattering
efficiencies due to reduced plasmon damping, and is polarized
parallel to the long axis of the GNR [4]. By monitoring the
polarized scattering, it has previously been shown that a GNR
under two-dimensional (2D) Brownian rotation can be used as
a local orientation sensor [5]. We expect GNRs in the molecular
fluids in our study to obey the Stokes-Einstein relation, so
that their three-dimensional (3D) Brownian diffusion can be
related to the viscosity of the medium. While the translational
diffusion of nanorods is complicated by coupling to rotational
diffusion due to the shape anisotropy [6], rotational diffusion is
independent of the state of translation, and as such, is a robust
metric for local viscous properties. Furthermore, we expect
GNRs to probe the viscosity of the medium at a smaller scale
than that possible by using traditional microparticles.

In this study we employ OCT to monitor DR of ensembles
of unconfined GNRs. OCT employs optical depth ranging
of singly backscattered light, enabling real-time imaging
in noninvasive biomedical applications. Similar to DLS

*Author to whom correspondence should be addressed:
aold@physics.unc.edu

techniques, OCT is an optical heterodyne method which
senses ensemble-averaged scattering from scatterers within
the coherence volume, providing a higher signal-to-noise
ratio and speed compared to single-particle tracking methods.
Unlike traditional DLS, OCT employs low-coherence light
so that the coherence volume is small; as such, OCT is
capable of resolving the dynamic signal from each local
coherence volume over depths exceeding the mean scattering
path length [7], which has implications for analyzing optically
thick tissues. The localized-coherence-volume technique has
previously been used with microbeads to perform spatially
resolved microrheology [8].

In this Rapid Communication, we employ PS-OCT and
principles from DLS to measure the DR of ensembles of
GNRs freely suspended in media of varying viscosity. We
test the validity of the Stokes-Einstein relation by comparing
the observed DR values with a model for the Stokes drag on
cylinders, modified to account for the non-negligible GNR
size distribution by computing the temporal statistics of a
representative ensemble of GNRs. Using these validation
measurements relating DR to the viscosity of the medium,
we demonstrate the capability of PS-OCT to spatially map
the viscosity of a heterogeneous sample by using GNRs as
rheological probes. The ability to resolve micrometer-scale
heterogeneities in viscosity using GNRs with OCT may open
new avenues for microrheological investigation.

GNRs used in this study have an average length and
width of 53 ± 10 and 15 ± 4 nm, respectively, and exhibit
a strong longitudinal plasmon mode centered at 780 nm
with a full width at half maximum of 140 nm, which is
within the OCT source spectrum that spans 735–865 nm at
half maximum [9]. Two batch solutions for the experiment
were prepared by mixing 10% of the GNRs solution (∼8 ×
108 GNRs/μL) with glycerol (Acros Organics, 15892-0010)
and water (Fisher Scientific, W5-4), respectively. Samples
with varying viscosity were then prepared by mixing the two
batch solutions in different proportions, and their resulting
viscosities were estimated using a mixture law [10]. Although
multiple GNRs populate each coherence volume, we expect
them to be noninteracting, because the estimated average
separation between the GNRs (minimum ∼1450 nm) is large
compared to both the average length of a GNR (∼53 nm) and

040903-11539-3755/2011/83(4)/040903(4) ©2011 American Physical Society
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FIG. 1. (a) PS-OCT interferometer
setup. (b) Example M-mode images
[using an absolute value of ã(z,t)]
in the HV configuration showing an
increasing rate of intensity fluctuations
for samples with decreasing viscosi-
ties. (Note: Intensity fluctuations only
up to 40 ms shown.)

the mean distance the GNRs travel over the duration of the
OCT measurement (maximum ∼140 nm).

The OCT system in this study is a spectral domain,
polarization-sensitive system, as shown in Fig. 1(a). The
light source consists of a Ti:sapphire laser (Griffin, KMLabs,
Inc.) and provides a coherence gate of ∼2.6 μm in air.
Light from the source is horizontally polarized and split
into reference and sample arms. Imaging is performed by a
lens (f = 30 mm), which provides a transverse resolution of
∼12 μm in air. Owing to the coherence gate and the transverse
resolution, the coherence volume is estimated to be ∼375 μm3

in air. Horizontally polarized light (∼5 mW) incident upon
the sample is backscattered into both horizontal (H) and
vertical (V) polarization states, which interfere with their
respective polarization states from the reference (consisting
of linearly polarized light at 45◦, generated after double
pass through a quarter-wave plate at 22.5◦). The interfered
light is split into horizontal and vertical components by a
polarizing beam splitter (HH and HV, respectively, where
the first and second terms are the incident and backscat-
tered polarization states from the sample, respectively), and
directed to a custom spectrometer. The spectrometer is similar
to a previous design [11], and consists of a transmission
grating (600 lines/mm, Wasatch Photonics), camera lens
(f = 200 mm), and a line scan camera (Piranha, Dalsa Inc.) op-
erated at 25 kHz, providing an imaging depth of 2.08 mm in air.

Dynamic PS-OCT signals were recorded by acquiring depth
scans from the same transverse position in the sample as a
function of time (M mode). A total of 4000 depth scans were
obtained with a line rate of 25 kHz (i.e., sampled every 40 μs
for an overall duration of 160 ms). Typical M-mode OCT
images showing time traces of the depth-resolved intensity
fluctuations for samples with different viscosities are shown
in Fig. 1(b). Qualitatively, we observe that the intensity
fluctuations along the horizontal (time) axis are much slower
in a high viscosity sample than in a low viscosity sample.
Quantitative analysis, as performed below, reveals that the
time scale of these intensity fluctuations is directly related to
the viscosity of the medium.

Spectral domain OCT is a heterodyne detection scheme in
which the complex analytic signal ã(z,t) as a function of depth
z in the sample is obtained by inverse Fourier transformation of
the measured spectrum [12]. In the heterodyne experiment, the
temporal autocorrelation of the real part of ã(z,t), G(2)(z,τ ),
is relatable to the first-order correlation function of the

electric field scattered from the sample, G(1)(z,τ ) [13]. In this
study, we employ polarization-sensitive OCT to collect the
cross-polarized (HV) dynamic light scattering signal because
it provides direct access to DR against a background of slow
translational diffusion DT . Specifically, (after normalization),

g
(1)
HV (z,τ ) = e−[6DR (z)+q2DT (z)]τ ≈ e−6DR (z)τ , (1)

where q = 4πn/λ0 is the scattering vector in the backscatter-
ing geometry, the fast e−iω0τ term is dropped for convenience,
and 6DR � q2DT for the GNRs under study (by a factor of
∼38 for an average GNR of length 53 nm and width 15 nm,
using expressions previously reported [14]). Therefore, DR

equates to (6τ1/e)−1, where τ1/e is the 1/e decay time of g
(1)
HV .

Computationally, DR at each depth z was isolated from
ãHV (z,t) as follows: The real part of ãHV (z,t) was taken, and
the time average was then subtracted to control for nonzero
background noise and to isolate the intensity fluctuation [15].
Then, the autocorrelations were evaluated at each z and
normalized to obtain g

(1)
HV , averaged within multiple depth

intervals (N = 7, with each depth interval chosen to be 35 μm),
and fitted to the expected inverse exponential of Eq. (1). A
representative g

(1)
HV for each sample is shown in Fig. 2, with

a sample inverse-exponential fitting shown in the inset. The
fittings were performed over a windowed region of g

(1)
HV from

τ = 0 to ∼ τ1/e. We find that the measured g
(1)
HV values appear

to be consistently larger than those of a pure exponential at
times greater than τ1/e. This may be explained partially by
the size distribution of GNRs giving rise to a distribution
of rotational rates [as modeled in Eq. (2)], which deviates
from a pure exponential in qualitatively the same manner, or
it may be explained partially by the translational diffusion of
the GNRs becoming more significant at longer time scales.
The rotational diffusion rate was then calculated at each depth
interval according to DR = (6τ1/e)−1. We noted that there was
no significant change in DR versus depth, which was expected
because the mean scattering path length from GNRs is much
longer than the depths analyzed. The DR values averaged over
multiple depth intervals are plotted in Fig. 3. As expected,
an inverse relationship between DR and viscosity is found,
which suggests that the rotations of the GNRs occur over
a comparatively shorter time scale as the viscosity decreases.
We noted that DR values were consistent (within 7%) when the
concentration of the GNRs was decreased from 10% (at which
the experiment was performed) to 2%, while maintaining
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FIG. 2. (Color online) Representa-
tive g

(1)
HV (τ ) for samples with varying

viscosity. Decay time is observed to de-
crease as the viscosity decreases. The
inset shows a representative inverse ex-
ponential fitting to g

(1)
HV (τ ) (dotted line),

based on Eq. (1).

the viscosity at a constant value (within 5%). Given the
consistency of DR with concentration and the invariance of
measured DR with depth, the effect of multiple scattering is
believed to be negligible in our experiment.

To test the validity of the Stokes-Einstein relation for this
system, the experimental DR values were compared with a
model combining the rotational diffusion of smooth cylinders
[14] with the optical scattering from ellipsoids [16] while
accounting for the measured size distribution of the GNRs.
First, simulated autocorrelations were computed as the sum of
the contribution of each GNR in a representative distribution
(n = 998) as follows:

g
(1)
HV (τ ) =

998∑

j=1

c2
j e

−6DRj τ , (2)

where the summation is over each nanorod j in the distribution,
and c2

j is an optical weighting factor accounting for the
maximum fluctuation in backscattering detected by the OCT
system from each GNR. This is important to overcome the
experimental bias for more efficient detection of larger, more
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FIG. 3. (Color online) Comparison of experimental DR with
theoretical predictions assuming GNRs as smooth cylinders [14]
(solid line: for the actual sizes of the GNRs; dotted line: considering
an average CTAB layer of 2 nm).

slowly diffusing GNRs. The weights c2
j were evaluated from

the optical scattering anisotropy of each GNR weighted by the
incident light spectrum, according to

c2
j =

∑

λ

[σs,||(λ,Lj ,dj ) − σs,⊥(λ,Lj ,dj )]E2
r (λ), (3)

with Lj and dj the length and width of the jth GNR, and σs,‖
and σs,⊥ the scattering cross sections, computed according
to Mie Gans theory [16], of the jth GNR when the incident
polarization is parallel and perpendicular to the long axis,
respectively. On average, we find that σs,|| is ∼250 times that of
σs,⊥, highlighting the high scattering anisotropy exhibited by
GNRs. To compute DRj in Eq. (2) for each GNR, an expression
derived for solid cylinders (2 < L/d < 20) was employed
[14]. Theoretical DR were then evaluated by fitting an inverse
exponential of the form shown in Eq. (1) to the simulated
autocorrelation given by Eq. (2).

Theoretical predictions were made in two ways: first,
by considering the actual sizes of the GNRs measured by
transmission electron microscopy (TEM), and second, by
considering an average surfactant [cetyltrimethylammonium
bromide (CTAB)] capping thickness of 2 nm around the GNRs.
The average CTAB layer thickness was estimated from a TEM
image as half of the average spacing between the GNRs when
densely packed, and is consistent with previously reported
values for similarly sized GNRs, synthesized using a growth
method in the presence of CTAB [17].

We find that the experimental DR values correlate with the
theoretical DR computed as above for our distribution of GNRs
(Fig. 3). Agreement between experimental and theoretical DR

is obtained over a viscosity range of 42–249 mPas, and the
level of agreement with theory is similar to the findings of a
DLS study of similarly sized GNRs at a single viscosity [18].
In making direct comparisons between the experimental values
and the theoretical predictions, it should be taken into consid-
eration that the theoretical model is only an approximation;
the GNRs are not exactly cylindrical in shape (as assumed for
the rotational diffusion model), nor are they exactly ellipsoidal
(as assumed for the optical scattering model).

These results demonstrate that PS-OCT can monitor viscos-
ity using GNRs as nanoprobes within the applicability of the
Stokes-Einstein relation. Next, the potential of our technique to
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FIG. 4. (Color online) (a) Double-
chamber design. (b) M-mode images [using
an absolute value of ã(z,t)] showing samples
with different viscosities separated by a cover
glass. (Note: Intensity fluctuations only up
to 40 ms shown.) (c) g

(1)
HV (τ ) of the samples

showing two different decay time scales.
(d) DR as a function of depth in the double
chamber.

resolve heterogeneities in viscosity was explored using a dou-
ble chamber, as shown in Fig. 4(a), in which two samples with
different viscosities were separated by a thin microscope cover
glass. Figure 4(b) shows the M-mode images of the two sam-
ples in the double chamber. Figure 4(c) shows g

(1)
HV averaged

within each chamber, demonstrating two different time scales
that indicate the difference in viscosity in the two chambers.
By fitting g

(1)
HV to the expected inverse exponential of Eq. (1),

DR of 72 ± 5 and 227 ± 6 s−1 were found for samples in the top
and bottom chamber, respectively, which are consistent with
independent measurements of DR of 74 ± 5 and 246 ± 13 s−1,
respectively, for these samples (Fig. 2). Figure 4(d) shows DR

as a function of depth in the double chamber, where DR was
computed within each depth interval of 35 μm, and the depth
intervals were successively stepped by 14 μm through both
chambers. A clear distinction between the rotational diffusion
coefficients of the two samples is seen, and the DR values
measured within multiple depth intervals for the same sample
are also consistent with one another. This demonstrates that
DLS performed with PS-OCT using GNRs as nanoprobes
is capable of resolving the microscale heterogeneities in
viscosity existing at multiple depths within an object.

In conclusion, by combining the techniques of PS-OCT
and DLS, we showed that polarization-dependent scattering
from ensembles of GNRs provides information about DR , and

subsequently the viscosity of the medium. We have studied the
unconfined stochastic motion of plasmon resonant GNRs in 3D
using OCT, and obtained agreement between experimental and
theoretical DR over a viscosity range of 42–249 mPas, which is
within the regime of interest in biophysical studies. Averaging
over large numbers of GNRs provides a high signal-to-noise
ratio for determining the viscosity within each coherence
volume of the sample (in this study, ∼130 GNRs within each
coherence volume of ∼375 μm3). We also demonstrated the
ability to depth resolve the heterogeneous viscosity within
a single object using this technique. Future work is needed
to validate this technique in non-Newtonian fluids using the
generalized Stokes-Einstein relation. Because OCT rejects
multiply scattered light, this technique has the potential to
provide microrheology in optically thick samples, such as
biological tissues. The combination of the anisotropic and
plasmon resonant properties of GNRs with OCT provides
a unique tool for imaging microscale heterogeneities of
rheological properties.
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Abstract

The human mammary gland is a complex and heterogeneous organ, where the interactions between mammary epithelial
cells (MEC) and stromal fibroblasts are known to regulate normal biology and tumorigenesis. We aimed to longitudinally
evaluate morphology and size of organoids in 3D co-cultures of normal (MCF10A) or pre-malignant (MCF10DCIS.com) MEC
and hTERT-immortalized fibroblasts from reduction mammoplasty (RMF). This co-culture model, based on an isogenic panel
of cell lines, can yield insights to understand breast cancer progression. However, 3D cultures pose challenges for
quantitative assessment and imaging, especially when the goal is to measure the same organoid structures over time. Using
optical coherence tomography (OCT) as a non-invasive method to longitudinally quantify morphological changes, we found
that OCT provides excellent visualization of MEC-fibroblast co-cultures as they form ductal acini and remodel over time.
Different concentrations of fibroblasts and MEC reflecting reported physiological ratios [1] were evaluated, and we found
that larger, hollower, and more aspherical acini were formed only by pre-malignant MEC (MCF10DCIS.com) in the presence
of fibroblasts, whereas in comparable conditions, normal MEC (MCF10A) acini remained smaller and less aspherical. The
ratio of fibroblast to MEC was also influential in determining organoid phenotypes, with higher concentrations of fibroblasts
producing more aspherical structures in MCF10DCIS.com. These findings suggest that stromal-epithelial interactions
between fibroblasts and MEC can be modeled in vitro, with OCT imaging as a convenient means of assaying time
dependent changes, with the potential for yielding important biological insights about the differences between benign and
pre-malignant cells.
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Introduction

The human mammary gland consists of a series of branching

ducts, with each branch terminating as a hollow and spherical

acinus. Each acinus is predominantly comprised of luminal

epithelial cells surrounded by basal/myoepithelial cells, but is

supported and regulated by an intricate network of other cell

types. Chemical and physical interactions between epithelia and

surrounding stroma are essential for the organ’s development and

physiological functions. This intricate network of cells is a complex

microenvironment [2] that maintains normal tissue architecture

(homeostasis) and suppresses malignant phenotypes in healthy

individuals [3], but becomes permissive or even promotes cancer

during progression [4]. Thus, interactions between mammary

epithelial cells (MEC) and stromal fibroblasts are regulators of

tumorigenesis [4,5], with stroma playing a vital role in the

proliferation and organization of MEC, production of extracellular

matrix (ECM), and regulation of cellular adhesion and migration

[4].

Fibroblasts are strongly associated with mammary epithelium,

and in the vicinity of tumors, become a major cell type of the

stroma [6]. These cancer-associated fibroblasts appear to promote

tumor growth and facilitate the progression of breast cancer [7].

Conversely, normal fibroblasts may inhibit progression of cancer

[8]. Our previous studies have illustrated that fibroblasts have

distinct interactions with breast cancer subtype [9], with aggressive

basal-like breast cancer cells [10] interacting with fibroblasts to

produce a wide range of growth factors and cytokines that may in

turn promote migration and/or proliferation of the cancer cells.

However, the evolution of these interactions during breast cancer

progression has not yet been well characterized. By comparing

normal and pre-malignant MEC co-cultured with RMF in 3D,
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and by modulating the ratios of the two cell types, we aimed to

elucidate how stromal-epithelial interactions modulate morpho-

logical changes in acini.

Our previous studies on interactions between breast cancer cells

and fibroblasts have relied on 2D cultures [9], but 3D co-culture

models offer an interface between these studies and in vivo studies

given their ability to recapitulate several aspects of tissue behavior

[11–13]. Novel tools that image the 3D breast microenvironment

can elucidate micron-scale morphological changes during the

dynamic chemical and physical signaling processes between

mammary cell types. To date, a majority of the studies of

stromal-epithelial co-cultures have utilized imaging techniques

that require sample fixation and often sectioning [14], which can

perturb the native architecture and present challenges for

longitudinal studies. To address these limitations, optical coher-

ence tomography (OCT), which can assess cellular dynamics in 3D

tissue models [15], was employed to non-invasively capture the 3D

architecture of breast tissue models.

OCT represents an emerging medical and biological optical

imaging modality [16–19], that performs cross-sectional imaging

of internal microstructures in tissues by measuring the magnitude

and echo time delay of backscattered, near-infrared light. OCT

provides micron-scale resolution for cellular imaging, and rejects

multiply scattered light, unlike confocal microscopy, which enables

imaging up to 2–3 millimeters in depth. This depth is ideal for

assessing subsurface structures such as 3D tissue cultures [15].

Simultaneously, the non-invasive nature of OCT enables longitu-

dinal studies in the same samples, avoiding the need to excise and

process tissue specimens [20]. Recent studies have demonstrated

the feasibility of OCT to provide image-guidance by scanning

tumor margins during breast-sparing surgery [21,22], and to

identify invasive breast carcinomas in biopsy tissue [23]. OCT

imaging has also been employed on unstained, ex vivo breast cancer

tissues to identify morphological features, similar to histology

[24,25]. Additionally, computational methods to perform pattern

analysis of OCT biopsies have been implemented to identify

invasive breast carcinomas [26,27]. Thus, OCT has translational

potential with applications in basic studies and in vivo clinical

imaging. As such, OCT imaging offers a unique platform for

evaluating the architecture of MEC grown in 3D co-cultures.

The aim of this study was to define morphological hallmarks of

stromal-epithelial interactions using OCT to assess 3D in vitro

cultures comprised of basal-like mammary epithelial cell lines

(normal MCF10A, and pre-malignant MCF10DCIS.com) [28]

and hTERT-immortalized fibroblasts from reduction mammo-

plasty (RMF). As shown below, we found distinct morphological

features between acini formed by normal MCF10A cells and pre-

malignant MCF10DCIS.com cells as a function of fibroblast

concentration.

Methods

Cell Lines
MCF10A and MCF10DCIS.com cells were obtained from the

Barbara Ann Karamanos Cancer Institute (Detroit, MI). MCF10A

cells are spontaneously immortalized MEC derived from the

human breast tissue of a 36-year-old patient [29], and exhibit

numerous features of normal breast epithelium including lack of

tumorigenicity and dependence on growth factors and hormones

for proliferation and survival [29]. Importantly, MCF10A cells in

3D cultures form stable acinar structures recapitulating the

behavior of glandular epithelium seen in vivo [30]. MCF10DCIS. -

com cells are cloned from xenograft lesions of MCF10A and form

DCIS-like lesions [31]. Importantly, MCF10DCIS.com cells have

the same genetic background as the MCF10A, and are primed for

invasive transition under key microenvironmental conditions,

requiring no additional genomic changes to become invasive

[31]. The MCF10A and MCF10DCIS.com cells were co-cultured

with hTERT-immortalized fibroblasts from reduction mammo-

plasty (RMF), a gift from Charlotte Kuperwasser at Tufts

University [32]. All cells used in this experiment were maintained

prior to use in 2D cultures in Dulbecco’s Modified Eagle

Medium/Nutrient Mixture F-12 (DMEM/F12) containing 5%

horse serum, 20 ng/mL Epidermal Growth Factor (EGF), 0.5 mg/

mL hydrocortisone, 100 ng/mL cholera toxin, 10 mg/mL insulin,

and 1% penicillin-streptomycin, and kept in a humidified

incubator at 37uC and 5% CO2 [12].

3D Culture Preparation
The 3D extracellular scaffold used in this study consisted of

biologically derived collagen I and MatrigelH (BD Biosciences).

Compared to collagen I gels, Matrigel-collagen I gels were found

to be structurally more stable and thus less prone to loss over the

duration of the study due to several cycles of media replenish-

ments, as has been previously noted [33]. For 3D cell culture, a

Matrigel-collagen I mixture was prepared on ice using a

1:1volume ratio, with collagen I at a concentration of 1 mg/mL,

according to procedures described by Johnson et. al. [34]. Once

the MEC and RMF were nearly 100% confluent in 2D, they were

seeded at varying concentrations into the Matrigel-collagen I gel

for growth in 3D, as follows: A total of 27 3D cultures were

prepared, which included 9 co-cultures of normal MEC and RMF,

9 co-cultures of pre-malignant MEC and RMF, and 3 monocul-

tures each of normal MEC, pre-malignant MEC, and RMF.

Briefly, the following protocol was used for all co-cultures. 85 mL

of Matrigel-collagen I was used to coat the bottom of 10 mm

diameter tissue culture microwells, and was allowed to solidify for

30 minutes at 37uC. Then, 180 mL of Martrigel-collagen I gel was

mixed with MEC and RMF according to procedures described in

[9] to obtain the desired final seed concentrations. The seed

concentrations of MEC and RMF in the Martigel-collagen I gels

were varied as 30,000 cells/cm3, 90,000 cells/cm3, 270,000 cells/

cm3 and control, and were plated and allowed to solidify for 30

minutes at 37uC. After gelation, 250 mL of growth media (same as

in 2D cultures above) was applied to the surface of each 3D

culture. Cultures were maintained under optimum growth

conditions (humidified, 37uC with 5% CO2) for 2–4 weeks, during

which the medium was changed every 2–3 days.

Although the co-cultures were maintained for 4 weeks (Figure

S4, Table S1), proliferation of the cells in the co-cultures was no

longer in the log-phase of growth after week 2, as evidenced by a

plateau in the number of MEC per acinus (Figure S5). Similarly,

co-cultures with higher seeded cell concentration (MEC concen-

tration .90,000/cm3) also remained in log-phase for only a short

time (Figure S5). We selected only monocultures and co-cultures

that were still in log-phase to avoid artifacts in morphology caused

by resource scarcity or cellular crowding.

OCT Imaging
Imaging of the 3D cultures was performed using a custom,

ultrahigh-resolution, spectral-domain optical coherence tomogra-

phy (SD-OCT) system as described in detail previously [35]. The

OCT system employed a low-coherence light source consisting of

a Ti:Sapphire laser (Griffin, KMLabs, Inc.) with a central

wavelength of 800 nm and a bandwidth of 125 nm. A detailed

description of the OCT system and the system diagram is provided

in the supplementary (Figure S1). The axial (depth, z) resolution of

the imaging system owing to the wavelength and the bandwidth of

OCT Reveals Morphological Hallmarks in Co-Cultures
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the light source is 3 mm in air. In the sample arm, 3D cultures were

illuminated by a 10 mW beam focused by a 30 mm focal length

achromatic lens, which provides a resolution of 12 mm (air) in the

transverse (x and y) directions. Transverse raster-scanning over the

sample was achieved using galvanometer-controlled mirrors. OCT

imaging was performed on each of the live 3D cultures weekly for

4 weeks. OCT image-stacks were acquired over 361.561.5 mm

(in gel) into 1000610161024 pixels (x, y, and z dimensions

respectively) with an acquisition time of 40 ms per x-z image. The

OCT image-stacks were resampled into an isotropic pixel

resolution of 1.55 mm after correcting for the refractive index of

the aqueous gels, and are logarithmically scaled and displayed in a

‘‘hot’’ color map using MATLABH (2011a, MathWorks).

Image Analysis
2D analysis of OCT images was performed to determine the

maximum acinar and lumen areas. From the color-mapped OCT

images, cell clusters resembling acini were selected as shown in

Figure 1A. The OCT image containing the central position of

each acinus was determined by sifting through the OCT image-

stack to find the image with the largest acinus size. The overall

acinus area (cells plus lumen) and lumen area were segmented

within these central OCT images using ImageJ, as shown in

Figure 1B. The results were tabulated for each culture, from which

the mean acini area, mean lumen area, and their associated

standard errors were evaluated.

As depicted in Figures 1C and 1D, iso-surface rendering of the

OCT image stacks enables visualization of the entire 3D acinar

structure. In order to quantify the 3D morphology of the acini, we

computed the asphericity, that is, the deviation in acini shape from

that of a perfect sphere. We defined asphericity as the ratio

between the volume of a perfect sphere having the same surface

area as that of the acinus, Sacini, and the measured volume of each

acinus, Vacini, according to [36]:

Asphericity~
Sacinið Þ3=2

3| 4pð Þ1=2
|Vacini

ð1Þ

where Sacini is in pixels2, and Vacini is in pixels3. Asphericity is equal

to 1 for a perfect sphere and increases for irregularly shaped

objects. Thus, asphericity provides a size-independent measure-

ment of how aspherical a 3D structure is, which aids in quantifying

surface irregularities across renderings of various sizes.

To compute Vacini, OCT images were first median filtered, and a

3D mask of each acinus was obtained by thresholding the OCT

image stack. Then, the ‘bwboundries’ command in MATLAB was

applied to each 2D image in the stack to find the boundaries of

thresholded objects and to ‘‘fill in’’ any child objects, such as the

lumen. Subsequently, stray objects that did not have any voxel

overlap with the acini were removed from the 3D mask, to obtain

just the acini. The volume, Vacini, was then computed by counting

the voxels comprising the mask. Using simulated data with known

geometries, it was verified that this method accurately estimated

the volume of the 3D rendered object.

To compute Sacini, the voxels comprising the boundary of the 3D

mask were counted. Due to digitization noise, a pixelation

correction factor of 1.5 was needed to obtain the correct value

of surface area, which corrects for pixel connectivity. This was

determined in MATLAB by comparing the measured surface area

to the actual surface area of spheres and ellipsoids. Above a radius

of 15 pixels and for values of asphericity from 1–8, the pixelation

correction factor converged to 1.5; all acini analyzed in this study

had radii and asphericities within these valid ranges.

Figure 1. 3D-OCT image acquisition of the co-cultures, and analysis of the shape and size of acini. A. 3D-OCT image acquistion: the
surface of the gel is aligned near the top of each image, and the depth-resolved light scattering from cells beneath the gel surface is apparent at
depths up to ,1 mm; segmentation of acini to characterize the overall size and the lumen is also shown. B. Temporal changes in acini and lumen
sizes analyzed from 3D-OCT images of the co-cultures. C. An example isosurface rendering of an acinus from a 3D-OCT image-stack; slicing of the
rendered volume clearly shows the lumen. D. An example 3D rendering of an aspherical acinus.
doi:10.1371/journal.pone.0049148.g001
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Results

OCT offers excellent visualization of cellular acini, as shown

with representative OCT x-z images of the cell cultures in 3D

matrices at 1 week (Figure 1A). Representative images in all 3D

cultures at weeks 1 and 2 can be seen in supplementary (Figure S2

and S3). At week 1, the MEC organize into spherical clusters

(acini) with some clusters showing signs of a lumen at the center

(Figure 1B, representative example). At week 2, the acini are

observed to have grown in size, displaying larger and more distinct

central lumens. The control gel with no cells shows a homoge-

neous Matrigel:collagen I structure, which was stable throughout

the duration of the study. As expected, no spherical clusters were

observed in RMF monocultures. Instead, RMF monocultures

revealed a fibrous optical scattering pattern characteristic of

fibroblasts. As the RMF concentration was increased, a higher

density of fibrous structures was observed, corresponding to added

rigidity of the matrix.

OCT images of co-cultures reveal a complex pattern of growth

and interaction between RMF and the MEC, similar to in vivo

mammary architecture. Importantly, unlike other techniques that

involve slicing, fixing and staining of the gels, these images depict

the unperturbed states of the live MEC and RMF in vitro. Thus the

images were used to measure lumen size, acini size (Figure 1B) and

to estimate the shape, characterizing cells on a continuum between

spherical (e.g. in Figure 1C) and aspherical (e.g. in Figure 1D).

During the first two weeks of the study, both acini and lumen

sizes increased (Figure 2). In normal MEC, the stromal:epithelial

ratio did not impact acini and lumen sizes; co-cultures were seeded

with 30,000 MCF10A/cm3, and as the seed concentration of

RMF was increased from 30,000 RMF/cm3 to 90,000 RMF/cm3,

no significant difference was seen in acini sizes (Student’s t-test, p-

value = 0.43) or lumen sizes (Student’s t-test, p-value = 0.71) at

week 2. However, the size of pre-malignant MEC acini varied in

association with stromal content. In co-cultures seeded with

30,000 MCF10DCIS.com/cm3, as the seed concentration of RMF

was increased from 30,000 RMF/cm3 to 90,000 RMF/cm3,

statistically significant differences were seen in acini size (Student’s

t-test, p-value ,0.05) and lumen size (Student’s t-test, p-value

,0.05) at week 2. In addition, comparing MCF10A to

MCF10DCIS acini at week 2, MCF10DCIS.com:RMF co-

cultures showed significantly larger acini and lumen sizes across

the same seed concentrations (Student’s t-test, p-value ,0.005).

The stimulatory effect of increased fibroblast concentration on

pre-malignant MCF10DCIS.com suggests unique molecular and/

or mechanical interactions that stimulate abnormal growth that

are not observed in the MCF10A cells.

In addition to changes in acini and lumen sizes, MCF10DCIS.-

com cells also responded to co-culture with increasingly aspherical

structures. Since asphericity is a size-independent metric, as

expected, no significant correlation was found between asphericity

and acini or lumen sizes in both MCF10A and MCF10DCIS.com

cultures. Figure 3 shows the asphericity of the rendered acini in

monocultures of MCF10A, MCF10DCIS.com, and co-cultures of

these cells with increasing concentrations of RMF (30,000 RMF/

cm3 to 90,000 RMF/cm3). Again, in normal cells at week 2,

fibroblasts did not affect asphericity; monoculture seeded with

30,000 MCF10A/cm3 and co-cultures seeded with 30,000

MCF10A/cm3 had similar asphericity values. In contrast, at week

2, the MCF10DCIS.com:RMF co-cultures seeded with 30,000

MCF10DCIS/cm3 had significantly increased asphericity relative

to monocultures (Student’s t-test, p-value ,0.005). Thus, acini

formed by pre-malignant MCF10DCIS.com cells in the presence

of RMF undergo a higher degree of shape difference than do acini

formed by normal MCF10A cells. The observed higher asphericity

values in MCF10DCIS.com acini compared to MCF10A acini in

presence of RMF highlights the role of fibroblasts in varying the

morphology of the acini.

In summary, these observations show that fibroblasts differen-

tially modulate the shape and size of acini comprised of pre-

malignant and normal MEC.

Discussion

The application of OCT to 3D co-cultures of MEC and RMF

provided excellent visualization of acinar development over time

and recapitulation of in vivo morphologies. Acini formed by

MCF10A cells in 3D co-cultures were found to be comparable

in size to freshly explanted acini previously reported [30].

Observations of increased acini size, lumen size, and asphericity

in pre-malignant MCF10DCIS.com co-cultures compared to

normal MCF10A co-cultures, and the distinct influence of

fibroblast concentration on these phenotypes, suggest that changes

over time in stromal-epithelial interactions in 3D co-culture

models can be detected using OCT. Interestingly, while acini

morphogenesis in DCIS in vivo is typically envisioned as progres-

sive invasion into the lumen by the proliferating carcinoma cells

[6], our non-invasive study of live 3D co-cultures revealed no such

invasion of MCF10DCIS.com into the luminal spaces. However,

the formation of luminal space was expected based on in vivo

studies, as the MCF10DCIS.com cells are comedo-type DCIS

[37]. This reinforces the advantage of using OCT to non-

invasively and longitudinally probe the same live co-cultures;

traditional techniques require slicing, fixing and staining of repeat

co-cultures at each time point, which can perturb the natural state

and architecture of the organoids. A previous 3D tissue study in

MEC monocultures has identified four distinct breast cell line

colony morphologies: round, mass, grape-like and stellate [13]. In

that study, MCF10A acini are identified as round. A compara-

tively gentle treatment of the 3D cultures may account for the

ability of this system to detect morphology reflective of the unique

in vivo characteristics of comedo-type DCIS. The ability to

regularly probe the same samples longitudinally also avoids

problems associated with sample-to-sample variability. In addition,

OCT enabled rapid collection of volumetric data with a scan time

of 90 seconds per culture, which, at the time of the study, was

limited by software and has recently been sped to 4 seconds per

culture.

Previous research has highlighted differences between mechan-

ical stromal-epithelial interactions (MEC and fibroblasts in

physical contact), and chemical stromal-epithelial interactions

(MEC and fibroblasts separated by a barrier allowing passage of

soluble signals) [9]. Our results further indicated a difference in

stromal-epithelial interactions between fibroblasts and normal or

pre-malignant MEC, as evidenced by pronounced differences in

morphological features. A number of previous studies have

demonstrated that co-cultures with DCIS cells can provide

interesting insights regarding signaling and phenotypes of malig-

nant progression [38]. Indeed, our co-cultures mirrored many of

the phenotypes previously observed in mammary epithelial

monocultures [12,39], while also providing fibroblast-dependent

morphological change over time in the same samples. The ability

to study phenotypes over time offers the opportunity to study the

molecular switches that may regulate or be regulated by the

mechanical changes in 3D co-cultures. Only studies of perturba-

tions induced over time will be able to distinguish cause and effect

for key molecular effectors such as HGF (hepatocyte growth

factor)-signaling [38]. In such studies, the variation of matrix
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stiffness can be achieved by varying the collagen I concentration in

the Matrigel:collagen I mixture [34,40]. Our current study in a

well-characterized, progressive 3D co-culture series, establishes

OCT as a convenient platform for such future studies.

Future studies would also benefit from merging longitudinal

evaluation of morphology with studies of RNA and protein

expression from whole genome microarrays performed using a

bioinformatics approach [9]. Previous work by Kenny, et al,

Figure 2. Acini and lumen size. Comparison of MCF10A:RMF co-cultures with MCF10DCIS.com:RMF co-cultures shows significantly larger acini
and lumen sizes (Student’s t-test, p-value ,0.005) at week 2. In MCF10DCIS.com:RMF co-cultures, acini and lumen size are also observed to be highly
modulated by the ratio of fibroblasts.
doi:10.1371/journal.pone.0049148.g002

Figure 3. Asphericity of acini. The minimum asphericity value of 1 indicates a perfect sphere, while less spherical acini have higher asphericity
values. Acini comprised of MCF10DCIS.com cells are seen to become increasingly aspherical in the presence of fibroblasts.
doi:10.1371/journal.pone.0049148.g003
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correlated four distinct morphologies of MEC colonies (round,

mass, grape-like, and stellate) with gene expression [13], although

no data is yet available to show time- or co-cultured fibroblast-

dependent morphological changes. Morphological characteristics

are likely parallel to molecular phenotypic changes, and an

imaging-based biomarker of shifts in molecular phenotype could

allow advances in our understanding of the physical and

mechanical regulation of molecular signaling. For example,

previous xenograft studies have shown that MCF10DCIS.com

cells are more invasive than MCF10A cells, and are enriched for

expression of lymphangiogenesis markers [41]. These xenografts

highlight that the breast cancer microenvironment is comprised of

many cell types, and while the fibroblast is a highly abundant

stromal cell type, there are many other possible contributors and

mediators of the complex paracrine communication in breast

tissue. However, the simplified 3D model of MEC and fibroblasts

mirrors xenografts in its ability to track acini growth and

asphericity, and therefore may be an in vitro approach to studying

invasive potential.

We also note that the association between premalignant cells

and high asphericity observed in this study may be related to

previous studies establishing a connection between tissue structural

complexity (in a mathematical sense, such as fractal dimension)

and various cancers [42–44]. While asphericity is not a measure of

complexity per se, acini with a high fractal dimension would be

expected to have a high asphericity. Tying the efforts reported

here in engineered tissues with OCT imaging and morphological

analysis of real breast cancer tissues [22,23,26,27] may lead to new

mechanistic insight, and may also translate to clinical OCT

imaging efforts, such as those in surgical guidance during breast

cancer surgery [21].

Supporting Information

Figure S1 Schematic diagram of the OCT system. The

ultrahigh resolution SD-OCT system is comprised of a Ti:Sap-

phire laser, a Michelson interferometer, and a high speed

spectrometer (details in text). FS: fiber to free-space coupler, SF:

free-space to fiber coupler.

(TIF)

Figure S2 Representative OCT x-z images of 3D human
mammary tissue cultures at week 2. As indicated, the seed

concentration of MEC is increasing from top to bottom, and the

seed concentration of RMF is increasing from left to right.

(TIF)

Figure S3 Representative OCT x-z images of 3D human
mammary tissue cultures at week 4. As indicated, the seed

concentration of MEC is increasing from top to bottom, and the

seed concentration of RMF is increasing from left to right.

(TIF)

Figure S4 Acini size analysis. Histogram of average acini

sizes (in mm2) in each gel formed by the normal and pre-malignant

MECs, based on the OCT images acquired weekly for 4 weeks.

Error bars indicate the standard error of the measured values.

(TIF)

Figure S5 Number of MCF10A and MCF10DCIS.com
cells in acini with increasing fibroblasts. Lack of

proliferation between week 2 and week 3 is evident from the

decrease in number of MEC per acinus.

(TIF)

Table S1 Number of acini in 3D cultures at week 4. Acini

count in an approximate gel volume of 4.5 mm3 at week 4 for

monocultures of MCF10A and MCF10DCIS.com, and co-

cultures of MCF10A:RMF and MCF10DCIS.com:RMF.

(DOC)

File S1 Supplementary
(DOC)
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