Design and Characterization of a Microfabricated Hydrogen Clearance Blood Flow Sensor

Lindsay R. Walton\textsuperscript{a}, Martin A. Edwards\textsuperscript{a,1}, Gregory S. McCarty\textsuperscript{b}, and R. Mark Wightman\textsuperscript{a,c}

Lindsay R. Walton: waltonlr@email.unc.edu; Martin A. Edwards: martin.edwards@utah.edu; Gregory S. McCarty: gsmccart@ncsu.edu; R. Mark Wightman: rmw@unc.edu

\textsuperscript{a}Department of Chemistry, University of North Carolina at Chapel Hill, Chapel Hill, NC, USA

\textsuperscript{b}Department of Chemistry, North Carolina State University, Raleigh, NC, USA

\textsuperscript{c}Neuroscience Center, University of North Carolina at Chapel Hill, Chapel Hill, NC, USA

Abstract

**Background**—Modern cerebral blood flow (CBF) detection favors the use of either optical technologies that are limited to cortical brain regions, or expensive magnetic resonance. Decades ago, inhalation gas clearance was the choice method of quantifying CBF, but this suffered from poor temporal resolution. Electrolytic H\textsubscript{2} clearance (EHC) generates and collects gas in situ at an electrode pair, which improves temporal resolution, but the probe size has prohibited meaningful subcortical use.

**New Method**—We microfabricated EHC electrodes to an order of magnitude smaller than those existing, on the scale of 100 µm, to permit use deep within the brain.

**Results**—Novel EHC probes were fabricated. The devices offered exceptional signal-to-noise, achieved high collection efficiencies (40 – 50\%) in vitro, and agreed with theoretical modeling. An in vitro chemical reaction model was used to confirm that our devices detected flow rates higher than those expected physiologically. Computational modeling that incorporated realistic noise levels demonstrated devices would be sensitive to physiological CBF rates.

**Comparison with Existing Method**—The reduced size of our arrays makes them suitable for subcortical EHC measurements, as opposed to the larger, existing EHC electrodes that would cause substantial tissue damage. Our array can collect multiple CBF measurements per minute, and can thus resolve physiological changes occurring on a shorter timescale than existing gas clearance measurements.

**Conclusion**—We present and characterize microfabricated EHC electrodes and an accompanying theoretical model to interpret acquired data. Microfabrication allows for the high-
throughput production of reproducible devices that are capable of monitoring deep brain CBF with sub-minute resolution.
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1. INTRODUCTION

Cerebral blood flow (CBF) increases in activated brain regions to deliver energy in the forms of glucose and O$_2$ – a phenomenon known as functional hyperemia.$^{1-3}$ This increase also serves to maintain non-cytotoxic levels of metabolic products and conserve physiological pH following neuronal activity. Disease states such as ischemia can dysregulate hyperemia and generate or perpetuate brain damage, as neurons become both deprived of energy substrates and exposed to toxic levels of neurotransmitters and metabolic products.$^{2-4}$ Beneath the cerebral cortex, densely packed capillaries fine-tune CBF activity to maintain homeostasis.$^{1,3}$ A broad literature exists studying cortical CBF$^5-7$, but studying microvasculature control in the deep brain can provide new insight into pathologies hallmarked by CBF dysregulation, as well as flow activity in the behaving brain.

Numerous techniques have been used to measure CBF, including optical methods and tracer clearance approaches.$^{8-12}$ Laser Doppler flowmetry and laser speckle imaging are the most popular optical techniques, but the size of commercially available probes (500 µm or greater in diameter) risks extensive tissue damage to areas below the cortical surface.$^6,8,13$ Clearance techniques, which rely on detecting the transport of an inert tracer to quantify flow, can measure CBF throughout the brain. However, these methods are costly (e.g. magnetic resonance imaging) and/or have a finite number of measurements per animal dictated by the number of unique labels available (e.g. fluorescent tags for microspheres)$^{11,14}$ Sensitivity to motion artifacts further excludes the most commonly used techniques, optical and magnetic resonance imaging, from CBF measurements in behaving subjects. As an increasing number of common anesthetics (e.g. isofluorane) are known to have vasoactive effects$^{15-17}$, development of a technique capable of exploring deep within the brain during conscious activity is highly desired.

Inert gases are attractive clearance tracers in biological subjects, as gas clearance can make an unlimited number of measurements per subject, detect CBF below the cortex, and perform in both anesthetized and freely-moving animals, all while quantifying CBF in ways that correlate highly with values obtained from competing techniques.$^{12,18-23}$ The most affordable clearance gas is H$_2$, introduced through inhalation, injection of H$_2$-saturated saline, or electrolytic generation.$^{21,24,25}$ The lattermost, electrolytic H$_2$ clearance (EHC), generates H$_2$ *in situ* and monitors its clearance to measure blood flow. Using a collector-generator electrode array, inert H$_2$ is generated galvanostatically from endogenous water and reoxidized at a potentiostatic collector electrode. Common biological interferents oxidize at higher potentials than H$_2$, so a low collector potential ensures specificity for *in vivo* use.$^{25}$ Inhalation and injection H$_2$ clearance methods have poor temporal resolution, as gas takes minutes to permeate through tissues and saturate the brain for a single measurement.$^{23,26}$
whereas EHC generates gas locally and reduces saturation time to seconds.\textsuperscript{24, 27} However, existing EHC electrodes are a millimeter or larger in diameter, too large for anything other than superficial CBF measurements.\textsuperscript{20, 24, 27} Despite its superior temporal resolution, EHC has not been used for CBF detection in subcortical, freely-moving experiments due to the technical limitations of probe size.

In this paper we use photolithography to fabricate a platinum electrode array capable of EHC that is an order of magnitude smaller than previous sensors.\textsuperscript{24, 27} Micron-scale dimensions improve spatial resolution and allow for sub-surface CBF measuring with minimal tissue damage. Microfabricated EHC fulfills the need for a tool capable of measuring CBF in the deep brain on a more physiological timescale than existing gas clearance methods, with the crucial benefit of applicability during freely-behaving experiments. Here, we characterize our EHC array, assess its suitability as a blood flow sensor, and present a theoretical framework for analyzing the data it produces.

2. EXPERIMENTAL

2.1. Chemicals and Solutions

Chemicals were received from Sigma Aldrich (St. Louis, MO) unless otherwise noted. Phosphate buffered saline (PBS, 140 mM NaCl, 3 mM KCl, 10 mM NaH$_2$PO$_4$) was diluted from a 10× stock and adjusted to pH = 7.4 with 5 M NaOH on the day of use. Hexaamineruthenium (III) trichloride (RuHex) was dissolved in 0.1 M KCl. McIlvaine buffers were made on the day of use from 0.1 M citric acid and 0.2 M K$_2$HPO$_4$, according to the pH value desired. DL-Noradrenaline hydrochloride (norepinephrine, NE) was added to buffer immediately prior to collecting rate data. All solutions were at 25 °C.

2.2. Platinum Electrode Array Fabrication

Platinum EHC arrays (Figure 1A) were fabricated using instruments at both the North Carolina State University Nanofabrication Facility (NNF) and the Chapel Hill Analytical and Nanofabrication Laboratory (CHANL) at UNC Chapel Hill. The process used was similar to arrays that we previously reported.\textsuperscript{28} Silicon wafers (University Wafer, Inc., Boston MA) were insulated with silicon nitride (3000 Å) using low-pressure chemical vapor deposition (LPCVD). Photolithography was performed using a negative tone photoresist (NFR 016 D2, JSR Corp., Tokyo, Japan) following dynamic application of hexamethyldisilazane (HMDS) as an adhesion promoter to obtain a thickness of approximately 3.7 µm. After exposure and development of the photoresist, the nitride was dry-etched using reactive ion etching (RIE) to pattern trenches of approximately 600 Å. Titanium metal was evaporated over the entire wafer (200 Å) to aid adhesion between the LPCVD nitride and subsequently evaporated platinum (400 Å). Lift-off was achieved with acetone, followed by a standard RCA-1 clean.

The arrays were insulated with silicon nitride (3000 Å) using plasma-enhanced chemical vapor deposition (PECVD). Photolithography using HMDS followed by S1813 positive tone photoresist (Shipley, Marlborough, MA) isolated areas of electrical exposure. The PECVD nitride was dry-etched through to the LPCVD nitride. A thick (>10 µm), protective layer of
positive photoresist (AZ 4620, Shipley) was spun atop the wafer. Each wafer totaled 81 individual devices with different array dimensions, 26 of which were the geometry described in this paper. Devices were ultimately isolated using a dicing saw. Electrical connections to contact pads were made manually under a microscope using stainless steel wire and silver epoxy (MG Chemicals, Canada). Platinum devices were cleaned via voltammetric cycling in 0.5 M H₂SO₄ and were excluded from the study if the steady state current measured by slow-scan voltammetry in quiescent RuHex solution was not in agreement with that predicted by theory (finite element simulations). Platinum black coatings were applied to 3 devices, as previously described²⁹, to increase electrochemically active surface area. Carbon arrays used for cyclization experiments were previously fabricated in the laboratory and had the same dimensions as the platinum devices used in this paper.²⁸

2.3. Data Acquisition

Custom hardware was assembled (UNC Chemistry Electronics Shop, Chapel Hill, NC) for galvanostatic control of the generator electrode. Voltammetry data was collected with a Chem-Clamp potentiostat (Dagan Corporation, Minneapolis, MN) and filtered at 100 Hz. Carbon disk measurements were made using an EI-400 potentiostat (Ensman Instruments, Bloomington, IN). All data were acquired using custom, locally written LabVIEW (National Instruments, Austin, TX) programs with 60 Hz collection frequency. A Ag/AgCl wire reference was used and potentials reported herein are relative to this electrode. Galvanostatic generation was used to ensure consistent H₂ production regardless of electrode fouling or surface changes that could affect the voltage response. Generator currents were −100 nA unless otherwise noted. The collector potential was held at +0.25 V. Between each galvanostatic pulse, the collector electrode was cycled briefly (2–4 s, 20 V s⁻¹, from −0.5 V to +1.0 V) to maintain platinum surface integrity and collector current reproducibility.

2.4. Norepinephrine Cyclization Experiments

The rate of the cyclization of NE-orthoquinone (the oxidation product of NE) to leuco-noradrenochrome was used to assess the suitability of the devices for detecting flow rates, using an experimental paradigm akin to that used in clearance data. Electrode arrays of identical geometry to the platinum electrode array, but with carbon electrodes, were used. The collector was held at 0.0 V, and the generator used 10 s, +100 nA pulses to oxidize NE to NE-orthoquinone. Data were acquired in McIlvaine buffers of varying pH (7.40 – 8.05) before and after the addition of 100 µM NE.

The rate of cyclization in solutions of the same pH range was independently measured using potential step chronoamperometry at a glassy carbon disk (r = 1.5 mm) collected at 60 Hz. The electrode was polished for 30 s with a 0.05 µm alumina slurry, rinsed with methanol and deionized H₂O, and sonicated for 1 minute between each data collection to maintain consistency.³⁰ Rates of cyclization for each pH were calculated as previously described.³¹

2.5. Modeling

Finite element modeling was used to calculate the spatially varying H₂ concentration over time. At time T = 0 the current at the generator was stepped from zero, i.e., no electrochemical reaction occurring, to a cathodic current, iₘₐₜ (taken to be negative in the
following discussion), achieving the reduction reaction in Equation 1. At time $T^*$, the current returns to zero.

$$2H^+ + 2e^- \rightarrow H_2 \quad (1)$$

The initial concentration of $H_2$ was taken to be zero throughout the simulation domain. Mass transport was described by the time-dependent version of the reaction-diffusion Equation 2, which is solved in the three dimensions; $X$, $Y$ and $Z$.

$$\frac{\partial C}{\partial T} = D \nabla^2 C - KC \quad (2)$$

$C$ represents the concentration of $H_2$, $D = 5 \times 10^{-5}$ cm$^2$s$^{-1}$ its diffusion coefficient$^{32}$, $T$ the time (s), and $K$ (s$^{-1}$) the first order rate constant $H_2$ clearance, as proposed by Stosseck et al.$^{24, 25}$

The boundary condition for the generator electrode is

$$D \nabla C \cdot \hat{n} = \frac{i_{\text{gen}}(T)}{2AF} \quad (3)$$

where

$$i_{\text{gen}}(T) = \begin{cases} i_{\text{gen}}^0 & \forall 0 \leq T \leq T^* \\ 0 & \forall T < 0 \text{ and } T > T^* \end{cases} \quad (4)$$

In these equations, $\hat{n}$ is the inward pointing unit normal, $F$ is Faraday’s constant and $A$ is the generator electrode area. The factor of 2 arises from Equation 1 stoichiometry. Uniform surface flux is assumed, as the reaction is kinetically limited within the current range investigated. Implicit in this description is the assumption that all of the current is consumed by the evolution of $H_2$ (Equation 1) and that generated $H_2$ adsorption to the surface is negligible.$^{32}$

The insulating parts of the array are described by

$$\nabla C \cdot \hat{n} = 0 \quad (5)$$

and the exterior of the domain is taken to have zero concentration of $H_2$, that is

$$C = 0 \quad (6)$$

The collector electrode potential is set such that the reverse reaction of Equation 1 occurs at a diffusion-limited rate and is also described by Equation 6 The current at the collector, $i_{\text{coll}}$, is an integral of the flux computed over the surface of the electrode,

$$i_{\text{coll}} = 2D \int \nabla C \cdot \hat{n} \quad (7)$$

where the 2 comes from the stoichiometry in Equation 1.
To reduce the number of degrees of freedom we normalized the equations in time, length and concentration by making the following substitutions

\[
t = \frac{T}{\tau} \quad \text{where} \quad \tau = \frac{a^2}{D} \quad (8)
\]

\[
x = \frac{X}{a} ; y = \frac{Y}{a} ; z = \frac{Z}{a} \quad (9)
\]

\[
c = C/\chi \quad \text{where} \quad \chi = - i_{\text{gen}} \frac{a}{2AFD} \quad (10)
\]

Where \( a \) is a characteristic length from the geometry, which in our case was taken to be the width of the collector electrode. This leads to the normalized version of Equation 2:

\[
\frac{\partial c}{\partial t} = \nabla^2 c - kc \quad (11)
\]

with the normalized rate constant \( k \) defined as

\[
k = K \tau \quad (12)
\]

and a modified set of boundary conditions

\[
\nabla c \cdot \hat{\mathbf{a}}z\mathbf{L} = -1 \quad \forall 0 \leq t \leq t^* \quad (13)
\]

\[
\nabla c \cdot \hat{\mathbf{a}}z\mathbf{L} = 0 \quad \forall t < 0 \text{ and } t > t^* \quad (14)
\]

\[
\nabla c \cdot \hat{\mathbf{a}}z\mathbf{L} = 0 \quad (15)
\]

that are the normalized equivalents of Equations 3, 5, and 6 respectively, applying to the same boundaries in the transformed geometry, and \( t^* = T^*/\tau \). Note, \( \hat{\mathbf{n}} \) is used here to represent the inward pointing unit normal in the transformed coordinates.

The \( i_{\text{coll}} \) in non-normalized coordinates is related to the normalized form, \( I_{\text{coll}} \), by

\[
i_{\text{coll}}(T) = D a \chi \tilde{i}_{\text{coll}}(t) \quad (16)
\]

\[
\tilde{i}_{\text{coll}}(t) = \int \nabla c(t) \cdot \hat{\mathbf{a}}z\mathbf{L}
\]

where the integration is taken over the electrode in the normalized coordinates.
We made the useful observation that Equation 11 displays linearity; that is, if both \( c_1(t) \) and \( c_2(t) \) are linear then \( c_3(t) = d_1 c_1(t) + d_2 c_2(t) \) will also be linear for any values \( d_1 \) and \( d_2 \). This property arises from the first order clearance rate description and is not true for general clearance expressions. We also observe that Equation 11 is time invariant, meaning \( c_d(t) = c_f(t + t_0) \) is also a solution for any value of \( t_0 \).

If we define \( c_{\infty}(t) \) as the solution for an infinitely long current pulse, initiated at \( t = 0 \), then we can derive the solution for a pulse of duration \( t^* \), also initiated at \( t = 0 \), is described by

\[
\begin{align*}
  c_{t^*}(t) &= c_{\infty}(t) - c_{\infty}(t - t^*)
\end{align*}
\]  

(17)

Equation 11 is satisfied by the linearity relation \( (d_1 = 1, \; d_2 = -1) \) and time invariance \( (t_0 = t^*) \). Boundary conditions 14 and 15 are trivially satisfied and 13 is satisfied by the summation of the fluxes, which cancel out for \( t > t^* \). The current is similarly given by

\[
\begin{align*}
  \tilde{E}_{\text{coll}, t^*} (t) &= \tilde{E}_{\text{coll}, \infty} (t) - \tilde{E}_{\text{coll}, \infty} (t - t^*)
\end{align*}
\]  

(18)

Where \( \tilde{E}_{\text{coll}, t} \) and \( \tilde{E}_{\text{coll}, \infty} \) represent the normalized collector current for a current pulse of duration \( t^* \) and infinite length, respectively. Thus we can restrict ourselves to solving these equations for an infinite pulse length, in practice until a (quasi) steady-state behavior is reached, for a range of geometries in the normalized space.

### 2.6. Computational Details

The solution to the equations was calculated using the commercial finite element modeling package COMSOL Multiphysics 4.3a (COMSOL AB) and was performed on the Biomedical Analysis and Simulation Supercomputer (BASS) at UNC Chapel Hill. The equations were discretized using a mesh which was chosen to be finest around the edge of the electrodes where flux is greatest. The mesh was determined to be sufficiently fine when further refinements did not perturb the solution. Similarly, the extent of the domain was made sufficiently large such that it did not affect the derived solution.

### 2.7. Simulated Flow Rate Analysis

Noise (0.02 – 0.4 nA) was added to simulated data at all flow rates, including 0 s\(^{-1}\), in the form of normally distributed, random numbers with a zero mean. This process was repeated 5 times for each noise amplitude to determine the variation of the observed response. When performing analysis, data from 0 – 8 s was disregarded to exclude the generating pulse time and the first second of clearance and analyzed according to Stosseck et al (vide infra). Statistical work was performed in GraphPad Prism 6 (GraphPad Software, San Diego, CA, USA). Student’s \( t \)-tests were used to determine significance, defined as \( P < 0.05 \).

### 3. RESULTS

EHC arrays consisting of two individually addressable platinum electrodes were microfabricated (Figure 1A). The platinum is electrically insulated beneath silicon nitride, with the exception of two pads at the top that connect to either the potentiostat or galvanostat, and a window at the tapered tip that exposes band electrodes where EHC is
performed (Figure 1A, inset). The total probe width at the active electrode window is 100 µm, an order of magnitude smaller than existing EHC probes and more similar to existing microfabricated arrays used in vivo. The electrically insulated region between each electrode is approximately 5 µm wide. We used the two outer bands, each 100 × 20 µm, as the generator and the center electrode, 100 × 10 µm, as the collector. While exchanging the choice of the generator and collector would result in a higher overall collection efficiency (CE), defined as the percentage of the generator current measured at the collector electrode, the smaller generator area decreases the maximum current that could be applied and offers no signal enhancement. Higher current densities risk limiting the electrode lifespan or generating H₂ bubbles.

Of the isolated, diced devices from two separately processed wafers, 42 / 52 (80.8%) were functional, 6 / 52 (11.5%) were excluded (criteria for exclusion vide supra), and 4 / 52 (7.7%) could not have functionality assessed due to human error.

3.1. Characterizing Platinum Arrays

The one-electron reduction of RuHex (III) to RuHex (II) is an outer-sphere redox system with fast electron transfer kinetics that is ideal for characterizing microelectrodes. To validate that the electrodes had been correctly produced, cyclic voltammetry was performed at 5 mV s⁻¹ in degassed 2.5 mM RuHex (III) solutions to obtain steady state currents (iₘₚ). Background subtracted voltammogram currents show excellent agreement with simulation-calculated iₘₚ values (D = 9×10⁻⁶ cm² s⁻¹, Figure 1B, dashed lines).

RuHex (III) reduction at the generator served as a model system to compare experimental clearance curves to those calculated. A current pulse (iₖₑₙ = −100 nA) reduced RuHex (III) to RuHex (II). This current is within the kinetically controlled current regime of a 35 mM solution (iₘₚ = −578.5 nA at the generator) to eliminate the possibility of reducing other species (e.g. O₂). The current at the collector, held at +0.25 V to re-oxidize Ru(II), shows excellent agreement with the response calculated from simulations matching the experimental conditions (Figure 1C).

The theoretical response was calculated with varying pulse durations. Simulations determined that a 10 s generator current pulse was sufficient to reach locally saturated current with an expected 41.3% CE. Experimental results were in good agreement with CEs of 37.4 ± 5.9% (t₁,₂ = 1.478, P > 0.05, Figure 1D). If greater CE were required, coating all electrodes with platinum black was shown to increase electroactive surface area significantly as compared to bare platinum, enhancing experimental CE to 54.8 ± 2.2% (t₁,₂ = 4.804, P = 0.003).

3.2. Hydrogen Generation and Clearance

EHC at bare platinum electrodes was first tested in an acidic solution, 0.5 M H₂SO₄, both because of its ability to clean platinum surfaces and for its availability of free protons. The electrodes were initially cycled between −0.5 and +1.0 V at 20 mV s⁻¹ and verified as clean when the cyclic voltammograms at 20 V s⁻¹ produced the classic peaks indicative of H₂ and O₂ adsorption and desorption (Figure 2A). The pulse time necessary to achieve steady-state
CE could be decreased to 7 s (Figure 2B), as H$_2$ has a larger diffusion coefficient than RuHex.

Table 1 summarizes CE values obtained from EHC experiments in various solutions. Solutions left open to air had 25.2 ± 3.0% CE (n = 5 devices, dashed line, Figure 2B), significantly poorer than theoretical predictions of 43.6% CE ($t_{(2,4)} = 13.71, P = 0.0001, n = 5$). When the solution was degassed, the decrease in O$_2$ was seen in the steady-state cyclic voltammograms as increased area beneath the H$_2$ adsorption-desorption peaks and diminished area beneath those of O$_2$ (Figure 2A). This is consistent with the idea that degassed solutions have less O$_2$ capable of adsorbing to, and thus partially passivating, the active area of a bare platinum surface. The clearance response in degassed acid closely matched that predicted by simulation (black line vs. gray line, Figure 2B) and achieved 34.6 ± 5.9% CE ($t_{(2,3)} = 3.05, P > 0.05, n = 4$). Similarly, in solutions of aerated PBS, no collection current was obtained using $i_{gen} = −100$ nA, and $i_{gen} = −700$ nA pulse yielded only 0.49 ± 0.18% CE ($t_{(2,3)} = 479.0, P < 0.0001, n = 4$). Once degassed, 30.4 ± 7.4% CE could be achieved in PBS using $i_{gen} = −100$ nA ($t_{(2,2)} = 3.09, P > 0.05, n = 3$ devices).
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The decrease in CE is due to an O$_2$-dependent competing reduction that consumes a large fraction of the generator current and produces one or more species that are undetectable amperometrically at +0.25 V. While this is problematic for in vitro studies in air-saturated solutions, O$_2$ concentrations in the deep brain are approximately 5 times lower (~50 µM vs. ~250 µM at pH 7.4, 25°C$^37$), thus it is expected that a majority of the current would go into producing H$_2$ in vivo.$^{38,39}$ It is important to note that the +0.25 V holding potential is sufficiently higher than the reduction potential of O$_2$ itself, in addition to being lower than the oxidation potentials of common biological interferents (e.g. H$_2$O$_2$, ascorbic acid), ensuring that in vivo measurements will be insensitive to fluctuations in these analytes and specific for H$_2$.$^{21,25}$

Another operational problem in vitro was a decrease in CE with consecutive pulses (Figure 2C). Cycling the collector between pulses (20 V s$^{-1}$, 2–4 s, −0.5 to +1.0 V) regained optimal CE and maintained reproducibility. We attribute this passivation to oxygen atom adsorption to the positively-polarized collector surface, which strips off with cycling.$^{40}$

Suggested size: 1 column width.

### 3.3. Modeled Flow

Localized flow, termed microflow, can be determined from clearance curves following the procedures of Stosseck et al.$^{24}$ After reaching saturated values of H$_2$ as assessed by a stable collection current plateau, galvanostatic generation ceases and H$_2$ clearance through diffusion and microflow begins. Note that, as total electroactive array area is 100 µm × 60 µm and the average spacing between blood vessels is ~50 µm, clearance from a H$_2$-saturated tissue volume will incorporate flow from multiple blood vessels.$^{41}$

Previous works have shown that the clearance curve, the monoexponential current decay following the cessation of the generator pulse, provides a more reliable prediction of
microflow than absolute current values achieved at saturation. Current during clearance is expected to obey the following relation from Stosseck et al.

\[
\ln \left( \frac{i_0}{i_F} \right) = Kt + b \quad (19)
\]

where \(i_0\) (nA) and \(i_F\) (nA) represent clearance currents in the absence and presence of flow, respectively, \(K\) (s\(^{-1}\)) is the microflow included in our model as a first-order rate (Equation 2), and \(b\) a constant deviation function. For convenience, we take \(t = 0\) in Equation 19 to be the time when the generator pulse ends. Note, inhalation clearance experiments using millimeter-scale electrodes have reported polyexponential clearance rates because diffusion between grey and white matters differ, but our probe is small enough that we expect to avoid this issue.

Modeled clearance data were analyzed according to Equation 19 and plotted as \(\ln(i_0/i_F)\) vs. \(t\) (Figure 3A). The first second of clearance data was disregarded as the current ratio was constant, \(-1\), and contains no microflow information. The linear regressions were fit to the data from \(t = 1\)–\(8\) s (Figure 3A) to obtain \(K\) values as slopes, making the time of one full CBF measurement total \(-15\) s and vastly improving temporal resolution compared to the multiple minutes per measurement seen in inhalation \(H_2\) clearance. Ideally, these slope values would match the microflow rates input into the simulations, but fitting the data during this time range overestimates the input rates by \(-15\%\), seen as a deviation from unity of the slope comparing the input microflow rates to those obtained from the slope fit (Figure 3B). This deviation highlights the importance of theoretical validation and indicates that the assumptions within Equation 19 are not strictly true, especially for shorter times. We conjecture that this deviation arises due to the strong concentration gradients between the two electrodes, which are an order of magnitude closer than those originally used. Fitting clearance data to longer time lengths decreases the magnitude of microflow overestimation, however it lowers temporal resolution. Since the relationship between the theoretically predicted and actual flows is linear, actual microflow can be calculated using a conversion factor obtained from simulations that match experimental parameters. This clearance protocol and analysis outline was optimized to establish balance between temporal resolution and flow rate accuracy for our specific geometry. Different protocols can be used with similar analysis to achieve desired metrics.

As the \(\ln\) ratio used in this simple EHC data analysis exaggerates differences in current, one must also consider the magnitude of these differences and the impact of noise on their calculation. Randomly generated Gaussian noise was added to the simulated currents and the data were reanalyzed according to Equation 19 (Figure 3C). Simulations were calculated with \(-60\) Hz time resolution to match experimental protocol. As expected, data analyzed with greater noise gave less reliable microflow values (Figure 3D). However, with experimentally achievable low noise levels (<0.05 nA in this case), calculated microflows show close agreement with expected values. The exact noise amplitude that ensures accuracy is a function of the array geometry and acquisition protocol (data not shown). In conclusion, finite element modeling faithfully reproduces the experimental phenomena and
can be used to optimize and assess the suitability of novel geometries, quantify the robustness to noise, and calculate calibration factors.
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### 3.4. Detecting “Flow” with Microarrays

A first-order chemical reaction was used as an *in vitro* model amenable to use with our arrays, as clearance currents exhibit first-order exponential decay. The conversion of NE-orthoquinone, the oxidized product of NE, to its cyclized form, leuco-noradrenochrome, was chosen, as the products are voltammetrically distinguishable and the reaction rate has been characterized. The rate of $0.98 \pm 0.52 \text{ s}^{-1}$ at pH 7.40 can be slowed by increasing the pH, necessary to better mimic the microflow rates expected for *in vivo* EHC (i.e. 0.005–0.030 s$^{-1}$).

We initially assessed the cyclization rate at a range of pH values by stepping the potential at a polished glassy carbon electrode from $-0.4 \text{ V}$ to $+0.5 \text{ V}$. The current-time response for each pH value was analyzed according to the time-dependent equation for an ECE process. The cyclization rates obtained were plotted against their corresponding pH values to verify the expected linear relationship (Figure 4A, $R^2 = 0.79$). Calculated rates were between $0.37 \text{ s}^{-1}$ at pH 8.13 and $0.70 \text{ s}^{-1}$ at pH 7.40.

Carbon pyrolyzed photoresist film (PPF) collector-generator arrays were used to monitor the cyclization rate because their surfaces can be stripped of the cyclized product, known to foul electrodes, by scanning to high voltages. Electrodes were assessed using cyclic voltammetry in solutions of 100 µM NE (Figure 4B). With 50 mV s$^{-1}$ scan rates, NE is oxidized and reaches a diffusion-limited plateau at $-0.1 \text{ V}$. No reduction peak is observed on the reverse scan as there is sufficient time for the NE-orthoquinone to diffuse away. At 500 mV s$^{-1}$, two reduction peaks are observed relating to NE-orthoquinone (Peak 1) and its cyclized form (leuco-noradrenochrome, Peak 2).

For clearance measurements, generator electrodes oxidized NE ($i_{gen} = +100 \text{ nA}$, 10 s) while the collector held 0.0 V; a potential sufficient to detect NE, but not the cyclized product (Figure 4B). In buffer, negligible changes to the collector current were detected ($-0.04 \pm 0.02 \text{ nA}$), confirming collection currents as being solely NE-orthoquinone. The 50 mV s$^{-1}$ voltammogram $i_{ss}$ shows that the complete oxidation of NE to NE-orthoquinone will consume 2–3 nA, thus we can be confident that the same diffusion-limited quantity is generated in all experiments. Voltage at the generator greatly exceeded that required to completely oxidize NE in our solutions (Figure 4C).

In solutions within the pH range studied, a non-zero $i_{ss}$ was achieved within 5 s ($-0.54 \pm 0.05 \text{ nA}$, $-0.74 \pm 0.08 \text{ nA}$, $-1.00 \pm 0.13 \text{ nA}$, for pH 7.62, 7.83, 8.05, respectively), indicating that a portion of the oxidized product was not cyclized (Figure 4D). Higher collector currents at higher pH values are consistent with cyclization rates slowing under increasingly basic conditions. It is impossible to slow the reaction rate to zero to perform a $\ln(i/i_0)$ analysis, however, the variation in current indicates the ability of the array to sense reduced NE-orthoquinone before an intracyclization process that occurs at rates between...
0.37 – 0.70 s\(^{-1}\). This experimental demonstration coupled with the previous theoretical results demonstrate the feasibility of performing measurements over a wide range of microflow rates, including those expected for CBF.

An important observation from these data is that the noise in the current collector is 0.02 ± 0.009 nA, below the 0.05 nA maximum noise for accurate determination of CBF (vide supra). This justifies the previously made assertion that we may use these devices to measure CBF. We conclude that our chosen geometry is capable of discerning microflow for rates at least as low as 0.005 s\(^{-1}\) and as high as 0.70 s\(^{-1}\), which is well above what is to be expected in vivo.
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4. CONCLUSIONS

We report microfabricated EHC electrodes that are capable of detecting and reliably quantifying changes in CBF expected in vivo.Finite element modeling accurately reproduces the experimental current and allows us to calculate calibration factors, quantify the effect of noise, and choose optimized geometries and protocols. Microfabrication, which allows batch fabrication of implantable sensors in reproducible yields of >80%, enables EHC arrays to be a more affordable alternative to existing CBF detection techniques. These devices have high temporal and spatial resolution, and implanting an electrode ensures its insensitivity to subject motion. These advantages over both traditional EHC sensors and other CBF measuring techniques importantly present opportunities for future experiments where in vivo CBF quantification can take place in freely-moving subjects beneath the cortex.
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Highlights

- An electrolytic hydrogen clearance sensor is microfabricated and characterized.
- Micron-scale dimensions enhance the technique’s temporal and spatial resolution.
- Computational modeling anticipates deviations from ideal sensor performance.
- Sensors are sensitive to physiologically expected cerebral blood flow rates.
- Low-noise systems improve accuracy and electrode cycling ensures reproducibility.
Figure 1.
Microfabricated platinum arrays are characterized by voltammetry and amperometry. (A) Model (to scale) of the full device shows two separately addressed, 100 µm long electrodes (inset: micrograph) selectively exposed at the tip. Inset color key: Purple is exposed silicon, green is silicon nitride, grey is insulated platinum beneath the nitride and white is bare platinum. (B) Cyclic voltammogram (5 mV s⁻¹) in degassed solution containing 2.5 mM RuHex and 0.1 M KCl. Theoretical steady state currents, indicated as dashed lines, were used to confirm active electrode surface areas. (C) Clearance curves obtained from
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generating RuHex (II) (35 mM) in the period indicated by the grey bar, and collecting RuHex (III). Outer electrodes used −100 nA pulses to reduce RuHex (III). The inner electrode, held at +0.25 V, detects RuHex (II) oxidation as faradaic current. Experimental RuHex clearance shows excellent agreement with simulations of the same system. (D) The collection efficiencies, taken at the plateau current, significantly increases when all electrodes are electroplated in platinum black (Student's t-test: t_{(2,6)} = 4.804, P = 0.003).
Figure 2.
O₂ reduction reactions compete with EHC in 0.5 M H₂SO₄ at bare Pt electrodes. (A) Steady-state cyclic voltammograms (inner electrode shown, 20 V s⁻¹) indicate augmented H₂-adsorption peaks at a platinum surface in degassed acid versus air-saturated acid. In degassed solution, the decreased area beneath the O₂ adsorption-desorption peaks also presents with a potential shift of the cathodic peak, indicative of fewer oxides present at the surface. (B) EHC curves in 0.5 M H₂SO₄ indicate that CE decreases in air-saturated solutions, but can be restored to theoretical levels after N₂ bubbling. (C) Even EHC in
degassed H$_2$SO$_4$ is subject to CE deterioration between subsequent pulses. Cycling the collector between pulses recovers CE (clearance curve indicated by dotted arrow) and ensures a maximized, consistent response. Generator pulses used were ~100 nA. Collector potentials were held at +0.25 V.
Figure 3.
Computer modeling using COMSOL predicted experimental inaccuracies. (A) Simulated clearance curves for a range of physiologically expected flow rates were calculated and plotted following analysis with Equation 19. Time = 0 indicates the cessation of the generating pulse. The first second of clearance (shaded box) is excluded from the linear regression fit. (B) The linear fit slopes from plot A were compared to the actual rates used in the model. The calculated fits overestimated the true rate, but in a highly predictable manner amenable to correction. (C) The data from A with added Gaussian noise (0.02 nA). (D) Linear fits from C data with greater noise amplitudes can be less accurate at predicting the true microflow values. N = 4 replicates per noise value, per flow. Error bars ± S.D.
Figure 4.
The intracyclization rate of NE-orthoquinone was used to model a first order reaction decay in lieu of perfusion experiments. (A) The rate of the reaction was determined in solutions of varying pH using potential-step amperometry at a glassy carbon disk electrode (n = 4 replicates). (B) Cyclic voltammetry performed in 100 µM NE solutions was used to select a collector potential, \( V_{\text{Collector}} = 0.0 \text{ V} \), to detect Peak 1, NE, and exclude faradaic currents from Peak 2, leuco-noradrenochrome. (C) Representative voltage vs. time traces at the generator electrode producing a 10 s, +100 nA pulse. NE oxidation significantly raised the voltages necessary to produce a generating pulse against buffer alone (1.59 ± 0.002 from Walton et al. Page 21 J Neurosci Methods. Author manuscript; available in PMC 2017 July 15.
1.45 ± 0.01 V, $t_{(2,4)} = 9.262, P = 0.0008$). (D) Representative current vs. time plots with the collector held at 0.0 V during a 10 s, +100 nA pulse. In solutions with NE, the collector was capable of detecting Peak 1 from B across all pH values tested (n = 11 replicates). Grey bars indicate pulse time.
TABLE 1

EHC collection efficiencies measured at bare platinum arrays using the center electrode as the collector and two outer bands as generators. Collection efficiency reported at the end of a 7 s generation of H₂.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Pulse Amplitude (nA)</th>
<th>Collection Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modeled Prediction</td>
<td>−100</td>
<td>43.6</td>
</tr>
<tr>
<td>Aerated H₂SO₄</td>
<td>−100</td>
<td>25.2 ± 3.0 ***</td>
</tr>
<tr>
<td>Degassed H₂SO₄</td>
<td>−100</td>
<td>34.6 ± 5.9</td>
</tr>
<tr>
<td></td>
<td>−100</td>
<td>n/a</td>
</tr>
<tr>
<td>Aerated PBS</td>
<td>−700</td>
<td>0.49 ± 0.18 ****</td>
</tr>
<tr>
<td>Degassed PBS</td>
<td>−100</td>
<td>30.4 ± 7.4</td>
</tr>
</tbody>
</table>

*a* Presented as averages ± S.D. Significance calculated using Student’s t-test and Welch’s correction against theoretical values: ***P < 0.001, ****P < 0.0001.

*b* Generating current used was insufficient to produce a collector response above baseline.