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Abstract: 
This paper explores the reasons behind gender bias and the skewed sex-ratio in India by looking at gender based family planning. Current literature suggests that regional factors, education, and age of mother are major factors—among others—that highly influence whether or not a family will have gender bias (towards boys). The question is approached by specifying a gender-based family planning based on Gary Becker’s demand for children model, but I have split demand for children into demand for male and female children. In this altered model, male and female children are competing commodities that require separate demand equations. Statistical tests show that the most important variables in the separate demand equations for male and female children are actually the same: age, region, education, wealth, religion, place of residency, and time of residency.  All of these results are corrected using instrumental variable regression (IV) because the variable heard family messages is potentially endogenous. A multinomial logit model also shows that strong male preference probably is a bigger cause for skewed sex ratios than weak male preference, even though the latter is more common. This paper is the first one to see if heard family planning messages has a differing effect on the demand for male and female children, and multinomial logit results show that heard family planning message also decreases both weak and strong male preference. 
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I. Introduction
	It is no secret that India faces a long road towards female rights and empowerment that exists outside of ink and paper. Low female literacy rates, child marriage, and female trafficking are just a few problems India face. However, one of the most truly shocking problems India faces is its “missing women”. The value of a daughter is so low compared to that of a son that many families have resorted to sex-selection abortion to achieve their ideal children gender composition. Since the early 1990s, it has been relatively cheap to find out the gender of a fetus and abort accordingly, despite this practice being illegal (Arnold, Kishor, & Roy, 2002). The result is an unnaturally skewed male to female ratio in young cohorts. This is in fact nothing new; sex-selection abortion followed by highly skewed sex ratios at birth have also been documented in other Asian countries such Hong Kong, Taiwan, China, and South Korea where the pertinent medical technologies arrived earlier (Bhaskar, 2011). It is estimated that half a million girls are selectively aborted every year in India alone (Robitaille, & Chatterjee, 2013). 
	Why would this matter? Of course there is the moral horror that girls would be so selectively killed by their own parents. But would a sex ratio heavily skewed towards males necessarily be a problem? The simple answer is yes—the problems can be huge on a domestic and even international scale. It is estimated that within the next ten years, when current cohorts come to marriageable age, there will be roughly thirty-two million young men in excess in the marriage market in India (Robitaille, & Chatterjee, 2013). “Excess in marriage market” does not mean bachelors, it means men who want to get married and cannot find partners. It is important to remember that in Indian society, marriage is an integral part of being a full member of society for men just like it is for women ("Seven Brothers; India's Skewed Sex Ratio.", 2014). Essentially, if a man is not married his worth is lessened in society’s eyes because of his inability to find a bride and thus lacking the social connections in society to be a full member. Therefore these “excess men” will be from the poorest stratum of society since their female peers will have married up, leaving the men largely jobless and untethered. In short, India will see a footloose population of frustrated, poor, young men that is more than the boys under 20 in Germany, France, and Britain combined (Paganini, 2010). These men will likely find themselves in gangs, dissident groups, and an (overlarge) army, which all point to problems for the future (Hudson, & Den Boer, 2002). Since a highly skewed sex-ratio can clearly be a problem, in this paper I will explore the underlying reasons for the skewed ratio. It is a fundamental question: why do families in India consistently want to have boys more than girls? 
	To answer this question, there have been papers written across disciplines since the 1980s. One of the biggest concepts at the time was that regional variation was defined in broad cultural lines by the wheat eating North and the rice eating South. The agriculture theory stated that societies that grew wheat and rice are structured differently because of the different requirements of the respective major crop. Besides agricultural, there were also many theories differentiating North and South based on linguistic and cultural practices. In later papers, mother’s educational achievement has shown to be consistently correlated with decreased male preference. Robitaille and Chaterjee’s 2013 working paper also provides important evidence that supports the fact that generational differences might have a significant impact on male preference. In this paper I will like to add to and confirm the existing literature as well as add heard family planning message—messages that promote small family sizes and are not gender based—as a policy variable to see if heard family planning message has a differential effect on the demand for male versus female children.
	Using data from the 2005-2006 DHS on all women aged fifteen to forty-nine; I use the basic OLS regression, IV regression (with heard family planning message as endogenous explanatory variable), and a multinomial logit regression to explore the pertinent questions. The results show that there are indeed regional differences, but perhaps not as broadly as previously believed. Education does have a significant impact on decreasing male preference. Robitaille and Chaterjee’s (2013) theory on generational differences in male preference is also backed up in the statistical data. Additionally there is an interesting new finding that the Instrumental Variable regression, besides correcting most of the covariates variables’ endogeneity, significantly increases the magnitude of the heard family planning message coefficient. Even more surprisingly, the multinomial logit results show that family planning messages actually decreases male preference, even though the messages are not supposed to target gender based family planning. The reasons for this effect are currently unclear, although the IV regression shows that the effect of family planning messages on decreasing male preference is probably understated in the multinomial logit results due to endogeneity. This would have important policy implications for India and other countries who are trying various ways to improve their skewed-sex ratio. After all, family planning messages are generally thought to be cost-effective and, as this paper shows, highly effective in reducing male preference (Hutchinson et al., 2006).


II. Literature Review
One of the first noticeable patterns seen in male-preference in India was the clear regional divide. Graph A compares sex ratios across countries taken from India’s Census Report based on 2011 provisional results (number of females for every 1000 males). India is definitely below the world average, but the picture is much more dramatic when looking at state-level data on sex-ratio at birth: the northern and western areas of India have highly unnatural sex ratios while the southern and eastern regions have normal ratios. Table I illustrates this point by looking at the differing numbers of male and female children wanted across India’s states and territories (The states are ordered going from Northwest, Central, East, West, and then South India). Table I clearly shows the North and Western states and territories (Punjab, Haryana, Delhi, and Gujarat) desire fewer females than the Eastern (Orissa and West Bengal) and Southern (Andhra Pradesh, Tamil Nadu, and Kerala) states. Several studies starting with the Dyson and Moore’s 1983 paper point to cultural factors such as basic differences in kinship structures as a major cause for regional differences in sex-ratios. Dyson and Moore’s 1983 paper also showed that there was a strong correlation between female status indicators such as female educational attainment, age at first marriage, and marriage fertility rate and sex ratios at birth. There is, however, an important exception to this rule: both Punjab and Haryana simultaneously have some of the highest female literacy rates and age at first marriage in India and yet have the most skewed sex ratios. M.D. Gupta’s 1987 paper addresses this conundrum. She finds that cast is a much bigger determinant of male preference rather than religion when looking at the Jatt cast, which has huge numbers of Sikhs and Hindus (Gupta 1987). Dyson and Moore (1983) also noted that son-preference seemed to follow pre-Islamic cultural boundaries in India. Gupta’s 1987 paper also went on to refute the argument that a highly skewed sex ratio is due to economic hardships and that low female labor participation is a determinant of male preference. In the end, Gupta confirms what Dyson and Moore said: kinship structure, especially the practice of strictly exogamous marriage, are key determiners of differences in regional male preference.  
Many studies have shown that male preference actually increases as fertility decreases, even though decreased fertility is often associated with higher female status in term of education and socio-economic status (Arokiasamy, 2002). This phenomenon, once again, stands out most sharply in the well-developed states in the North like Punjab and Harayana (Gupta 1987). This can perhaps be seen as a lag in older preferences for male children but having to achieve the same amount of wanted male children in less amounts of total children wanted (Arokiasamy, 2002). Robitaille and Chaterjee’s 2013 working paper, along with other previous research, shows that the lag in male preference is probably accentuated because older generations, especially mothers-in-law, still have a significant say in the composition of their grandchildren.
Perianayagam Arokiasamy published a paper in 2002 that sought to look at the effect of developmental factors, notably female education and exposure to mass media, on male preference across India. Arokiasamy found that the gender preference for current children is the strongest determinant of stated preferences, but that doesn’t explain underlying explanatory reasons for this behavior (an almost assumed male preference). However, the study also shows that female education and exposure to media does have a mitigating effect on male preference across regions. 
Looking at cross-country analyses, literature continues to point to societal and normative values as key reasons for continued male preference in South and East Asia. However, fundamental changes in society that come with rapid development—such as in China—change normative values and what society deems acceptable. In a recent qualitative field research done in various rural and urban areas in China, interviewees expressed that younger generations were increasingly finding it not as important to have a son as previous generations (Xiaolei, et al. 2013). In fact, around twenty percent of the interviewees (both male and female) expressed female preference while only ten percent expressed male preference ((Xiaolei, et al. 2013). Of course interviewees can be hiding their true preferences, but the fact that they are willing to express not just neutrality but a reversal in norms is interesting and important. Reasons for female preference were that it was now men who had to pay high bride prices because of a dearth of women (especially in rural areas) and that girls generally provided more loving care to their parents in old age (Xiaolei, et al. 2013). A 2007 New York Times article titled “South Koreans rethink preference for sons” by Choe Sang-Hun showed examples of similar sentiments in a much more developed Korea: daughters are willing and able to provide more loving care for the elderly.
	R.P. Pande and N.M. Astone’s 2007 paper looks at structural reasons for son preference in rural India provides a nice framework for analyzing multiple effects on son preference on India. Pande and Astone divided influences into three levels: individual/household, local community, and macro-community. By adding in different components at different stages they were able to see which factors—both societal and developmental—remained significant. In general, they found that education to be crucial for changing normative values but only at higher levels such as completed secondary school or higher education. 
	Looking at the literature as a whole, the key variables that come to the forefront for gender preference are regions, age / generation, and mother’s education level. All three aspects will be further explored in this paper.


III: Theoretical Model
	The theoretical basis for this paper will be the classic demand for children model created by Gary Becker in A Treatise on the Family.  I also drew inspiration from Robitaille and Chatterjee’s 2013 working paper “Mothers-in-law and son preference in India” and will split children by gender into males and females before including it in the utility function where .The  represents number of male children wanted, represents number of female children wanted,  represents number of children wanted where the gender does not matter, and  represents other commodities that give utility besides male, female, and either children. I have added  to the utility equation because in the DHS survey, interviewees were given an option to state how many children they wanted regardless of gender, making the option “either” an additional category. 
The family budget constraint is represented by  where  is the marginal cost of producing and rearing an additional male child,  is the marginal cost of producing and rearing an additional female child, is the marginal cost of producing and rearing an additional child where the gender does not matter is the marginal cost of some commodity Z, and I is the household’s total income measured by a total wealth index.  and  coefficients capture gender specific costs on top of general costs of children, such as time. 
The utility and budget equations would suggest that male and female children are competing commodities. In other words, that the utility and cost for having male and female children are different. This idea can be backed by numerous studies and cultural practices such as dowry and family inheritance. For instance, in most communities in India, the bride’s family has to pay a substantial dowry in order for their daughter to get properly married—something they have to worry and think about since her birth. For sons, the exact opposite is true: the family can expect substantial amount of money to come with marriage. Even in the long term perspective, girls normally marry out—exogamous marriage—meaning that a girl’s labor will only benefit the family until she gets married. Considering that the average age at marriage is very young for Indian women, it is the groom’s (or the family with sons) that benefits from female labor. Therefore, there are traditionally different benefits and costs for having female versus male children. However, with increased urbanization and education, a girl is more likely to marry later, have a better job, and possibly be able to contribute to her natal family more. Therefore, it would be expected that the gap in costs and benefits for male versus female children would shrink with more education and urbanization. 


IV: Empirical Model
The model will approximate demand equation for male, female, either, and total children and will be in the following format:
    (1)
	 represents the ideal number of boys, girls, either, or total number of children wanted (depending on the pertinent demand equation) and is a count variable.  is the constant of the equation and, by looking at the results, a close approximation to the average ideal number of children for each category.   represents the matrix of independent variables that effect  and  represents the variable coefficients that belong to the matrix.  represents the endogenous binomial variable heard family planning message, with  being the endogenous variable coefficient.   represents the error term in the model. 
	Most of the independent variables present in the  matrix are a compilation of variables used commonly in the literature I have discussed in my paper. They include: regional variables (dummy variables representing the 32 state and territory of India; Chhattisgarh is omitted); religion (Hindu, Muslim, Christian, and Sikh dummies with Hindu being omitted); education level (no education, incomplete primary, complete primary, incomplete secondary, complete secondary, and higher education dummies—leaving out incomplete primary as the base); wealth level (dummies divided into poorest, poorer, middle, richer, and richest with poorest left out as base); and place of residence (dummies divided into large city, small city, town, and countryside being left out as base). The variable age at interview is included to account for generation effects as explained by Robitaille, M., & Chatterjee, I. (2013). I have included amount of time in current residence split into dummies (five years or less, more than five through ten, more than ten through fifteen, more than twenty-five, and always with more than fifteen through twenty-five as the omitted dummy) in order to account for possible changing normative values due to migration. 
Finally, I have included a binomial heard family planning message to account for effect of media family planning messages (on total amount of children wanted) and as a policy variable of interest. The heard family planning message is a compilation of the dummies heard family planning message through radio, TV, and newspaper. The family planning, as indicated by the first equation, is an endogenous variable. According to David Guilkey’s 2006 paper “Cost-Effectiveness Analysis for Health Communication Programs”, ownership of TV and the frequency of watching TV are strong instruments for heard family planning message. Since my data includes ownership and listening frequency to radio along with the pertinent data for TV, I will also include the radio and TV ownership variables as instruments. I will run four regressions where the only difference is the changing dependent variable: ideal male children, ideal female children, ideal either (gender), and ideal total children. I will mainly concentrate on the ideal male and female children regressions because they represent how many children and of what gender composition an interviewee really wants and not what she has.
In order to correct for the endogeneity in basic OLS from heard family planning message, I will use an instrumental variable approach. Heard family message is an endogenous variable because the recall power of interviewees when asked when they last heard a family planning message is correlated to variables such as education and motivation. This simplest way to correct for endogeneity is by using two-stage least squares with the first stage equation being the equation below and the second stage being equation one. 
   (2)
  represents the endogenous binomial variable heard family planning message.  is the constant in the equation.  represents the dummy variables own TV and own radio and  represents their coefficients.   represents the dummy variables watched TV/ heard radio, less than once a week, more than once a week, and daily.  represents the coefficients for the frequency dummy variables.  is the error term for equation two. 
According to Jennifer Kane’s 2013 paper "The educational consequences of teen childbearing.", the Stata command treatreg is a more efficient instrumental variable estimator than Two Step Least Squares (TSLS) if the endogenous variable is binomial. The command treatreg can only be used if the error term has a bivariate normal distribution with mean zero (Kane, 2013). Treatreg results will be used for analysis if the proper conditions are met.
	Finally, I will use a multinomial logit model to assess gender preferences in more detail. The general form is as follows:
	  (3)
In equation three,  represents the effect of some independent variable  (such as age) on relative gender preference, and  represents the effect of (heard family planning message) on relative gender preference.  represents the probability of choosing a category k relative to the base category 0. The margins command allows for simulated probabilities and allows for calculation of predicted probabilities.  


V: Data
The data I will be using is from the 2005-2006 DHS survey (Demographic and Health Surveys) that is conducted by USAID in conjunction with local partners. The data is cross-sectional collected through household surveys done in randomized clusters throughout India.  A total of 109,041 households were surveyed, but the data is broken down into individual women data (all women from ages 15 to 49--124, 385 observations) and individual men (all males ages 15 to 54--74,369 observations). I will be using only the women’s data. The survey generally focuses on many aspects of fertility, health, and female empowerment. 
The data already accounts for and is coded to check numerous sources of error: administrative, no answer, contradictory answers, etc. allowing for more precise and meaningful information.

Summary Statistics
[Table III]
The means of the regional variable tell the percentage of interviewees that live in that particular state or territory, and on closer inspection it is noticeable that this is very representative of the population of all of India. The data has an over-representation of the urban population. Only about 54% of interviewees live in the countryside when actually about 70% of the Indian population is rural. The DHS survey, however, might have a different way of specifying rural/countryside than the Indian census. About 73% of those surveyed are Hindu, 13.5% are Muslim, 8.8% are Christian, and 2.2% are Sikh. According to the 2001 Indian census, 80.5% are Hindu, 13.4% are Muslim, 2.3% are Christian, and 1.9% are Sikh ("Religious Composition”, 2015) Therefore, there is a slight underrepresentation of Hindus and a significant overrepresentation of Christians according to actual Indian population, but the proportion of Muslims and Sikhs are commensurate to actual proportions. Finally, there is a huge socio-economic bias in this survey with about 55% of those surveyed coming for the richer or richest categories. 
[bookmark: _GoBack]	Looking respectively at Table III we can see the mean values of all of the independent variables that will be used in the multinomial logit model in respect to the independent variable male and female gender preference (reference procedure in Results section). The table shows that there are indeed regional differences in gender preference (male preference: want more boys than girls, female preference: want more girls than boys) and not just in the number of boys and girls wanted, as shown in Table I. Breaking down gender preference down further, we can look at Table IV. The table shows further that for instance age is highest for strong male preference and smallest for weak female preference and no gender preference—which makes sense according to the literature. Some of the highest rates of strong male preference are indeed shown to be in Northwestern states like Punjab (.057), Haryana (.062), and Gujarat (.072) when compared with Southern states like Tamil Nadu (.013) and Kerala (.033). Table V shows the percentage of interviewees from each region who selected either strong female preference, weak female preference, no preference, weak male preference, or strong male preference. Once again, the regional divide becoming clear with Punjab (10.9%), Haryana (15.7%), and Gujarat (13.5%) having much higher percentages of interviewees picking strong male preference compared with Tamil Nadu (1.6%) and Kerala (6.5%).
	The summary statistics for education (using Table IV) are unclear since for higher education strong female preference is (.090), no preference is (.074), and strong male preference is (.092). It remains to be seen if education will prove to be a significant variable like it is in the literature. However, variables like wealth and place of residence have the expected distribution. Interestingly, heard family planning shows strongly gendered statistics (strong female preference mean is (.722) decreasing until strong male preference is (.450).  

VI: Results
Procedure
	The initial OLS Results for the four demand equations (refer to Table VI) show that most of the dependent variables and categorical dummy clusters of variables are significant. However, because there is a possibility of endogeneity, the simple OLS results should not be interpreted in isolation. The endogeneity comes from the heard family planning message variable because recall (which is what the heard family planning message is based off of) is affected by a person’s level of education, interest, and unobservable factors. It is the unobservable factors that influence both heard family message recall and ideal family size, hence the endogeneity and unreliableness of basic OLS results. 
Before moving onto using two-stage least squares (TSLS) IV regression, it is important to establish that heard family planning messages is endogenous in the four demand equations. Using the post-estimation stat command estat endogenous, I determined that heard family planning message is endogenous for ideal boys, ideal girls, ideal either, and ideal total living children at the 5% significance level after getting p-values of 0.00, 0.00, 0.039, and 0.00 respectively. 
In order to establish that the instruments selected for heard family planning messages are statistically relevant, I used the Stata post-estimation command estat firststage. At the 5% significance level, the instruments were considered strongly relevant with a p-value of 0.00.
Finally, in order to establish exogeneity of the instruments, I used the Stata post-estimation command estat overid. In this test I do not want to reject the null hypothesis, because accepting the hypothesis (that the instruments have no effect on the dependent variable) is what I want to establish. Unfortunately for ideal boys, ideal girls, and ideal total living children, the instruments were not exogenous with the p-values being 0.00, 0.099, and 0.00 respectively (exogeneity only held for ideal either with p-value .199). After removing the six variables that represented frequency of watching/listening to the radio as instrumental variables, ownership of TV and radio proved to be valid instruments. The p-values for the over identification tests were 0.975, 0.835, 0.165, and 0.076 for ideal boys, ideal girls, ideal either, and ideal total living children respectively. Therefore, the null hypothesis is not rejected and the instruments are considered exogenous. 
After establishing the validity and strength of the instruments, which now are ownership of TV and ownership of radio, I attempted to run a treatreg regression. Unfortunately, the treatreg results were highly unstable, which can happen when the bivariate normality assumption for the error term is violated. Therefore, I used the results from IV regress TSLS (command: ivregress 2sls) for interpretation, because the IV results do not rely on the bivariate normality assumption. The results from IV regress TSLS are shown in Table VII. 
In order to implement the multinomial logit results, a new categorical variable (gendPrefMag) is used as the dependent variable. The new dependent variable equals negative two if a woman wants two or more girls than boys (strong female preference), negative one if a woman wants one more girl than boy (weak female preference), zero if a woman wants equal number of boys and girls (this is the baseline for the multinomial logit regression), one if a woman wants one more boy than girl (weak male preference), and two if a woman wants two or more boys than girls (strong male preference). As mentioned previously, the margins command is used for simulations to see the effects of changes in variables on the probability of being in each category. 

Results
	By comparing the regional dummy coefficients in the basic OLS IV regression results, there does not seem to be huge differences between states except for the cluster of states Rajasthan, Uttar Pradesh, and Bihar. These three states have statistically different coefficients in ideal males and females as well as a clear preference for males over females. All the other state coefficients have the same signs on their male and female coefficients except for Rajasthan and Bihar where male is positive (and significant) and female is negative (and significant). Therefore, it seems strong preference for males is actually concentrated in these three states rather than spread out through all of North India. 
	It is important to note that correcting for the endogeneity of the heard family planning message variable affected most dependent variables, the biggest change occurred for the wealth dummies, the education dummies, and the heard family planning message dummy. Most of the previous literature concentrates on education as being a key factor for changing normative values and a possible point of entry for policy, but its significance is diminished while correcting for the effects of family planning messages heard (presumably) outside of school (since its through radio, TV and newspaper). The change in heard family planning message’s coefficient is truly huge as it goes from (-.082) to (-.187) for ideal boys and from (-.034) to (-.141) for ideal girls. The corrective effect of the IV regression overall is quite amazing
In terms of statistical significance, it is clear from the ideal girls coefficients, that only higher levels of education—completing secondary education and some/finishing higher education—are effective in changing preferences. Interestingly, for all levels of education change preference for males is affected—not just for higher education levels. 
	Another look at the IV regression shows that the significant coefficients for the ideal boys and ideal girls equations are essentially the same, however there are still some important conclusions to make. Age at interview is highly significant for both ideal girls and boys and increases number of children in both cases, as would be expected. But, it is important to note that the magnitude for ideal males (.0109) is almost double that for ideal girls (.0068). This is a rather consistent pattern with the regression results where the same coefficients are significant for males and females and they are going in the same direction, but the magnitude for ideal males is usually larger by a good amount. By comparing basic OLS and IV regression (which corrects for the effect of family planning), there is an added layer of understanding that it probably mainly preference for males that drives gender-based family planning rather than simultaneous dispreference for females. In other words, the demand equations for male and female are not fundamentally different in terms of which variables are significant indicators of preference. Instead, the magnitude and degree of male preference fluctuate much more than female preference, indicating that it is probably only male preference that causes the distortion of sex-ratios.
For the multinomial logit regression (Table VIII), the base is no gender preference (which is represented by the fact that the interviewee wants an equal number of boys and girls) and accounts for 74.38 percent of the observations. After no preference, slight male preference is the most common category (16.41 percent of observations) followed by strong male preference (5.59 percent of observations), weak female preference (3.06 percent of observations), and strong female preference (0.55 percent of observations). As the summary statistics show, there is a definite bias towards male preference in the sample population. 
For strong female preference, age plays a counter intuitive role. It seems that older age groups actually increase the probability of wanting strong preference for females versus having no preference. I guess we can take these women to be exceptions who have developed a strong female preference—the summary statistics show them to be a small group. Most of the regional dummy coefficients are negative and move towards equal preference—many northwestern states are statistically significant. There states that actually increase strong female preference relative to no preference and they are two tribal states (Mizoram and Maghalya) and Kerala, a southern state known for having a large Christian population and high (for India) women development statistics. In fact, out of the religions, only the Christian dummy increases preference for females relative to no gender preference. Education and heard family planning message seem to have no effect on the probability of having strong female preference relative to having no gender preference. However, it is important to keep in mind that in the multinomial logit results, the endogeneity of heard family planning message cannot be corrected so its effect might be understated.
For weak female preference, age at interview once again does not have a significant effect on weak female preference relative to no gender preference. As for regional effects, most states from every region decrease weak female preference, going toward no preference. However, Sikkim, Nagaland, Mizoram, and Meghalaya regional dummies increase weak female preference relative to no preference. This phenomenon probably relates to all four states being from the Eastern tribal region of India where male preference is not generally strong. Out of the place of residence variables, only large city is significant and it increases the preference for females. This is, of course, compared with the omitted countryside dummy. Just like in strong female preference, the Christianity dummy is the only religion dummy to be significant and it increases the preference for females. Interestingly, only higher education dummy is significant among the education variables and actually increases the weak preference for females relative to not preference. 
Overall, it is intriguing that some variables actually increase weak female preference rather than only making female preference decrease or having no effect, which is what I had originally hypothesized. As for the socio-economic variables, poorer, middle and richer dummies are all significant (compared with the omitted poorest) and decrease weak female preference, but the significance decreases for the higher socio-economic categories with richest not being significant at all. Once again, the family planning message coefficient is not significant for weak female preference—though this result should again be taken with caution due to endogeneity.
It is in the slight male preference that patterns seen by previous studies begin to appear. For instance, the Bihar regional dummy—unlike most of the others—increases weak male preference (note: Manipur and Mizoram also are shown to increase male preference relative to no preference, but it doesn’t make sense especially for Mizoram). Bihar is known to have a male preference as can be seen by its highly skewed sex ratio. All place of residence dummies decrease weak male preference (of course compared with the base countryside) relative to no gender preference. The religion dummies surprisingly show that Muslims have a weak male preference (relative to no gender preference) compared with Hindus (the omitted) while the Sikh coefficient goes towards no gender preference compared to Hindus. The Christian dummy coefficient was insignificant in this case. The no education dummy had the expected result of increasing weak male preference in relation to no gender preference while every other level of education decreased male preference. 
All of the socio-economic dummies and place of residence dummies decrease weak male preference (relative to no preference) in relation to the omitted poorest and countryside respectively, which makes sense. What is most intriguing is that heard family planning message is actually significant and decreases male preference relative to no gender preference and is probably stronger than the results (in Table VIII) show since endogeneity of heard family planning message was not corrected for. This is unexpected because family planning messages are not geared towards certain genders.
For strong male preference, the patterns established in weak male preference continues. For the regional variables, most of the significant dummies decrease strong male preference relative to no preference—these regional dummies are from the Northwest like Rajasthan (a state with skewed ratios) as well as the South like Tamil Nadu. Therefore, it is dangerous to make generalizations about gender preferences based on broad regions like “North” and “South”. The exceptions, however, closely fallow that pattern of where the skewed-sex ratios are the most extreme: Punjab and Haryana. It is important to remember the fact that Punjab and Haryana increase strong male preference with a significance level of one percent compared with the omitted region Chhattisgarh. The Gujarat (West) and Arunachal Pradesh (Northeast) regional dummy also increase strong male preference, making them fall in line with skewed sex-ratio statistics even though both states do not fall into the regions typically though of as having strong male preference. It is telling that the Punjab, Haryana, Gujarat, and Arunachal Pradesh did not show up as significant in weak male preference. This might suggest that high skewed sex ratio might actually be derived more from a few with strong male preference than relatively more with weak male preference. It makes sense that couples that would make the extreme choice to abort a fetus based on sex would have strong preference. For policy purposes, it would seem that it would be more cost-effective to concentrate on eliminating strong male preference (though the variables effecting strong male preference generally seem to be the same for weak male preference). It is important to mention that there is a strange aberration with the Meghalaya regional dummy because it shows an increase in strong male preference (with a confidence level of one percent) relative to no preference while also increasing weak female preference relative to no preference. This might be due to some bias in data collecting 
For place of residence, the results are similar to that for weak male preference: living in a town, small city, or a large city decreases strong male preference relative to no gender preference and the omitted living in the countryside dummy. Muslims are once again shown to have a significant, but this time strong, male preference relative to no gender preference. However, it is odd that Christians are also shown to have strong male preference relative to no gender preference, because the Christian dummy was also significant in increasing weak female preference relative to no preference. As for education, the pattern is similar to weak male preference. All of the wealth dummy coefficients are significant at one percent level and decrease strong male preference as compared to those in the poorest socioeconomic status.  Once again, the heard family planning dummy coefficient is highly significant and decreases male preference relative to no gender preference—in this case strong male preference. 
The results for age at interview show interesting results for this study and in corroboration of Robitaille and Chaterjee’s 2013 paper’s theory on generational effects. Robitaille and Chaterjee’s paper hypothesized that while generally all women had some male preference; a mother-in-law (older) would have stronger male preference than the daughter-in-law (younger), and would exert her influence on the younger generation accordingly. The coefficients of the multinomial logit results show that generally speaking, age increases both weak and strong male preference relative to no gender preference. Looking at the coefficients in more detail, especially for strong male preference, shows that the younger age categories actually decreased male preference relative to no preference while older age groups had the reverse effect. Looking at marginal results, for male preference, both weak and strong, shows that the magnitude of the effect of age at interview increases with age. This would mean that the preference for males is indeed coming more strongly from the older generation—statistically confirming the theory presented in the Robitaille and Chaterjee 2013 paper.
In terms of marginal effects (reference Table IX and X), it is striking to notice that for age at interview the biggest effect magnitude-wise on the base category—though the younger age groups’ magnitude was higher than the older age group. Age at interview does not make as big of an impact on female preference, and the younger cohorts have a bigger magnitude. Still, overall, the generational differences seen for male preference—as seen in Table IX—are quite pronounced.  Going further, magnitude effects for higher education increases the probability of weak female preference by 1.02 percent and is the only significant marginal effect out of all the education dummies. For slight male preference, the marginal effect of completed primary education is 1.0 percent, incomplete secondary education is 3.79 percent, complete secondary education is 6.59 percent, and high education is 8.23. Clearly the effect of education on male preference, specifically weak male preference, is huge and with each increase in level of education, the marginal effect also increases. The marginal effect for heard family planning is message is surprisingly huge at 2.14 percent even when endogeneity shrouding the full. For strong male preference, no education increases strong male preference (a marginal effect of 1.2 percent) while each increasing level of education decreases strong male preference with increasing magnitude: complete primary has a .96 percent marginal effect, incomplete secondary education has a 1.69 percent marginal effect, complete secondary has a 2.28 percent marginal effect, and higher education has a 2.47 percent marginal effect. As the numbers clearly show, the marginal effect of education on weak male preference was much stronger than for strong male preference. However, this can be expected, given that it is much harder to change strong preferences and attitudes than for weak ones. The marginal effect of heard family planning message on strong male preference is 2.16 percent, which is pretty much the same as it was for weak male preference. It is important to note that for strong male preference, the heard family planning message’s effect on decreasing male preference is almost the same as that of education. In fact, the full impact of heard family preference is probably underestimated since correcting for endogeneity in the IV results increased heard family planning messages magnitude significantly (by two times for ideal boys and four times for ideal girls). 


VII: Conclusion
	In conclusion, this paper attempts to pinpoint the underlying causes for gender preference in India. For the most part previous literature is re-affirmed: regional and socio-economic differences are important but the education level and age of a would-be mother are some of the more influential variables. In addition, as shown in the previous section, one of the most surprising results of this study is the large effects of heard planning message on gender preference—specifically, male preference. As Table X shows, the effect of heard family planning message on decreasing strong male preference is almost equivalent to the effect of education. Since the main overall goal is to decrease the number of missing girls in India by changing gender preferences, the implication that family planning messages can have roughly the same effect as education is potentially huge for policy purposes.
So far most studies have shown female education to be the most effective way to change gender preference. However, increasing female education is a difficult task requiring lots of energy, time, and funding. Even if education programs are successful, they take years for the returns to education to manifest in changing attitudes. Family planning messages on the other hand are both cost effective and, by their nature, wouldn’t require years for changes in attitude to manifest. For instance Hutchinson, Lance, Shahjahan, and Haque’s 2006 paper titled “Measuring the Cost-Effectiveness of a National Health Communication Program in rural Bangladesh” shows that national, government run health programs relayed through various forms of media are cost-effective, considering the impact that they have on public health (in this case). 
However, there is still the question of whether the family planning messages actually decrease male preference or if there is some other collinear factor that actually causes the significant results. It would take further study to determine possible variables that can cause collinearity, but I still believe that it is the actual family planning messages themselves that cause male preference to decrease. After delving into numerous advertisements done by India’s National Rural Health Mission in conjunction with USAID, it is not difficult to see the various reasons the advertisements could be so effective in reducing male preference. 
Before going further into family planning messages, it is important to define what types of messages—among the numerous types put out by the National Rural Health Mission—constitute as family planning messages. The most obvious family planning messages are those that encourage couples to use various forms of birth control. On the surface level, these messages only seek to reduce total number of children, however there are subtle elements that are mixed in that could possibly reduce male preference. For instance, one message warned against using abortion as a birth control method and encouraged the use of other methods such as condoms, birth control pills, and the aluminum T (Nayee Subah, 2009). If abortion is discouraged in favor of various birth control methods, it will cause less female fetuses to be aborted. 
However, reducing abortion would still not explain why male preference of a potential mother would change. Changing gender preference would most likely come from the subtle hints and mood of most family planning messages. In a holistic sense the family planning messages exude modernity even while showing characters from rural environments. The advertisements emphasize the married couple as the central unit of a family on deciding family affairs, with little to no mention of an older generation. Since joint families play a huge role in India, this subtle emphasis is important. After all, Robitaille, and  Chatterjee’s 2013 working paper shows that mothers-in-law do play a role in deciding their grandchildren’s gender. In general, couples are shown in the context of a modern India by how they dress, eat, and behave as agents in a nuclear family. This modernity package includes more appreciation for female children and a decrease in male preference. For instance, one family planning message interviewed a couple that decided to stop having children after they had two girls (INDIA Family Planning: Happy Dampatti Couple - Brijgopal and Madhubala, 2011). The couple explicitly stated that they did not want to be the family that continued to have many children until they had a son, because it would result in more children than they could take care of and because their daughters are equal to any sons (INDIA Family Planning: Happy Dampatti Couple - Brijgopal and Madhubala, 2011). In short this couple acted as a modern, nuclear couple that carefully assessed their situation and made decisions despite what family and society had to say.
Commentary on gender preference and women’s rights in general are not always subtle and sometimes referenced to explicitly. In fact, a whole sub-group of family planning message videos seek to prevent child marriage (for girls). The reason that child marriage prevention messages are a sub-group of family planning messages is that women who marry later will likely have more self-consciousness and education, leading to fewer children per woman. Often these messages are directed at parents that emphasize that a girl’s childhood is precious and that she should be kept in school until she is mentally and physically ready for marriage. There is a general feeling of wistfulness at something precious that is lost that pervades all of these messages. In fact, legendary actors—such as Amitabh Bachchan—are hired for messages that break the third wall to address parents in their decision to marry-off girls young. Considering that many of these actors are almost worshiped in India, having them talk “directly” to the listener/viewer is very powerful. 
All things considered, family planning messages are not as silent on gender issues as they might initially seem to be. It might be the fact that they are for the most part subtle in how they tackle gender topics that they are so effective. Subtlety avoids a pretentious, off-putting tone on sensitive topics such as gender preferences. In addition, most of the family planning messages are cleverly wrought with high production value, giving them more legitimacy because they can’t be pushed away as half-baked government endeavors. Therefore, it should be noted that increasing the volume and reach of family planning messages would be a good immediate policy 
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[Graph A]
Source: "Gender Composition." Census of India. Census of India. Web. <http://censusindia.gov.in/2011-prov-results/data_files/mp/06Gender Composition.pdf>.
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Tables

[Table I] 

	Region Dummies =1
	Ideal Number of Boys
	Ideal Number of Girls

	Jammu and Kashmir
	1.063
(0.715)
	0.829
(0.545)

	Himachal Pradesh
	0.762
(0.578)
	0.660
(0.515)

	Punjab
	0.893
(0.664)
	0.690
(0.519)

	Uttaranchal
	0.974
(0.756)
	0.751
(0.562)

	Haryana
	1.081
(0.728)
	0.820
(0.509)

	Delhi 
	0.760
(0.677)
	0.649
(0.568)

	Rajasthan 
	1.366
(0.870)
	0.961
(0.618)

	Uttar Pradesh
	1.211
(0.815)
	0.897
(0.579)

	Bihar
	1.346
(0.813)
	0.950
(0.553)

	Sikkim
	0.805
(0.600)
	0.703
(0.555)

	Arunachal Pradesh
	1.504
(0.943)
	1.213
(0.780)

	Nagaland
	1.429
(0.897)
	1.298
(0.845)

	Manipur
	1.504
(0.722)
	1.245
(0.652)

	Mizoram
	1.915
(0.773)
	1.832
(0.723)

	Tripura
	0.869
(0.732)
	0.692
(0.562)

	Meghalaya
	1.493
(0.913)
	1.549
(0.934)

	Assam 
	1.026
(0.738)
	0.798
(0.556)

	West Bengal
	0.824
(0.652)
	0.714
(0.558)

	Jharkhand
	1.165
(0.785)
	0.904
(0.614)

	Orissa
	1.082
(0.715)
	0.841
(0.559)

	Chhattisgarh 
	1.272
(0.832)
	0.949
(0.621)

	Madhya Pradesh
	1.164
(0.759)
	0.879
(0.565)

	Gujarat 
	0.949
(0.743)
	0.683
(0.583)

	Maharashtra
	0.842
(0.649)
	0.734
(0.551)

	Andhra Pradesh
	0.808
(0.690)
	0.735
(0.604)

	Karnataka 
	0.850
(0.715)
	0.758
(0.599)

	Goa
	0.689
(0.648)
	0.638
(0.592)

	Kerala
	0.817
(0.707)
	0.764
(0.652)

	Tamil Nadu
	0.667
(0.591)
	0.653
(0.583)


Notes: This table shows the average number of boys and average number of girls wanted in each state or territory of India. The standard deviation is provided in parenthesis. The states are ordered going from Northwest, Central, East, West, and then South India.

Source: DHS Survey 2005-2006


[Table II]
	Variables (Basic OLS, IV Regression, Multinomial Logit)
	Variable Description

	Dependent Variables
	

	Ideal Number of Male Children
	The ideal number of male children a woman wants if a she could start her family all over again.

	Ideal Number of Female Children
	The ideal number of female children a woman wants if a she could start her family all over again.

	Ideal Number of Either Children
	The ideal number of children of either gender a woman wants if she could start her family all over again.

	Ideal Number of Total Children
	The ideal number of total children a woman wants if she could start her family all over again. This variable is a sum of the variables ideal number of male children, ideal number of female children, and ideal number of either gender.

	Gender Preference (Multinomial Logit model only)
	A created categorical variable with five categories.  The values were created by subtracting ideal number of girls from ideal number of males. 

Category -2 indicates strong female preference, meaning a woman wants two or more female children than male children. 
Category -1 indicates weak female preference, meaning a woman wants one more female child than male child. Category 0 indicates no gender preference, meaning a woman wants equal numbers of male and female children.
Category 1 indicates weak male preference, meaning a woman wants one more male child than female child.
Category 2 indicates strong male preference, meaning a woman wants two or more male children than female children.

	Independent Variables:
	

	Age at Interview 
	The age of the people interviewed—all women of ages 15 to 49

	Regional Dummies
	29 dummies representing states or self-governed territories in India. For all of the models, the territory Chhattisgarh is the omitted variable.

	Place of Residence Dummies
	Dummies indicating where the interviewee lives—countryside, town, small city, or large city. In all of the models countryside is the omitted variable.

	Religion Dummies
	Dummies indicating the religion of the interviewee—Hindu, Muslim, Sikh, or Christian. In all of the models Hindu is the omitted variable.

	Education Level Dummies
	These dummies indicate the highest level of education achieved by the interviewee—no education, incomplete primary education, complete primary education, incomplete secondary education, complete secondary education, and higher education. For all of the models, incomplete primary education is the omitted variable.

	Wealth Dummies
	DHS calculated wealth dummies that are reflective of relative wealth among Indians, not of relative wealth on a global scale. The categories are poorest, poorer, middle, richer, and richest. For all of the models, poorest is the omitted variable.

	Years of Residence
	Dummy variables indicating the number of years in interviewee has lived in current residence—5 years or less, more than 5 and up to 10 years, more than 10 and up to 15 years, more than 15 and up to 25 years, more than 25 years, or has been a resident always. For all of the models, resident more than 15 and up to 25 years is the omitted variable.

	Heard Family Planning Message
	A dummy variable that tells if an interviewee has heard a family planning message in the past few months from tv, paper, or newspaper.


Notes: This table describes all of the dependent and independent variables used in the three models used in this paper. 

Source: DHS Survey 2005-2006




[Table III]
	Variable Name
	All Variables

N= 124,385
	Male Preference (gendPrefMag= 1, 2)
N= 27,376
	Female Preference (gendPrefMag= -1, -2)
N= 4,487  

	Age at Interview
	29.159
(9.493)
	30.875
(9.549)
	28.618
(9.353)

	Regional Dummies:
	
	
	

	Jammu and Kashmir
	.026
(.160)
	.028
(.167)
	.022
(.148)

	Himachal Pradesh
	.025
(.158)
	.013
(.117)
	.016
(.128)

	Punjab
	.029
(.169)
	.031
(.175)
	.012
(.110)

	Uttaranchal
	.023
(.152)
	.023
(.149)
	.013
(.115)

	Haryana
	.022
(.148)
	.032
(.176)
	.006
(.080)

	Delhi 
	.026
(.161)
	.016
(.128)
	.015
(.122)

	Rajasthan 
	.031
(.174)
	.048
(.214)
	.013
(.114)

	Uttar Pradesh
	.097
(.297)
	.138
(.138)
	.043
(.203)

	Bihar
	.030
(.172)
	.049
(.216)
	.011
(.108)

	Sikkim
	.017
(.129)
	.011
(.108)
	.030
(.171)

	Arunachal Pradesh
	.013
(.114)
	.019
(.138)
	.017
(.129)

	Nagaland
	.031
(.174)
	.031
(.173)
	.082
(.274)

	Manipur
	.036
(.186)
	.047
(.213)
	.040
(.197)

	Mizoram
	.014
(.119)
	.019
(.137)
	.089
(.285)

	Tripura
	.015
(.122)
	.014
(.118)
	.014
(.121)

	Meghalaya
	.017
(.129)
	.018
(.135)
	.069
(.254)

	Assam 
	.030
(.172)
	.038
(.192)
	.018
(.133)

	West Bengal
	.054
(.227)
	.039
(.195)
	.063
(.244)

	Jharkhand
	.023
(.152)
	.029
(.168)
	.015
(.122)

	Orissa
	.036
(.187)
	.040
(.197)
	.024
(.153)

	Madhya Pradesh
	.051
(.221)
	.061
(.239)
	.028
(.165)

	Gujarat 
	.029
(.170)
	.039
(.194)
	.017
(.131)

	Maharashtra
	.072
(.259)
	.046
(.210)
	.068
(.252)

	Andhra Pradesh
	.057
(.232)
	.029
(.168)
	.046
(.211)

	Karnataka 
	.048
(.214)
	.031
(.173)
	.058
(.235)

	Goa
	.027
(.164)
	.017
(.130)
	.031
(.173)

	Kerala
	.028
(.166)
	.020
(.140)
	.043
(.202)

	Tamil Nadu
	.047
(.212)
	.013
(.116)
	.055
(.228)

	Chhattisgarh
	.030
(.172)
	.047
(.212)
	.030
(.170)

	Place of Residence Dummies:
	
	
	

	Large City
	.211
(.408)
	.129
(.335)
	.215
(.411)

	Small City
	.075
(.263)
	.058
(.235)
	.089
(.284)

	Town
	.171
(.376)
	.145
(.352)
	.233
(.423)

	Country Side
	.542
(.498)
	.666
(.471)
	.461
(.498)

	Education Dummies:
	
	
	

	No Education
	.319
(.466)
	.507
(.499)
	.217
(.412)

	Incomplete Primary Education
	.078
(.268)
	.089
(.285)
	.083
(.276)

	Complete Primary Education
	.064
(.245)
	.064
(.246)
	.049
(.216)

	Incomplete Secondary Education
	.371
(.483)
	.264
(.441)
	.425
(.494)

	Complete Secondary Education
	.061
(.239)
	.029
(.170)
	.075
(.263)

	Higher Education
	.104
(.305)
	.043
(.203)
	.149
(.356)

	Wealth Dummies:
	
	
	

	Poorest
	.113
(.316)
	.190
(.392)
	.080
(.272)

	Poorer
	.141
(.348)
	.195
(.396)
	.103
(.304)

	Middle
	.190
(.392)
	.211
(.408)
	.162
(.368)

	Richer
	.242
(.428)
	.211
(.408)
	.266
(.442)

	Richest
	.312
(.463)
	.190
(.392)
	.386
(.487)

	Length of Residence Dummies:
	
	
	

	Resident >=5 Yrs
	.193
(.395)
	.160
(.366)
	.170
(.376)

	Resident 5<Yrs<=10
	.126
(.332)
	.128
(.335)
	.102
(.302)

	Resident 10<Yrs<=15
	.093
(.291)
	.110
(.313)
	.065
(.248)

	Resident 15<Yrs<=25
	.136
(.343)
	.188
(.391)
	.101
(.301)

	Resident >25 Yrs
	.050
(.219)
	.082
(.275)
	.031
(.175)

	Resident Always
	.375
(.484)
	.307
(.461)
	.506
(.500)

	Heard Family Planning Message 
	.648
(.477)
	.507
(.499)
	.676
(.467)


Notes: The sample consists of all women ages 15 to 49 years old. The sample is split into male and female preference (whether strong or weak). It should be noted that roughly 75% of participants have no preference and their data is not included on this table. Standard error is in parentheses. 

Source: DHS Survey 2005-2006 
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[Table IV]
	Variable Name
	Strong Female Preference (-2)
N = 685
	Weak Female Preference (-1)
N = 3,802
	No Gender Preference (0)
N = 92,522
	Weak Male Preference (1)
N = 20,417
	Strong Male Preference (2)
N = 6,959

	Age at Interview
	30.186
(9.563)
	28.335
(9.288)
	28.678
(9.425)
	30.863
(9.364)
	30.909
(10.072)

	Regional Dummies:
	
	
	
	
	

	Jammu and Kashmir
	0.013
(0.113)
	0.024
(0.153)
	0.025
(0.158)
	0.030
(0.171)
	0.024
(0.155)

	Himachal Pradesh
	0.026
(0.160)
	0.014
(0.121)
	0.029
(0.169)
	0.013
(0.117)
	0.013
(0.117)

	Punjab
	0.013
(0.113)
	0.012
(0.109)
	0.029
(0.169)
	0.022
(0 .149)
	0.057
(0.233)

	Uttaranchal
	0.016
(0. .125)
	0.013
(0.113)
	0.024
(0.154)
	0.023
(0.150)
	0.022
(0.148)

	Haryana
	0.001
(0.038)
	0.007
(0. .085)
	0.020
(0.141)
	0.021
(0.145)
	0.062
(0.242)

	Delhi 
	0.005
(0.076)
	0.016
(0.128)
	0.030
(0.171)
	0.017
(0. 132)
	0.014
(0.118)

	Rajasthan 
	0.008
(0.093)
	0.014
(0.118)
	0.027
(0.162)
	0.049
(0.216)
	0.045
(0.208)

	Uttar Pradesh
	0.029
(0.168)
	0.045
(0.209)
	0.088
(0.284)
	0.156
(0.363)
	0.085
(0.279)

	Bihar
	0.007
(0.085)
	0.012
(0 .111)
	0.026
(0.159)
	0.054
(0 .227)
	0.033
(0.179)

	Sikkim
	0.030
(0.172)
	0.030
(0.171)
	0.017
(0.132)
	0.013
(0.115)
	0.007
(0.086)

	Arunachal Pradesh
	0.007
(0.085)
	0.018
(0.136)
	0.011
(0.104)
	0.018
(0 .134)
	0.023
(.151)

	Nagaland
	0.054
(0.226)
	0.087
(0.282)
	0.028
(0.167)
	0.036
(0.187)
	0.015
(0.124)

	Manipur
	0.018
(0.136)
	0.044
(.206)
	0.032
(0.177)
	0.056
(0.230)
	0.022
(0.148)

	Mizoram
	0.046
(0.211)
	0.097
(.296)
	0.009
(0.096)
	0.023
(0.150)
	0.008
(0.089)

	Tripura
	0.011
(0.107)
	0.015
(0.123)
	0.015
(0.124)
	0.011
(0.108)
	0.020
(0.143)

	Meghalaya
	0.094
(0.293)
	0.065
(0.246)
	0.014
(0.117)
	0.008
(0.090)
	0.049
(0.217)

	Assam 
	0.014
(0.120)
	0.018
(0.135)
	0.029
(0.168)
	0.035
(0.185)
	0.046
(0.211)

	West Bengal
	0.067
(0.250)
	0.063
(0.243)
	0.058
(0.234)
	0.038
(0.193)
	0.042
(0.200)

	Jharkhand
	0.011
(0.107)
	0.015
(0.124)
	0.022
(0.149)
	0.035
(0.185)
	0.010
(0.103)

	Orissa
	0.008
(0.093)
	0.026
(0.161)
	0.035
(0.186)
	0.041
(0.200)
	0.036
(0.188)

	Madhya Pradesh
	0.024
(0.155)
	0.028
(0.166)
	0.049
(0.217)
	0.067
(0.251)
	0.041
(0.198)

	Gujarat 
	0.017
(0.131)
	0.017
(0.131)
	0.027
(0.164)
	0.028
(0.165)
	0.072
(0.258)

	Maharashtra
	0.080
(0.271)
	0.066
(0.248)
	0.080
(0.272)
	0.049
(0.217)
	0.037
(0.191)

	Andhra Pradesh
	0.068
(0.252)
	0.042
(0.202)
	0.066
(0.248)
	0.026
(0.159)
	0.038
(0.192)

	Karnataka 
	0.070
(0.255)
	0.056
(0.231)
	0.052
(0.223)
	0.027
(0.162)
	0.042
(0.201)

	Goa
	0.042
(0.201)
	0.029
(0.168)
	0.030
(0.172)
	0.012
(0.112)
	0.030
(0.173)

	Kerala
	0.065
(0.247)
	0.038
(0 .193)
	0.030
(0.171)
	0.015
(0.124)
	0.033
(0.179)

	Tamil Nadu
	0.118
(0.323)
	0.043
(0.204)
	0.057
(0.232)
	0.013
(0.116)
	0.013
(0.116)

	Chhattisgarh
	0.024
(0.155)
	0.031
(0.173)
	0.025
(0.158)
	0.048
(0.213)
	0.044
(0 .206)

	Place of Residence Dummies:
	
	
	
	
	

	Large City
	0.296
(0.456)
	0.201
(0.400)
	0.235
(0.424)
	0.132
(0.339)
	0.119
(0.323)

	Small City
	0.078
(0.269)
	0.091
(0.287)
	0.079
(0.269)
	0.059
(0.236)
	0.057
(0.233)

	Town
	0.207
(0.405)
	0.238
(0.425)
	0.175
(0.380)
	0.147
(0.354)
	0.139
(0.346)

	Country Side
	0.417
(0.493)
	0.469
(0.499)
	0.509
(0.499)
	0.660
(0.473)
	0.684
(0.464)

	Education Dummies:
	
	
	
	
	

	No Education
	0.192
(0.394)
	0.221
(0.415)
	0.268
(0.443)
	0.501
(0.500)
	0.527
(0.499)

	Incomplete Primary Education
	0.408
(0.491)
	0.428
(0.494)
	0.401
(0.490)
	0.267
(0.442)
	0.255
(0.436)

	Complete Primary Education
	0.049
(0.217)
	0.049
(0.216)
	0.065
(0.247)
	0.067
(0.250)
	0.057
(0.233)

	Incomplete Secondary Education
	0.078
(0.269)
	0.074
(0.262)
	0.069
(0.254)
	0.030
(0.172)
	0.027
(0.162)

	Complete Secondary Education
	0.179
(0.384)
	0.144
(0.351)
	0.120
(0.325)
	0.044
(0.205)
	0.040
(0.196)

	Higher Education
	0.090
(0.287)
	0.081
(0.274)
	0.074
(0.262)
	0.088
(0.283)
	0.092
(0.289)

	Wealth Dummies:
	
	
	
	
	

	Poorest
	0.062
(.242)
	0.083
(0.276)
	0.091
(0.288)
	0.189
(0.391)
	0.194
(0.395)

	Poorer
	0.094
(0.395)
	0.104
(0.306)
	0.127
(0.333)
	0.196
(0.397)
	0.193
(0.395)

	Middle
	0.135
(0.407)
	0.167
(0.373)
	0.185
(0.388)
	0.211
(0.408)
	0.210
(0.407)

	Richer
	0.278
(0.403)
	0.264
(0.441)
	0.250
(0.432)
	0.214
(0.410)
	0.204
(0.403)

	Richest
	0.427
(0.397)
	0.379
(0.485)
	0.344
(0.475)
	0.188
(0.391)
	0.197
(0.397)

	Length of Residence Dummies:
	
	
	
	
	

	Resident >=5 Yrs
	0.151
(0.359)
	0.174
(0.379)
	0.204
(0.403)
	0.172
(0.377)
	0.125
(0.331)

	Resident 5<Yrs<=10
	0.097
(0.297)
	0.102
(0.303)
	0.127
(0.333)
	0.135
(0.342)
	0.109
(0.312)

	Resident 10<Yrs<=15
	0.064
(0.245)
	0.066
(0.248)
	0.090
(0.286)
	0.112
(0.315)
	0.104
(0.305)

	Resident 15<Yrs<=25
	0.124
(0.329)
	0.097
(0.296)
	0.122
(0.327)
	0.190
(0.392)
	0.182
(0.386)

	Resident >25 Yrs
	0.029
(0.168)
	0.032
(0.176)
	0.042
(0.200)
	0.078
(0.269)
	0.093
(0.291)

	Resident Always
	0.515
(0.500)
	0.504
(0.500)
	0.389
(0.487)
	0.287
(0.452)
	0.363
(0.480)

	Heard Family Planning Message 
	0.722
(0.448)
	0.668
(0.470)
	0.688
(0.463)
	0.526
(0.499)
	0.450
(0.497)


Notes: The sample consists of all women ages 15 to 49 years old. The sample is split into five categories: strong female preference, weak female preference, no gender preference, weak male preference, and strong male preference. Standard error is in parentheses. The table includes the mean values for all of the independent variables used in the multinomial logit model, with the standard deviation in the parenthesis.

Source: DHS Survey 2005-200



[Table V]
	Region Dummies =1
	Strong Female Preference (-2)
N = 685
	Weak Female Preference (-1)
N = 3,802
	No Gender Preference (0)
N = 92,522
	Weak Male Preference (1)
N =20,417
	Strong Male Preference (2)
N = 6,959

	Jammu and Kashmir
	0.003
	0.028
	0.728
	0.189
	0.052

	Himachal Pradesh
	0.006
	0.018
	0.857
	0.089
	0.030

	Punjab
	0.002
	0.012
	0.748
	0.127
	0.109

	Uttaranchal
	0.004
	0.017
	0.766
	0.161
	0.053

	Haryana
	0.000
	0.010
	0.674
	0.158
	0.157

	Delhi 
	0.001
	0.019
	0.842
	0.108
	0.030

	Rajasthan 
	0.002
	0.014
	0.645
	0.258
	0.081

	Uttar Pradesh
	0.002
	0.014
	0.672
	0.263
	0.049

	Bihar
	0.001
	0.013
	0.633
	0.293
	0.061

	Sikkim
	0.010
	0.054
	0.783
	0.129
	0.024

	Arunachal Pradesh
	0.003
	0.044
	0.626
	0.228
	0.100

	Nagaland
	0.009
	0.085
	0.686
	0.191
	0.028

	Manipur
	0.003
	0.038
	0.670
	0.254
	0.035

	Mizoram
	0.018
	0.206
	0.482
	0.263
	0.031

	Tripura
	0.004
	0.031
	0.760
	0.129
	0.077

	Meghalaya
	0.031
	0.117
	0.611
	0.080
	0.162

	Assam 
	0.003
	0.018
	0.704
	0.190
	0.085

	West Bengal
	0.007
	0.035
	0.798
	0.117
	0.043

	Jharkhand
	0.003
	0.020
	0.708
	0.244
	0.025

	Orissa
	0.001
	0.022
	0.731
	0.189
	0.056

	Madhya Pradesh
	0.003
	0.017
	0.720
	0.216
	0.045

	Gujarat 
	0.003
	0.018
	0.691
	0.153
	0.135

	Maharashtra
	0.006
	0.028
	0.825
	0.112
	0.029

	Andhra Pradesh
	0.007
	0.023
	0.858
	0.075
	0.038

	Karnataka 
	0.008
	0.036
	0.814
	0.093
	0.049

	Goa
	0.008
	0.032
	0.822
	0.075
	0.062

	Kerala
	0.013
	0.042
	0.791
	0.090
	0.065

	Tamil Nadu
	0.014
	0.028
	0.895
	0.047
	0.016

	Chhattisgarh
	0.004
	0.031
	0.625
	0.258
	0.081


Notes: The sample consists of all women ages 15 to 49 years old. The sample is split into five categories: strong female preference, weak female preference, no gender preference, weak male preference, and strong male preference. Standard error is in parentheses. This table shows the percentage of interviewees from each region who selected one of the five categories.

Source: DHS Survey 2005-200


[Table VI]
	Basic OLS

	VARIABLES
	Ideal Boys
	Ideal Girls
	Ideal Either
	Ideal Total Living Children

	Age At Interview
	0.011***
(-0.000)
	0.006***
(-0.000)
	-0.002***
(-0.000)
	0.015***
(-0.000)

	Regional Dummies:
(Omitted—Chhattisgarh)
	
	
	
	

	Jammu and Kashmir
	-0.197***
(-0.017)
	-0.138***
(-0.014)
	-0.044**
-0.020
	-0.379***
-0.019

	Himachal Pradesh
	-0.308***
(-0.015)
	-0.174***
(-0.013)
	-0.002
(-0.019)
	-0.488***
(-0.017)

	Punjab
	-0.162***
(-0.019)
	-0.135***
(-0.015)
	-0.063***
(-0.022)
	-0.371***
(-0.021)

	Uttaranchal
	-0.150***
(-0.017)
	-0.115***
(-0.014)
	0.0575***
(-0.021)
	-0.209***
(-0.018)

	Haryana
	-0.071***
(-0.018)
	-0.060***
-0.014
	-0.108***
(-0.019)
	-0.248***
(-0.019)

	Delhi
	-0.207***
(-0.017)
	-0.142***
(-0.014)
	0.162***
(-0.023)
	-0.187***
(-0.018)

	Rajasthan
	0.087***
(-0.017)
	0.011
(-0.013)
	-0.088***
(-0.018)
	0.005
(-0.019)

	Uttar Pradesh
	-0.009
(-0.014)
	-0.030***
(-0.011)
	-0.002
(-0.016)
	-0.042***
(-0.015)

	Bihar
	0.064***
(-0.017)
	-0.006
(-0.013)
	-0.065***
(-0.018)
	-0.006
(-0.018)

	Sikkim
	-0.282***
-0.018
	-0.150***
-0.015
	-0.106***
(-0.020)
	-0.539***
(-0.020)

	Arunachal Pradesh
	0.274***
(-0.025)
	0.260***
(-0.021)
	-0.137***
(-0.024)
	0.387***
(-0.033)

	Nagaland
	0.203***
(-0.020)
	0.292***
(-0.018)
	0.011
(-0.024)
	0.506***
(-0.025)

	Manipur
	0.400***
(-0.016)
	0.361***
(-0.013)
	-0.350***
(-0.016)
	0.406***
(-0.020)

	Mizoram
	0.757***
(-0.023)
	0.845***
(-0.021)
	-0.413***
(-0.021)
	1.177***
(-0.031)

	Tripura
	-0.323***
(-0.020)
	-0.222***
(-0.016)
	0.062***
(-0.023)
	-0.484***
(-0.022)

	Meghalaya 
	0.328***
(-0.025)
	0.587***
(-0.024)
	-0.240***
(-0.023)
	0.678***
(-0.039)

	Assam
	-0.191***
(-0.016)
	-0.133***
(-0.013)
	-0.00964
(-0.019)
	-0.336***
(-0.018)

	West Bengal
	-0.378***
(-0.014)
	-0.211***
(-0.011)
	-0.004
(-0.017)
	-0.592***
(-0.016)

	Jharkhand
	-0.145***
(-0.018)
	-0.066***
(-0.014)
	0.086***
(-0.022)
	-0.125***
(-0.020)

	Orissa
	-0.154***
(-0.015)
	-0.089***
(-0.012)
	-0.073***
(-0.017)
	-0.316***
(-0.017)

	Madhya Pradesh
	-0.024
(-0.014)
	-0.029**
(-0.011)
	-0.0913***
(-0.016)
	-0.144***
(-0.016)

	Gujarat
	-0.198***
(-0.017)
	-0.201***
(-0.013)
	0.101***
(-0.020)
	-0.298***
(-0.018)

	Maharashtra
	-0.205***
(-0.014)
	-0.104***
(-0.011)
	-0.065***
(-0.016)
	-0.374***
(-0.016)

	Andhra Pradesh
	-0.329***
(-0.015)
	-0.154***
(-0.012)
	0.158***
(-0.018)
	-0.325***
(-0.016)

	Karnataka
	-0.341***
(-0.015)
	-0.153***
(-0.012)
	0.035**
(-0.017)
	-0.464***
(-0.017)

	Goa
	-0.388***
(-0.016)
	-0.225***
(-0.014)
	0.237***
(-0.022)
	-0.375***
(-0.019)

	Kerala
	-0.296***
(-0.017)
	-0.121***
(-0.015)
	0.292***
(-0.025)
	-0.125***
(-0.020)

	Tamil Nadu
	-0.436***
(-0.014)
	-0.221***
(-0.012)
	0.198***
(-0.018)
	-0.461***
(-0.016)

	Place of Residence Dummies:
(Omitted—Countryside) 
	
	
	
	

	Large City
	-0.093***
(-0.006)
	-0.037***
(-0.005)
	0.076***
(-0.008)
	-0.057***
(-0.007)

	Small City
	-0.094***
(-0.007)
	-0.050***
(-0.006)
	0.057***
(-0.010)
	-0.091***
(-0.008)

	Town
	-0.066***
(-0.005)
	-0.039***
(-0.005)
	0.001
(-0.007)
	-0.104***
(-0.007)

	Religion Dummies:
(Omitted—Hindu)
	
	
	
	

	Muslim
	0.209***
(-0.007)
	0.157***
(-0.005)
	0.038***
(-0.008)
	0.403***
(-0.008)

	Christian
	0.146***
(-0.010)
	0.184***
(-0.009)
	0.0229*
(-0.011)
	0.350***
(-0.014)

	Sikh
	-0.060***
(-0.016)
	-0.038***
(-0.013)
	0.011
(-0.019)
	-0.081***
(-0.017)

	Education Dummies:
(Omitted—Incomplete Primary Education)
	
	
	
	

	No Education
	0.111***
(-0.008)
	0.047***
(-0.007)
	-0.013
(-0.009)
	0.142***
(-0.010)

	Complete Primary Education
	-0.024**
(-0.010)
	-0.000
(-0.008)
	-0.014
(-0.012)
	-0.040***
(-0.012)

	Incomplete Secondary Education
	-0.109***
(-0.008)
	-0.054***
(-0.006)
	0.022**
(-0.009)
	-0.142***
(-0.009)

	Complete Secondary Education
	-0.209***
(-0.010)
	-0.129***
(-0.009)
	0.092***
(-0.013)
	-0.247***
(-0.012)

	Some/Completed Higher Education
	-0.306***
(-0.009)
	-0.200***
(-0.008)
	0.176***
(-0.012)
	-0.330***
(-0.011)

	Wealth Dummies:
(Omitted—Poorest)
	
	
	
	

	Poorer
	-0.087***
(-0.009)
	-0.046***
(-0.007)
	0.007
(-0.009)
	-0.125***
(-0.011)

	Middle
	-0.149***
(-0.008)
	-0.083***
(-0.007)
	0.031***
(-0.009)
	-0.198***
(-0.010)

	Richer
	-0.207***
-0.009
	-0.116***
(-0.007)
	0.050***
(-0.010)
	-0.271***
(-0.011)

	Richest
	-0.277***
(-0.010)
	-0.165***
(-0.008)
	0.099***
(-0.011)
	-0.340***
(-0.011)

	Length of Residence Dummies:
(Omitted—Resident 15<Yrs<=25)
	
	
	
	

	Resident 5 Years or Less
	-0.056***
(-0.007)
	-0.0434***
(-0.006)
	0.0491***
(-0.008)
	-0.050***
(-0.008)

	Resident 5<Yrs<=10
	-0.012
(-0.007)
	-0.012*
(-0.006)
	-0.001
(-0.009)
	-0.026***
(-0.008)

	Resident 10<Yrs<=15
	0.004
(-0.008)
	-0.001
(-0.006)
	-0.012
(-0.009)
	-0.009
(-0.009)

	Resident More Than 25 Years
	0.025**
(-0.011)
	0.007
(-0.009)
	0.034***
(-0.012)
	0.066***
(-0.014)

	Resident Always
	-0.089***
(-0.007)
	-0.044***
(-0.005)
	0.067***
(-0.008)
	-0.067***
(-0.008)

	Heard Family Planning Message 
	-0.082***
(-0.004)
	-0.034***
(-0.004)
	0.025***
(-0.005)
	-0.091***
(-0.005)

	Constant
	1.173***
(-0.018)
	0.873***
(-0.015)
	0.314***
(-0.020)
	2.363***
(-0.021)

	
	
	
	
	

	R-squared
	0.252
	0.187
	0.048
	0.308

	Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1


Notes: This table shows the results of the Basic OLS estimates of the demand equations for ideal boys, ideal girls, ideal either, and ideal total children. The regression was completed using a sample consisting of all women ages 15 to 49 years old. The standard deviations are in parenthesis.

Source: DHS Survey 2005-2006


[Table VII]
	IV Regression Results
	
	
	
	

	Variables
	Ideal Boys
	Ideal Girls
	Ideal Either
	Ideal Total

	Age At Interview
	0.010***
	0.006***
	-0.001***
	0.015***

	
	(-0.000)
	(-0.000)
	(-0.000)
	(-0.000)

	Jammu and Kashmir
	-0.228***
	-0.167***
	-0.039*
	-0.434***

	
	(-0.020)
	(-0.016)
	(-0.023)
	(-0.022)

	Himachal Pradesh
	-0.327***
	-0.193***
	-0.002
	-0.524***

	
	(-0.017)
	(-0.014)
	(-0.020)
	(-0.019)

	Punjab
	-0.176***
	-0.147***
	-0.072***
	-0.405***

	
	(-0.020)
	(-0.016)
	(-0.023)
	(-0.023)

	Uttaranchal
	-0.157***
	-0.122***
	0.0613***
	-0.219***

	
	(-0.018)
	(-0.014)
	(-0.021)
	(-0.019)

	Haryana
	-0.083***
	-0.078***
	-0.109***
	-0.280***

	
	(-0.019)
	(-0.015)
	(-0.021)
	(-0.021)

	Delhi
	-0.202***
	-0.137***
	0.161***
	-0.177***

	
	(-0.017)
	(-0.014)
	(-0.023)
	(-0.019)

	Rajasthan
	0.078***
	-0.004
	-0.086***
	-0.018

	
	(-0.018)
	(-0.015)
	(-0.020)
	(-0.021)

	Uttar Pradesh
	-0.020
	-0.035***
	0.001
	-0.0536***

	
	(-0.014)
	(-0.011)
	(-0.016)
	(-0.016)

	Bihar
	0.055***
	-0.0164
	-0.0590***
	-0.0196

	
	(-0.017)
	(-0.013)
	(-0.019)
	(-0.019)

	Sikkim
	-0.313***
	-0.183***
	-0.104***
	-0.601***

	
	(-0.020)
	(-0.018)
	(-0.023)
	(-0.024)

	Arunachal Pradesh
	0.265***
	0.253***
	-0.136***
	0.373***

	
	(-0.026)
	(-0.022)
	(-0.024)
	(-0.035)

	Nagaland
	0.167***
	0.252***
	0.010
	0.430***

	
	(-0.024)
	(-0.021)
	(-0.028)
	(-0.03)

	Manipur
	0.404***
	0.364***
	-0.346***
	0.418***

	
	(-0.016)
	(-0.014)
	(-0.016)
	(-0.021)

	Mizoram
	0.729***
	0.814***
	-0.414***
	1.118***

	
	(-0.025)
	(-0.023)
	(-0.024)
	(-0.033)

	Tripura
	-0.320***
	-0.222***
	0.0545**
	-0.489***

	
	(-0.020)
	(-0.016)
	(-0.024)
	(-0.023)

	Meghalaya 
	0.316***
	0.574***
	-0.238***
	0.655***

	
	(-0.026)
	(-0.024)
	(-0.024)
	(-0.040)

	Assam
	-0.200***
	-0.143***
	-0.00513
	-0.351***

	
	(-0.017)
	(-0.013)
	(-0.019)
	(-0.019)

	West Bengal
	-0.385***
	-0.219***
	-0.001
	-0.603***

	
	(-0.015)
	(-0.012)
	(-0.017)
	(-0.016)

	Jharkhand
	-0.164***
	-0.0866***
	0.0944***
	-0.156***

	
	(-0.019)
	(-0.015)
	(-0.023)
	(-0.021)

	Orissa
	-0.156***
	-0.095***
	-0.071***
	-0.323***

	
	(-0.016)
	(-0.013)
	(-0.017)
	(-0.018)

	Madhya Pradesh
	(-0.023)
	-0.030**
	-0.0907***
	-0.144***

	
	-0.0153
	(-0.012)
	(-0.017)
	(-0.017)

	Gujarat
	-0.216***
	-0.220***
	0.101***
	-0.334***

	
	(-0.018)
	(-0.014)
	(-0.022)
	(-0.019)

	Maharashtra
	-0.220***
	-0.119***
	-0.0654***
	-0.403***

	
	(-0.015)
	(-0.012)
	(-0.017)
	(-0.017)

	Andhra Pradesh
	-0.345***
	-0.170***
	0.163***
	-0.352***

	
	(-0.015)
	(-0.013)
	(-0.019)
	(-0.018)

	Karnataka
	-0.360***
	-0.170***
	0.0390**
	-0.496***

	
	(-0.016)
	(-0.013)
	(-0.018)
	(-0.018)

	Goa
	-0.393***
	-0.230***
	0.236***
	-0.387***

	
	(-0.017)
	(-0.015)
	(-0.023)
	(-0.020)

	Kerala
	-0.335***
	-0.154***
	0.306***
	-0.181***

	
	(-0.019)
	(-0.017)
	(-0.027)
	(-0.022)

	Tamil Nadu
	-0.435***
	-0.218***
	0.200***
	-0.455***

	
	(-0.015)
	(-0.013)
	(-0.019)
	(-0.016)

	Large City
	-0.084***
	-0.030***
	0.074***
	-0.043***

	
	(-0.007)
	(-0.006)
	(-0.009)
	(-0.007)

	Small City
	-0.0873***
	-0.043***
	0.053***
	-0.0814***

	
	(-0.008)
	(-0.007)
	(-0.010)
	(-0.009)

	Town
	-0.062***
	-0.035***
	0.000
	-0.097***

	
	(-0.006)
	(-0.005)
	(-0.007)
	(-0.007)

	Muslim
	0.208***
	0.156***
	0.0360***
	0.398***

	
	(-0.007)
	(-0.005)
	(-0.008)
	(-0.008)

	Christian
	0.143***
	0.183***
	0.0242**
	0.346***

	
	(-0.010)
	(-0.009)
	(-0.012)
	(-0.014)

	Sikh
	-0.061***
	-0.0430***
	0.018
	-0.078***

	
	(-0.016)
	(-0.013)
	(-0.019)
	(-0.018)

	No Education
	0.097***
	0.0357***
	-0.0139
	0.117***

	
	(-0.009)
	(-0.007)
	(-0.011)
	(-0.011)

	Complete Primary Education
	-0.020*
	0.003
	-0.012
	-0.031**

	
	(-0.010)
	(-0.009)
	(-0.013)
	(-0.012)

	Incomplete Secondary Education
	-0.096***
	-0.0422***
	0.0237**
	-0.116***

	
	(-0.009)
	(-0.007)
	(-0.010)
	(-0.011)

	Complete Secondary Education
	-0.189***
	-0.111***
	0.0917***
	-0.209***

	
	(-0.012)
	(-0.010)
	(-0.015)
	(-0.014)

	Some/Completed Higher Education
	-0.285***
	-0.182***
	0.175***
	-0.292***

	
	(-0.011)
	(-0.009)
	(-0.014)
	(-0.013)

	Poorer
	-0.075***
	-0.031***
	0.008
	-0.096***

	
	(-0.010)
	(-0.008)
	(-0.010)
	(-0.012)

	Middle
	-0.125***
	-0.0574***
	0.0327**
	-0.147***

	
	(-0.012)
	(-0.009)
	(-0.013)
	(-0.014)

	Richer
	-0.173***
	-0.078***
	0.056***
	-0.195***

	
	(-0.014)
	(-0.012)
	(-0.017)
	(-0.017)

	Richest
	-0.239***
	-0.122***
	0.106***
	-0.254***

	
	(-0.016)
	(-0.014)
	(-0.019)
	(-0.019)

	Resident 5 Years or Less
	-0.068***
	-0.048***
	0.056***
	-0.059***

	
	(-0.007)
	(-0.006)
	(-0.009)
	(-0.009)

	Resident 5<Yrs<=10
	-0.021***
	-0.016**
	0.005
	-0.033***

	
	(-0.008)
	(-0.006)
	(-0.009)
	(-0.009)

	Resident 10<Yrs<=15
	-0.005
	-0.006
	-0.006
	-0.017*

	
	(-0.008)
	(-0.007)
	(-0.009)
	(-0.010)

	Resident More Than 25 Years
	0.013
	-0.001
	0.035***
	0.048***

	
	(-0.012)
	(-0.009)
	(-0.013)
	(-0.014)

	Resident Always
	-0.103***
	-0.050***
	0.074***
	-0.079***

	
	(-0.007)
	(-0.006)
	(-0.008)
	(-0.009)

	Heard Family Planning Message 
	-0.187***
	-0.141***
	0.0163
	-0.308***

	
	-0.033
	(-0.028)
	(-0.040)
	)-0.039)

	Constant
	1.233***
	0.925***
	0.301***
	2.460***

	
	(-0.023)
	(-0.019)
	(-0.026)
	(-0.027)

	
	
	
	
	

	Observations
	115,385
	115,385
	115,384
	115,409

	R-squared
	0.251
	0.185
	0.049
	0.301

	Robust standard errors in parentheses
	
	
	
	

	*** p<0.01, ** p<0.05, * p<0.1
	
	
	
	


Notes: This table shows the results of the Instrumental Variable Regression estimates of the demand equations for ideal boys, ideal girls, ideal either, and ideal total children. The regression was completed using a sample consisting of all women ages 15 to 49 years old. The standard deviations are in parenthesis.

Source: DHS Survey 2005-2006


[Table VIII]
	
	(-2) Strong Female Preference
	(-1) Weak Female Preference
	(1)Weak Male Preference
	(2) Strong Male Preference 

	VARIABLES
	
	
	
	

	Age At Interview
(Omitted: age 15)
	
	
	
	

	16
	0.449
(0.349)
	0.087
(0.115)
	-0.009
(0.067)
	-0.088
(0.086)

	17
	0.714**
(0.336)
	-0.087
(0.121)
	0.026
(0.068)
	-0.238**
(0.093)

	18
	0.293
(0.353)
	0.0540
(0.114)
	0.119*
(0.065)
	-0.191**
(0.089)

	19
	0.475
(0.351)
	0.011
(0.120)
	0.196***
(0.068)
	-0.392***
(0.103)

	20
	0.558*
(0.337)
	-0.017
(0.116)
	0.172***
(0.065)
	-0.385***
(0.094)

	21
	0.463
(0.355)
	-0.030
(0.123)
	0.250***
(0.068)
	-0.420***
(0.106)

	22
	0.470
(0.349)
	-0.118
(0.123)
	0.346***
(0.065)
	-0.308***
(0.098)

	23
	0.963***
(0.330)
	-0.128
(0.127)
	0.322***
(0.067)
	-0.380***
(0.104)

	24
	0.206
(0.384)
	0.038
(0.125)
	0.503***
(0.067)
	-0.256**
(0.105)

	25
	0.393
(0.355)
	-0.101
(0.122)
	0.409***
(0.064)
	-0.311***
(0.095)

	26
	0.480
(0.362)
	0.035
(0.124)
	0.475***
(0.067)
	-0.270***
(0.103)

	27
	0.799**
(0.351)
	-0.019
(0.130)
	0.511***
(0.068)
	-0.149
(0.103)

	28
	0.341
(0.370)
	-0.002
(0.125)
	0.400***
(0.067)
	-0.211**
(0.098)

	29
	0.386
(0.385)
	-0.009
(0.133)
	0.503***
(0.069)
	-0.207*
(0.106)

	30
	0.638*
(0.344)
	-0.044
(0.122)
	0.483***
(0.064)
	-0.170*
(0.092)

	31
	0.896**
(0.357)
	-0.131
(0.142)
	0.437***
(0.072)
	-0.187*
(0.109)

	32.
	0.536
(0.371)
	-0.094
(0.134)
	0.521***
(0.068)
	-0.132
(0.101)

	33
	0.890**
(0.354)
	0.054
(0.133)
	0.471***
(0.071)
	-0.217**
(0.108)

	34
	0.971***
(0.355)
	-0.189
(0.148)
	0.551***
(0.071)
	-0.005
(0.104)

	35
	0.568
(0.354)
	0.006
(0.125)
	0.600***
(0.064)
	0.035
(0.089)

	36
	0.593
(0.376)
	-0.092
(0.141)
	0.603***
(0.070)
	-0.075
(0.104)

	37
	0.894**
(0.361)
	-0.071
(0.144)
	0.604***
(0.072)
	-0.085
(0.107)

	38
	0.219
(0.407)
	-0.245*
(0.147)
	0.550***
(0.070)
	-0.139
(0.103)

	39
	0.824**
(0.382)
	-0.177
(0.157)
	0.550***
(0.075)
	-0.051

	
	
	
	
	(0.109)

	40
	0.721**
	0.001
	0.597***
	0.032

	
	(0.352)
	(0.129)
	(0.067)
	(0.092)

	41
	0.797**
	-0.204
	0.675***
	0.142

	
	(0.388)
	(0.163)
	(0.075)
	(0.108)

	42
	0.622
	-0.181
	0.531***
	0.189*

	
	(0.387)
	(0.152)
	(0.074)
	(0.101)

	43
	0.550
	-0.356**
	0.666***
	0.0231

	
	(0.409)
	(0.170)
	(0.076)
	(0.111)

	44
	0.821**
	-0.201
	0.608***
	-0.146

	
	(0.402)
	(0.171)
	(0.080)
	(0.121)

	45
	1.019***
	-0.113
	0.588***
	0.000

	
	(0.354)
	(0.146)
	(0.071)
	(0.098)

	46
	0.953**
	-0.053
	0.713***
	0.0601

	
	(0.396)
	(0.165)
	(0.080)
	(0.115)

	47
	1.130***
	-0.115
	0.685***
	0.010

	
	(0.390)
	(0.176)
	(0.083)
	(0.121)

	48
	0.788*
	-0.412**
	0.678***
	0.267**

	
	(0.411)
	(0.188)
	(0.081)
	(0.110)

	49
	0.188
	-0.400*
	0.757***
	0.308**

	
	
	(0.580)
	(0.226)
	(0.093)
	(0.128)

	Regional Dummies:
(Omitted: Chandigarh) 
	
	
	
	

	Jammu and Kashmir 
	-0.852**
	-0.295**
	-0.355***
	-0.891***

	
	(0.427)
	(0.149)
	(0.0643)
	(0.108)

	Himachal Pradesh
	-0.0862
	-0.829***
	-1.058***
	-0.812***

	
	(0.347)
	(0.167)
	(0.0756)
	(0.123)

	Punjab
	-0.600
	-1.181***
	-0.505***
	0.658***

	
	(0.474)
	(0.211)
	(0.0778)
	(0.0989)

	Uttaranchal
	-0.407
	-0.809***
	-0.439***
	-0.307***

	
	(0.393)
	(0.173)
	(0.0658)
	(0.106)

	Haryana 
	-2.535**
	-1.177***
	-0.391***
	0.848***

	
	(1.032)
	(0.215)
	(0.068)
	(0.085)

	Delhi 
	-2.276***
	-1.059***
	-0.540***
	-0.582***

	
	(0.565)
	(0.165)
	(0.0726)
	(0.127)

	Rajasthan 
	-1.114**
	-0.856***
	-0.0641
	-0.155*

	
	(0.478)
	(0.168)
	(0.0556)
	(0.0879)

	Uttar Pradesh 
	-1.325***
	-0.936***
	0.063
	-0.585***

	
	(0.335)
	(0.123)
	(0.0454)
	(0.076)

	Bihar
	-1.244**
	-0.927***
	0.117**
	-0.429***

	
	(0.511)
	(0.174)
	(0.0546)
	(0.0942)

	Sikkim 
	0.529
	0.291**
	-0.619***
	-1.118***

	
	(0.340)
	(0.140)
	(0.0789)
	(0.157)

	Arunachal Pradesh 
	-0.426
	0.225
	-0.00944
	0.237**

	
	(0.515)
	(0.157)
	(0.0747)
	(0.110)

	Nagaland
	0.317
	0.529***
	-0.166**
	-1.134***

	
	(0.326)
	(0.128)
	(0.0685)
	(0.129)

	Manipur
	-0.665*
	0.0302
	0.311***
	-0.527***

	
	(0.380)
	(0.128)
	(0.0562)
	(0.108)

	Mizoram
	1.107***
	1.677***
	0.706***
	-0.436***

	
	(0.341)
	(0.133)
	(0.0824)
	(0.165)

	Tripura
	-0.177
	-0.100
	-0.739***
	-0.0981

	
	(0.434)
	(0.165)
	(0.0811)
	(0.110)

	Meghalaya 
	1.557***
	0.976***
	-0.836***
	0.780***

	
	(0.302)
	(0.130)
	(0.0969)
	(0.101)

	Assam
	-0.703*
	-0.620***
	-0.303***
	-0.0541

	
	(0.403)
	(0.154)
	(0.0588)
	(0.0884)

	West Bengal
	-0.188
	-0.210*
	-0.901***
	-0.894***

	
	(0.291)
	(0.118)
	(0.0558)
	(0.0885)

	Jharkhand 
	-0.614
	-0.593***
	-0.268***
	-1.535***

	
	(0.431)
	(0.162)
	(0.0595)
	(0.133)

	Orissa 
	-1.355***
	-0.463***
	-0.432***
	-0.492***

	
	(0.477)
	(0.138)
	(0.0556)
	(0.0906)

	Madhya Pradesh
	-1.028***
	-0.877***
	-0.169***
	-0.615***

	
	(0.349)
	(0.137)
	(0.0508)
	(0.0879)

	Gujarat
	-0.608
	-0.672***
	-0.410***
	0.711***

	
	(0.383)
	(0.158)
	(0.0622)
	(0.0816)

	Maharashtra
	-0.491*
	-0.559***
	-0.683***
	-0.878***

	
	(0.290)
	(0.119)
	(0.0537)
	(0.0914)

	Andhra Pradesh
	-0.291
	-0.753***
	-1.314***
	-0.879***

	
	(0.293)
	(0.127)
	(0.0613)
	(0.0909)

	Karnataka 
	0.195
	-0.127
	-1.181***
	-0.649***

	
	(0.287)
	(0.119)
	(0.0604)
	(0.0877)

	Goa
	0.196
	-0.349**
	-1.128***
	-0.0213

	
	(0.320)
	(0.141)
	(0.0783)
	(0.0995)

	Kerala 
	0.624**
	0.013
	-0.906***
	-0.0969

	
	(0.301)
	(0.133)
	(0.0737)
	(0.0989)

	Tamil Nadu 
	0.396
	-0.559***
	-1.763***
	-1.573***

	
	(0.276)
	(0.126)
	(0.0741)
	(0.122)

	Large City
	0.633***
	0.300***
	-0.253***
	-0.156***

	
	(0.133)
	(0.0623)
	(0.0305)
	(0.0504)

	Small City
	0.0783
	0.0602
	-0.224***
	-0.193***

	
	(0.163)
	(0.0691)
	(0.0364)
	(0.0586)

	Town 
	-0.0207
	0.0496
	-0.118***
	-0.0649

	
	(0.116)
	(0.0486)
	(0.0257)
	(0.0412)

	Religion Dummies:
(Omitted: Hindu)
	
	
	
	

	Muslim
	0.180
	0.0200
	0.179***
	0.680***

	
	(0.127)
	(0.0590)
	(0.0252)
	(0.0365)

	Christian
	0.505***
	0.512***
	0.0542
	0.316***

	
	(0.136)
	(0.0636)
	(0.0425)
	(0.0618)

	Sikh
	-0.518
	0.164
	-0.147*
	-0.138

	
	(0.540)
	(0.193)
	(0.0778)
	(0.0939)

	Education:
(Omitted: Incomplete Primary Education)
	
	
	
	

	No Education
	-0.137
	0.0789
	0.170***
	0.274***

	
	(0.160)
	(0.0711)
	(0.0309)
	(0.0478)

	Complete Primary Education
	-0.244
	-0.125
	-0.107**
	-0.235***

	
	(0.216)
	(0.096)
	(0.041)
	(0.068)

	Incomplete Secondary Education
	-0.138
	-0.0255
	-0.341***
	-0.424***

	
	(0.149)
	(0.067)
	(0.032)
	(0.051)

	Complete Secondary Education
	-0.040
	0.044
	-0.659***
	-0.674***

	
	(0.201)
	(0.091)
	(0.052)
	(0.089)

	High Education
	0.167
	0.179**
	-0.835***
	-0.739***

	
	(0.178)
	(0.083)
	(0.048)
	(0.080)

	Wealth Dummies: 
(Omitted: poorest)
	
	
	
	

	Poorer
	-0.167
	-0.245***
	-0.100***
	-0.283***

	
	(0.202)
	(0.0792)
	(0.0284)
	(0.0435)

	Middle
	-0.353*
	-0.230***
	-0.176***
	-0.404***

	
	(0.198)
	(0.077)
	(0.029)
	(0.045)

	Richer
	-0.0767
	-0.133*
	-0.259***
	-0.506***

	
	(0.198)
	(0.079)
	(0.032)
	(0.050)

	Richest
	-0.020
	-0.0627
	-0.387***
	-0.519***

	
	(0.213)
	(0.086)
	(0.037)
	(0.058)

	Residency Length:
(Omitted: Resident more than 15 through 25 years)
	
	
	
	

	Resident 5 Yrs or Less
	-0.424***
	-0.213***
	-0.0744**
	-0.362***

	
	(0.153)
	(0.0679)
	(0.0302)
	(0.050)

	Resident More than 5 Yrs Through 10
	-0.305*
	-0.159**
	-0.049
	-0.156***

	
	(0.167)
	(0.0743)
	(0.031)
	(0.052)

	Resident More than 10 Yrs Through 15
	-0.347*
	-0.181**
	-0.055*
	-0.044

	
	(0.186)
	(0.0821)
	(0.032)
	(0.051)

	Resident More than 25 Yrs
	-0.357
	0.0783
	-0.0165
	0.252***

	
	(0.257)
	(0.111)
	(0.040)
	(0.058)

	Resident Always 
	-0.022
	-0.005
	-0.225***
	0.010

	
	(0.130)
	(0.0605)
	(0.027)
	(0.043)

	Heard Family Planning Message
	0.0515
	-0.0120
	-0.199***
	-0.463***

	
	(0.098)
	(0.041)
	(0.018)
	(0.029)

	
	
	
	
	

	Constant
	-5.267***
	-2.818***
	-0.857***
	-1.319***

	
	(0.422)
	(0.155)
	(0.0730)
	(0.105)

	Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1



Notes: This table shows the results of the multinomial logit model. The base is (0), which signifies no gender preference. Therefore, all coefficients must be interpreted relative to the base. The regression was completed using a sample consisting of all women ages 15 to 49 years old. The standard deviations are in parenthesis.

Source: DHS Survey 2005-2006


[Table IX]
	Variable
	Strong Female Preference (-2)
	Weak Female Preference (-1)
	No Preference (0)
	Weak Male Preference (1)
	Strong Male Preference (2)

	Heard Family Planning Message = 0
	.0051
(.000)
	.029
(.000)
	.720
(.002)
	.176
(.001)
	.068
(.001)

	Heard Family Planning Message = 1
	.005
(.005)
	.0311
(.000)
	.760
(.001)
	.156
(.001)
	.046
(.000)

	Age At Interview = 24
	.003
(.000)
	.033
(.002)
	.738
(.006)
	.175
(.005)
	.0491
(.003)

	Age At Interview = 30
	.005
(.001)
	.030
(.002)
	.738
(.005)
	.171
(.005)
	.053
(.003)

	Age At Interview = 40
	.005
(.001)
	.031
(.002)
	.715
(.006)
	.184
(.005)
	.062
(.003)

	Age At Interview = 49
	.003
(.001)
	.020
(.004)
	.692
(.012)
	.205
(.011)
	.077
(.007)

	No Education = 0
	.005
(.000)
	.030
(.000)
	.756
(.002)
	.156
(.001)
	.050
(.001)

	No Education = 1
	.004
(.000)
	.031
(.001)
	.725
(.003)
	.175
(.002)
	.062
(.001)


	Complete Primary Education = 0
	.005
(.000)
	.030
(.000)
	.742
(.001)
	.164
(.001)
	.056
(.000)

	Complete Primary Education = 1
	.004
(.000)
	.028
(.002)
	.765
(.005)
	.154
(.004)
	.046
(.002)

	Incomplete Secondary Education = 0
	.005
(.000)
	.029
(.000)
	.725
(.002)
	.177
(.001)
	.061
(.001)

	Incomplete Secondary Education=1
	.005
(.000)
	.031
(.001)
	.779
(.003)
	.139
(.002)
	.0449057
(.001)

	Complete Secondary Education = 0
	.005
(.000)
	.030
(.000)
	.739
(.001)
	.167
(.001)
	.0571158
(.0006691)

	Complete Secondary Education = 1
	.005
(.001)
	.035
(.002)
	.822
(.005)
	.101
(.004)
	.034
(.002)

	Higher Education = 0
	.005
(.000)
	.029
(.000)
	.735
(.001)
	.171
(.001)
	.057
(.000)

	Higher Education = 1
	.006
(.001)
	.039
(.002)
	.830
(.004)
	.089
(.003)
	.033
(.002)


Notes: This table shows the results from the margins command (following the multinomial logit regression) on the variables of interest: age of interviewee, heard family planning message, and education. The standard deviations are in parenthesis. 

Source: DHS Survey 2005-2006


[Table X]
	Variables
	Strong Female Preference
(-2)
	Weak Female Preference
(-1)
	Weak Male Preference
(1)
	Strong Male Preference
(2)

	Heard Family Planning Message
	.000
	.001
	-.020***
	-.021***

	No Education
	.000
	.001
	.018***
	.011***

	Complete Primary Education
	-.001
	-.002
	-.010**
	-.009***

	Incomplete Secondary Education
	.000
	.001
	-.037***
	-.016***

	Complete Secondary Education
	.000
	.004*
	-.065***
	-.022***

	Higher Education
	.001
	.010***
	-.082***
	-.024***

	Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1


Notes: This table shows the results from the margins contrast command (following the multinomial logit regression) on the variables of interest: heard family planning message and education. This table emphasizes the quantifiable amount of change caused by the respective variable. Note how education causes huge effects for decreasing male preference (and even increases weak female preference). Heard family planning message also has a huge effect—almost equivalent of the effect of education on strong male preference. 

Source: DHS Survey 2005-2006
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