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Abstract
BRANTLEY ANDREW WEST: Uncovering Molecular Relaxati Processes with

Nonlinear Spectroscopies in the Deep UV
(Under the direction of Andrew Moran and Laurie Mgi)

Conical intersections mediate internal conversignathics that compete with
even the fastest nuclear motions in molecular systeTraditional kinetic models do not
apply in this regime of commensurate electronic amgtlear motion because the
surroundings do not maintain equilibrium throughdhé relaxation process. This
dissertation focuses on uncovering the physicsces®a with vibronic interactions at
conical intersections. Of particular interest eoberent nuclear motions driven by steep
excited state potential energy gradients. Techradaances have only recently made
these dynamics accessible in many systems inclubiNg nucleobases and cyclic
polyene molecules.

Optical analogues of multidimensional NMR spectopses have recently yielded
transformative insight in relaxation processes imngfrom energy transfer in
photosynthesis to bond making and breaking in diguiPrior to the start of this research,
such experiments had only been conducted at imframed visible wavelengths.
Applications in the ultraviolet were motivated ktudies of numerous biological systems
(e.g., DNA, proteins), but had been challengeddmpical issues. The work presented
in this dissertation combines pulse generationriegles developed in the optical physics

community with spectroscopic techniques largelynpered by physical chemists to



implement two-dimensional ultraviolet spectroscdplUV). This technique is applied
at the shortest wavelengths and with the best kigr@oise ratios reported to date.

Sub-picosecond excited state deactivation procgssesle photo stability to the
DNA double helix. Vibrational energy transfer fraime solute to surrounding solvent
enables relaxation of the highly non-equilibriunognd state produced by fast internal
conversion. In this dissertation, nonlinear spestopies carried out at cryogenic
temperatures are used to uncover the particulateauanodes in the solvent that
primarily accept vibrational energy from the solut€hese measurements additionally
expose a competition between internal conversiah\abrational energy transfer onto
the DNA backbone.

Ring-opening reactions in cycloalkenes are onéhefmost fundamental
reactions in organic chemistry. Traditional texdbaunderstandings of these reactions
conveniently hide the intricate physics that occpr®r to bond breaking. Sub-100-
femtosecond internal conversion processes preamute tireaking in these systems. This
dissertation directly monitors these dynamics irdeivative of cyclohexadieney-

terpinene, and detects coherent wavepacket mdbortise first time in solution.
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Chapter 1 . Introduction
1.1. Science at the Interface between Optical andh@mical Physics

Recent decades have seen tremendous growth irdigti@tinary research.
Scientists with backgrounds in physics, chemistnathematics, biology, computer
science, and medicine have begun to collaborate w@mmon goals and research
interests. The resulting cross-pollination of ®lehas paved the way for many
technological advances. Technology such as magresttmance imaging (MRI) resulted
from the efforts of physicians, mathematicians, ahgsicists and mapping the human
genome applied traditional chemistry techniqueshviaaisic biochemistry to advance
scientific understanding. The fields of biophysicgterials science, and nanotechnology
are examples of emerging interdisciplinary researgas, which require expertise from
more than one traditional field. In a similar #pirthis dissertation forges new
connections between the disciplines of optical msyand physical chemistry. Optical
techniques pioneered in the field of attoseconderlascience are merged with
experimental techniques largely developed by playsibemists to investigate molecular
relaxation processes initiated by deep UV laséat Mgth unprecedented time resolution.

Femtosecond laser spectroscopies have long beetralcdo fundamental
understanding of molecular relaxation processexandensed phases (i.e. solution,

interfaces, solids, eté). The two-dimensional (2D) spectroscopies emploiedhis



dissertation were first developed as optical anssgof NMR experiments (e.g., spin
echo)®® 2D spectroscopies can be thought of as a speas® of a pump-probe
experiment in which the waveforms associated wihtlabsorption and emission are
both resolved. 2D spectroscopy differs from aitraakal (1D) pump-probe measurement
where only the emission waveform is detected. ANMR, the 2D representation
exposes correlations between excitation and detedtequencies, thereby eliminating
ambiguities of traditional 1D techniques. Datdildiscussions of 2D spectroscopy can
be found in Section 1.3 and 2.6.

2D experiments were first demonstrated in the refifavavelength range in 1999-
2000%® Experimental innovations made the extension os@Ectroscopies to the visible
spectral range possible in 200%. Over the past decade, infrared (vibrational) and
visible (electronic) femtosecond 2D spectroscopege yielded transformative insight in
processes ranging from chemical exchange equitibiiiu liquids to energy transfer in
photosynthesi§'™® At the time that the work presented in this thesas initiated, the
implementation of 2D spectroscopies in the deepvdié widely recognized as the next
frontier in the march from “from NMR to X-rays”. Such extensions to the deep UV are
challenged by laser pulse generation and managenmetferometric phase stability,
and (undesired) ionization of the sample mediunhe Work presented in this thesis
successfully applies 2D spectroscopy in the deepnifi data quality that is comparable
to that of the best experiments reported at lomgarelengths. The most recent work has
even pushed the technology to the lower waveletigtit for aqueous solutions at

200nm.



Concomitant to this push toward the X-ray regimears effort to observe and
understand the fastest quantum dynamics in molesylstems. The understanding of
sub-picosecond molecular relaxation mechanismsphagressed hand-in-hand with the
development of shorter laser pulses. Researchi mdsished within the last year,
combining ultraviolet pump pulses (400nm, 266nmd a200nm), photo-electron
detection techniques, and theoretical models rssfoaming understanding of sub-100fs
internal conversion transitions through conicakiséctions in gas phase cycloalkenes
(i.e., textbook reactions in organic chemist&4° Similar techniques are also being used
to understand ultrafast relaxation in DNA nucle@saand their derivativeé$?®

The work presented in this dissertation has exirizie spectroscopies to the
deep UV and established several new insights inbepscosecond molecular relaxation
processes in condensed phases. The researchtpcebene has been featured as 2011
Editors Choice in thelournal of Chemical Physicand led to an invited perspective
article on the present state of 2DUV spectroscopthe Journal of Physical Chemistry
Letters*>3' A second invited review for the journ@hemical Physics in preparation.

The key contributions are summarized as follows:

e Optical analogues of NMR spectroscopies have beeducted in the deep

UV spectral range (near 270nm) with unprecederaseérlbandwidth and time
resolution

e The influence of excited state energy barriers d4ADphotoprotection

mechanisms was examined in the first studies of DbbAnponents at

cryogenic temperatures



e Transitions between excited electronic states tmacede ring-opening
reactions in cycloalkenes were resolved for the fime in solution.

e Femtosecond laser experiments were carried out oftutien with
unprecedented time-resolution at 200nm (i.e., tveet wavelength limit for
agueous solutions) using laser filamentation temes developed by the

attosecond physics community.

1.2. Uncovering Ultrafast Molecular Relaxation Proesses in Condensed Phases

Chemical reactions and other non-radiative relaxagirocesses that occur on the
sub-picosecond timescale compete with even theedastuclear motions. Such a
coincidence in time scales holds special meaningpitdensed phases because standard
rate theories, which assume that an equilibratedr@amment surrounds the system,
cannot be applie®. This non-Markovian regime is understood by firshsidering that
rate theories are often formulated using a redupeghtum mechanical description in
solutions near ambient temperatures. Reduced gasas typically follow the evolution
of a few (quantum) degrees of freedom referredsttha “system”, while relegating the
remaining degrees of freedom to the “bath”. Thuslely employed Markovian kinetic
models, which originate in a stochastic form of rkés golden rule, make the
fundamental assumption that the bath maintainslibgum throughout the relaxation
process in the system (i.e. bath does not evolw)large body of recent work has
incorporated a non-equilibrium bath into models daciton transport in photosynthetic
complexes focusing on intermolecular degrees ofedoen®*>’ In contrast, the
understanding of non-Markovian intramolecular eegtistate dynamics is a largely open

area and is garnering particular interest becatifeaubiquity of conical intersections in



molecules of biological and chemical significaffcéncluding DNA nucleobases where
conical intersections provide photoprotection ® double helix®

The systems to be discussed in this dissertatinmréo their electronic ground
states at or near conical intersections (Ys)A CI occurs when adiabatic electronic
states obtained under the Born-Oppenheimer appetiam become degenerate at a
particular nuclear geometry. Transitions betwelectnic states where a wavepacket
moves towards, passes though, and moves away freoniaal intersection can take
place on the sub-100 fs time scale. Here motidarseto changes in the nuclear
coordinates of a molecule as the wavepacket mowdkenexcited state potential energy
surfaces. The passage through the conical intesesccan itself be much more rapid,
calculations predict that passage through a Cltake place in as little time as several
femtosecondd’ The time scale of relaxation through a conict#rsection depends on
the curvatures of the potential energy surfacesclwtiescribe the dependence of energy
on the nuclear geometry, and the non-adiabatic lcaupetween the different states.
Ultrafast relaxation through Cls is promoted byeadgence in the non-adiabatic coupling
near the point of degeneraty.

Conical intersections exist in a multi-dimensiosphce known as the branching
space; each dimension of the branching space paysique role in tuning the
characteristics of the Cl and is spanned by a auaeordinate. For a CI to exist the
branching space must be at least two dimensional, gpanned by two nuclear
coordinates. The first is known as the ‘g’ cooad@ which tunes the energy gap
between electronic states, and the second as tloerdinate, which tunes the coupling

between states. While CI's are ubiquitous in pmgac molecules (3N-6 normal modes;



N>2) diatomic molecules are incapable of possessiem due to an insufficient number
of nuclear coordinates and symmetry restrictiomsstead diatomic molecules possess
avoided crossings. Figure 1 shows a polyatomicemdé guaranteed to have a Cl by its
large number of nuclear coordinates and the synymatr its equilibrium (&)

geometry*
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Figure 1.1. (a) Simple diagrammatic representation of the magstem, a 2D potential
well. Ly and Ly are the lengths of the box in the x-dimension ardinyension
respectively. 8 is one angle betweedn, andL,. (b) Example of molecule where 2D
particle in a box model applies from R&. (c) A plot of the model system’s potential
energy surfaces. The two surfaces form a conietdrsection when., — L, =0
andé = 90°.

The 2D patrticle in a box can be used to illustegsential aspects of a Cl if a
“diamond distortion” coordinate is added (see Feglia). This is done by revising the
canonical Hamiltonian with the addition of a newmethat couples the direct product

basis states. The Hamiltonian is written as



hz[4+1] V., (0)
8m L2 L
H = (1.1)
V., (0) hz[lﬁ}
8m L% L
where
T 2
V12(9)=V21(9)=V(9—5j (1.2)

Note that the coupling is a function of tggle between the x and y sides of the
well as depicted in Figure 1; the andle,is the h coordinate. The difference in the
segment lengthd,x - Ly, tunes the energy gap between the states and thuibkeig
coordinate. The remaining coordindte;+ Ly, is referred to as a seam. It is intuitive that
when the angle is 90and the sides of the box are equal, the two stateslegenerate;
this is the nuclear geometry of the Cl. The newmHtanian is diagonalized and
eigenenergies of the coupled x/y system are praudde eigenenergies of this model
system are plotted in Figure 1c. The conical seetion forms ak,=L,andf = 90°, as
expected. Degeneracy is lifted as the systens@atied along the g and h coordinates as
shown. This model system has been introduced doiraiunderstanding the basic
concepts of a Cl. Potential energy surfaces ctarsact at specific nuclear geometries
and the shape of these surfaces near degeneranis gaartly governs the rate of
relaxation through these Cls. Such phenomena dhigzeultrafast relaxation processes

studied in this work for which 2D spectroscopydsally suited to examine.

1.3. Ultrafast Optical Spectroscopies: Past, Preserand Future

Femtosecond transient grating and two dimensiopattsoscopies are ideally

suited for studies of these ultrafast processeausecof their superior time and spectral



resolution. However, femtosecond laser pulse @geioa was not possible in “turnkey”,
tabletop laser amplifier systems until the 1990'kew solid state Ti:sapphire-based
setups became commercially availdBleThese instruments utilized the advent of Kerr
Lens mode locking techniques (KLML) to produce lrdmndwidth laser puls&sand
chirped pulse amplification (CPA) techniques to afypghese pulses to the milli-joule
through multi-joule levef€. Prior to 1990, femtosecond pulses could be predwsing
laser dyes as a gain medium, however tunabilityfeofitosecond pulse spectra was
limited by the optical properties of the correspogdlaser dyes and this tunability
necessitated time-consuming optimizatfon.

Coincident with these advances in laser technolegs the discovery of
nonlinear optical crystals such dgsbarium borate (BBO) which possessed large
nonlinear optical coefficients, broad transpareraryges, low group velocity dispersion,
and high damage threshoftfs. Utilizing the optical parametric generation teicjue
wherein a high frequency, high intensity ‘pump’dapulse amplifies a lower frequency,
lower intensity ‘signal’ pulse in a nonlinear crgistthe narrow tuning range of the
Ti:Sapphire lasers was overcoffieTechnology had advanced where researchers were
able to generate femtosecond laser pulses acresssible and infrared spectral ranges
opening up a variety of molecular systems and atlam phenomena to experimental
investigation.

The femtosecond, nonlinear spectroscopies discusseithis dissertation are
transient grating (TG) and two-dimensional (2D) tpescopies. TG spectroscopy
carries dynamic information similar to that of pum@be spectroscopy where a pump

pulse excites a fraction of molecules in a systemart excited state then a probe pulse



monitors the change in absorption induced by thatesk molecules. By comparing
pump-on and pump-off regimes one can measure thanaig absorption spectrum of the
excited state. In TG and 2D, a four-beam geomistnysed for experimentation; three
beams induce a nonlinear signal and the fourth bsaosed as a reference field for
interferometric detection.  This implementation eo$f several key advantages.
Interferometric detection and background-free digadlection allow for high signal-to-
noise ratios and low fluené&?’ The non-collinear geometry also allows for paation
control of each beam which can be used to enhamcsuppress certain signal
components.

2D spectroscopy is unique because it allows for-dimoensional spectra to be
obtained where change in absorbance is plotteduseexcitation and detection
frequency. This experiment can be thought of parap-probe spectroscopy experiment
with dispersed excitation and detection as showhRigure 1.2. For molecular systems
possessing overlapping absorption bands, stroregniaiecular couplings, or ultrafast
relaxation mechanisms, 2D offers a distinct cajftgbibver traditional pump-probe
measurements. In order to selectively excite Hquéar resonance, a narrow-band pump
laser pulse is needed. This allows the dynamies ihgle state to be probed but comes
at the cost of time resolution because laser pasesubject to a Fourier transform limit;
a short pulse necessarily has a broad spectrum.is Tarrow-bandwidth (i.e.
‘narrowband’) pumping technigue has been shown ® useful for selective
excitatiorf®*° but probing the fastest dynamics in complex systéna challenge for
pump-probe spectroscopy. In contrast, 2D spembmsis not subject to this limitation,

broad-bandwidth pump pulses can be used to excitkiphe resonances and resolve



relaxation and transitions among all states. Time tresolution in 2D spectroscopy is

limited only by the absorption line-widths of thgsgeem’s resonances.
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Figure 1.2. Transient grating and transient absorption speotfmes can be wavelength
resolved in the probe dimension (i.e. insensitveptimp wavelength). However, 2D
spectroscopy is able to produce spectra whicheselved in both the pump and probe
dimensions. This is the origin of the two-dimemsibnature of the technique.

The most challenging issue facing implementation 28f spectroscopies is
obtaining interferometric precision on an ordertthows for experimental results to
accurately portray the physics probed, the necegsacision is %/100. This requires
timing errors of less than 0.17fs for and laser pulse and 0.017fs for a 500nm laser
pulse, as well as a stable mechanical setup bedhuseations in optical path lengths
can induce changes of 0.1fs over a 20 minute périoBecause of this challenge, 2D
spectroscopy developed most rapidly in the infrasgmectral rand€. Technical
advancements then allowed researchers to extertdaheique to visible wavelengthd’
Progress towards the UV is just beginning to beeraad the work in this dissertation
focuses on the development and application of UVah@ -2D spectroscopy.

The ability to disperse an absorption signal intmped and probed dimensions is
the key functionality of 2D spectroscopy; any canfational change in a molecule

which induces a modified absorption spectrum cambaitored. Figure 1.3 presents a

basic schematic. When states m and n are popubgteéde pump laser pulse, mixing
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processes can cause the population to transferebatihe two states. The probe pulse
interrogates the system after a certain time andrds where the population is. If the
probe pulse indicates that excitations are presesittate m, then 2D spectroscopy is able

to discern their origin, whether it is from statatself or has transferred from state n.

(@) A

Energy

Woump

Figure 1.3. 2D spectroscopy is able to follow dynamics whiclvoire molecular
absorption atom@n), followed by probe pulse interaction @m). States m and n can
represent anything from vibrational resonances different isomers of a particular
molecule to pigment excitations in a photosynthetimplex (i.e. Frenkel exciton states).
(a) Transitions (red and green arrows) such asggrteansfer, isomerization, or protein
folding that happens in the pump-probe delay withws up as cross peaks in (b) the 2D
spectrum (red and green cross peaks).

In Figure 1.3, states m and n can represent atyavieenergy states such as
vibrational modes of a molecule that undergoescstiral change, different sites in a
molecular crystal, or excitons in a protein pigmstnticture. 2D spectroscopy developed
most rapidly in the IR (2D-IR) and has been usednderstand a wide variety of systems

where conformational changes are occurring on &tifag scalé* 2D-IR was the first

two-dimensional optical technique to develop and wsed to study processes including

11



dynamics of chemical exchange equilibrium, isonsgian, and protein folding:’ 4%
52

The implementation of 2D spectroscopy at visiblegl@angths (2D-VIS) required
experimental apparatus utilizing diffractive optioorder to achieve the necessary phase
stability for interferometric detection and datdlection®*° This technical advancement
followed shortly after the implementation of 2D-i&d allowed new physics to be
explored. One of the most compelling examplesV2S is in application to studying
photosynthesis. In photosynthesis, light-drivesct®ns convert C@into biomass. The
most important step in this process is the capamek funneling of light to the reaction
center where it is stored as electrical charge hmmical bond$**® The absorption
spectra of these light-capturing complexes posstesgly overlapping resonances due
to the presence of multiple pigment types. Thmypted with strong intermolecular
interactions and fast relaxation processes makesetisystems a prime candidate for
investigation with 2D-VIS?>

The pathways followed by an excitation as it travislrough the photosynthetic
complex to a reaction center is fundamentally ed8ng because this process occurs with
nearly unity quantum efficiency. It is of fundamental interest to understand hoatuxe
designed such efficient light collecting systerh¥. 2D-VIS can identify the character of
delocalization between different sites and theinsigpf excitations as they move toward
the reaction center, thereby identifying the specsipatial pathways that excitations
follow.™® Extensive research utilizing 2D-VIS in the Motlaboratory has identified the
importance of vibronic (electron-phonon) couplinfy tbe excited state in enhancing

delocalization in hetero-molecular pigment sitésMuch like in 2D-IR, the capability of
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2D-VIS to disperse absorption information in themped frequency has yielded
transformative insights in these naturally-inspisgdtems and many others.

In progressing ‘from NMR to X-ray¥" the next step is implementation of these
femtosecond TG and 2D techniques in the UV. Inoaekbchapter published in 2009
Ogilvie and Kubarych stated that “Although the bisi frequency regime currently
represents the high-frequency limit at which 2Dcspescopy has been experimentally
realized, it is unlikely to remain that way for n>* Implementation at 265nm is a
natural next step because pulses with ample bamhaitd energy can more readily be
produced at harmonics of Ti:Sapphire output (800n@ptaining the necessary intensity
and bandwidth was achieved with non-collinear @btarametric amplification in the
infrared and visible; however, similar techniques not as effective in the UV due to
properties of the non-linear medium used to gerdfa pulses. Alternative methods are
necessary to produce UV laser pulses suitablexperanentation.

Development and implementation of these spectrossad 265nm and above is
motivated by the study of many biological moleculMsse lowest-energy resonances lie
in the UV. Fundamental relaxation mechanisms inrADi¥iotoprotection and elementary
chemical reaction dynamics such as the ring opemhgycloalkenes are specific
examples of what can be investigated.2D-UV is also complementary to current
structural characterization methods such as UMularadichroism. The two-dimensional
nature of the technique enhances features thaw a#leearchers to distinguish between
different types of biological samples. Recent th@oal work has identified 2D-UV as
an effective probe of structure in various biol@gisamples, including helical proteins

(hemoglobin) and sheet-containing proteins (momglfi Similar to studies in the visible
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and IR, 2D-UV provides a sensitive measure of stingcdue to interactions of the UV-
resonant, highly-localized, carbonyl transitions.

To date, only a small amount of 2D-UV work has beeblished”®, however
recent advances in optical physics that allow fmegation of broad-band, high-intensity
laser pulses tunable across the UV spectfiomde well for numerous future studies to be
undertaken. Preliminary research focused on teahnhallenges such as interferometric
phase stability, characterization of undesired ineakities which contribute to measured
signals, and ensuring that broad bandwidth puls@6%nm are suitable for experimental
use>® While these spectroscopies are reaching matimitige UV researchers are also
keeping an eye to future advancement.

Early application of femtosecond spectroscopy & 1880’s allowed researchers
to produce 100fs pulses that could coherently exwgibrational wave packets and
observe their oscillatory motion in real tifffe. Since the ultimate limitation in time
resolution of a laser pulse comes from the peribthe optical cycle, X-rays hold the
possibility of allowing researchers to observe ecehevalence electron motion in atoms.
Such motion occurs on the attosecond time scale itamsl theoretically possible to
produce pulses with durations shorter than thisiondf Although the field is in
preliminary stages of development, researchers imapé&emented time-resolved X-ray
absorption spectroscopy experiments to observesaudynamics and transition species
in photo chemical reactioft8. Similar to issues encountered in the UV, obtajriaser
pulses with broad bandwidths and enough luminasitype experimentally useful has
proved challenging. Researchers have been ablprdduce attosecond pulses by

utilizing high harmonic generation (HH&Yf® and high-intensity pulses with fourth-
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generation synchrotron sources. Future work withbine the two methods to realize the
full potential of attosecond X-ray sciente.

Theoretical work has indicated that X-ray spectopses can be tuned to excite
and probe specific atoms in molecules; this is tuthe spread of binding energies (60-
150eV) of 1s electrons in the atoms in the firstvrof the periodic table. Two-
dimensional X-ray absorption spectroscopy (2D-XA&n differentiate molecular
species much like 2D measurements at longer wagils}i as well as provide
information on interatomic couplings complementeryX-ray absorption spectroscop.
Much like previous work, extending 2D spectroscepigo the UV and beyond to the X-
ray regime will undoubtedly push technological bsni provide fundamental
understanding of convoluted processes in mole@ndratomic dynamics, and introduce

new fundamental questions to be addressed by ftegearch.

1.4. Excited State Deactivation in DNA Components

The solar spectrum contains a significant amounthafmful UV radiation
(A<400nm). One of the greatest carcinogenic threatfe is as old as life itself.
Absorption of UV radiation from sunlight can intigaa chain of photochemical reactions
that culminate in photodamage and impair functibjpabf DNA strands. This
photodamage is known as photocarcinogenesis aat isver-increasing threat to the
world’s human populatiof®® It is no surprise that billions of years of evanary
pressure have molded modern human DNA to be mestieesuch damage. The nucleic
acids that form the basis of RNA and DNA efficigntlinnel energy from UV photon
absorption into molecular vibrations on an ultraf@sib-1ps) time scale. Only recently

with the advent of ultrafast laser technology hagsearchers been able to study the
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relaxation mechanisms which provide DNA is supepbotostability. The lifetimes are
so short that early literature even deemed the entds as non-fluorescefft. Studies of
isolated bases are interesting; however, investigdtow dynamics change as molecules

are bonded to replicate the double helix providethér fundamental insight into DNA

photoprotection.
. o)
Imizadole ring \
N N—H
NH
N~/ N
R =~ Purimidine ring
N (excitation) H @)
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Figure 1.4. Shown is the structure of purine molecules andnpigine molecules
represented by Adenine (A) and Thymine (T), respelst The purine molecules have
an imizadole ring in addition to the pyrimidinegin

There are two classes of nucleic acids which fdre\@RNA double helix; purines,
which the adenine and guanine nucleobases belongnid pyrimidines, which the
thymine and cytosine nucleobases belong to. Paiiane made up of an imizadole ring
and a pyrimidine ring, while pyrimidines are compasolely of a pyrimidine ring. It is
this pyrimidine ring which absorbs in the 230nm-280wavelength range. These two
classes of molecules are shown in Figure 1.4. hén double helix, pryimidines and
purines hydrogen bond to form base pairs; adenameld with thymine forming the A-T
base pair and guanine bonds with cytosine to ftnenG-C base pair. Previous research
has found that this base pairing does not negstiidluence the ultrafast internal

conversion process that provides DNA photostabilitin fact, Schwalb and Temps

showed that the relaxation time constant for ataisd G-C base pair in solution was
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half that observed for the isolated guanine andsige nucleobases (i.e. without Watson-
Crick base pairing}* This relaxation mechanism is proposed to be chbyea charge
transfer state forming along the base pair whielldeto a conical intersection back to the
ground staté?

The other trait of the double helix is the stackofgnucleobases to form base
strands. Two of these strands which are simultasigdbase paired wrap around one
another to form the double helix. The sequenceasles in the DNA strands is what
encodes the genetic information that produces -irdad intra-special variation. This
stacking however is also where photo damage camr.octhe most common damage to
DNA is the photo-induced reactions leading to artime-thymine (cyclobutane) dimer.
This process can occur when thymine nucleobasesstaked adjacently along the
strand. When a UV photon is absorbed by one ofati@acent thymine molecules
photochemical reactions take place forming lesiamghin 1lps after absorption.
However, it is agreed upon that the fast reactate and low quantum vyield of this
process indicate that there is a strong link betwsmnformation prior to absorption and
photodamage; only a small subset of possible cordtions tends to lead to cyclobutane
dimers.” Kohler et al. identified two major parameters that produce comgions
leading to photodamage: the intermolecular distaacd the torsion angle between
adjacent thymine nucleobases. Certain configuratiof these parameters lead to a
dimerizable conformation where the lesion-formifgioreaction is likely to occuf.

Cyclobutane dimer formation disrupts normal celulaocessing of DNA.
Research has shown that in homogenous strandslgicacids, a large portion of initial

excitations result in long-lived excited stateshe3e states are delocalized over multiple
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molecules in the strand and suppress the ultrafgestnhal conversion process pivotal to
DNA photoprotection. Base stacking rather tharehaairing dominates the relaxation
mechanisms in the double helix and produces loreglistates making DNA susceptible
to photodamag& Most of the previous discussion has centerediamieobases and
monomolecular strands of base-stacked moleculeswekler; this homogenous case,
while a good starting point for understanding dyremnis never replicated in natural
DNA systems. In light of this, researchers haw® atudied heteromolecular strands
which contain realistic base stacking patternstanc found that a significant fraction of
excitations undergo ultrafast IC dynamics that wrtually indistinguishable to the
isolated nucleobas@.

Seeing that monomeric relaxation is indeed prevatedouble helices containing
realistic base stacking sequences, further invasbig of how molecules which possess
localized excitations are affected by bonding tgaeeht nucleobases is a natural
direction. Work to be discussed in Chapter 5 amdlldnvestigate the solute-solvent and
intramolecular interactions that allow the >5eV wibrational quanta localized on the
molecules following internal conversion to flow anthe solvent (heat bath), permitting
the DNA nucleobases to return to an equilibriumtesta This work will compare
relaxation in the thymine nucleobase, nucleoside, dnucleotide. As seen in Figure
1.5, this progression to larger molecular size titaries an increase in the vibrational
degrees of freedom. This is expected to enhared¢réimsfer of vibrational energy (i.e.
heat) in inter and intra molecular degrees of foeed Investigations of the solute-solvent
and intramolecular interactions are well motivabetause previous research has shown

that changing the high frequency (>300cm-1) spectofi solvent vibrational resonances
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has a significant impact on vibrational cooling dtins. Prior to this work it was
commonplace to assume higher frequency resonaraxdittie impact on vibrational

energy transfer dynamic8.

(a) (b) & (c) f

A i
H
9] o}

NH HO N T
‘ /l\ e Oz’:)_o I /t
H 0 H H . o N °

OH H H
H H
OH H
Nucleobase Nucleoside Dinucleotide

Figure 1.5. Shown are the Thymine nucleobase, nucleoside, andcldotide.
Progression from left to right shows increasing e@oalar size and therefore increasing
vibrational degrees of freedom. The impact onatibnal energy transfer (i.e. heat flow)
due to these additional degrees of freedom wikxXemmined.

1.5. Photoinduced Ring-Opening in Cycloalkenes

The photoinduced ring opening reaction which trammes cycloalkenes into
conjugated polyenes is one of the most elementaynical reaction processes in organic
chemistry’””® A cycloalkene is a closed ring of 3-8 carbon aqrussessing alternating
double and single bonds for some distance arouedritty. In a fully conjugated
cycloalkene this pattern extends fully around timg.r For a partially conjugated
cycloalkene the pattern may extend over a shorntgarte. Photoinduced reactions
break the bonds and distort the ring resulting nnogen chain of conjugated carbon
atoms. This process is illustrated in Figure 1®n the left in each column are the
conjugated cycloalkenes, cyclohexadiene (CHD) )ratal alpha-terpininex{TP) in (b).
When a UV photon is absorbed by a cycloalkenenitiates a series of sub-100fs
relaxation processes which break the bonds andsftlan the molecule into its

corresponding polyene photoproduct. This photopcodcan take on a variety of
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molecular configurations, know as isomers, but tmnfiguration which is most
energetically accessible to the cycloalkene is show Further relaxation and
thermalization after ring opening has taken plaa® groduce alternative photoproducts;

these dynamics take place on the 10-100ps time Sc#i

@) CHD (b) o-TP
hy ‘ \ hv
/

Figure 1.6. Photoinduced ring opening reaction of CHD andP. These reaction
schemes show only one of the possible isomers gwtkthrough ring opening. UV
photon absorption by CHD (a) afrTP (b) induces a chemical reaction which transgrm
the cycloalkene into a polyene photoproduct.

The Woodward-Hoffman rules use knowledge of nodegshie pi molecular
orbitals to predict the type of motion involved iphotoinduced ring opening
processe&® Atomic orbitals can move in a conrotarty or diarg direction in order to
facilitate ring opening. The direction of motioroduces a configuration which results in
constructive orbital overlap. Figure 1.6(b) showsTP and its corresponding
photoproduct. The sigma (single) bondsuP in the far right carbon atoms rotate out
of plane (out of the molecular plane), producingjagation and an open ring in the
resulting photoproduct. The Woodward-Hoffman rube® very powerful but also
conveniently hide many of the intricacies of theygibs behind these reactioffs. The
time scales and energetic paths of the photo-irdluw@a/epacket across various potential

energy surfaces prior to initiating ring opening ardden.
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In this dissertation, studies of two cycloalkenesgessing similar photoinduced
reaction mechanisms will be presented,P and CHD.a-TP possesses a structure very
similar to CHD, as shown in Figure 1.6; howevehas additional aliphatic side groups.
Similar relaxation processes should be expectdzbih molecules because the aliphatic
substituents om-TP weakly perturb the conjugated pi molecular tatbi of CHD and
therefore have minor impact on the potential enesggfaces which drive the photo-
induced reactiof>®® A large body of research conducted in the giesse has found
that sub-100fs internal conversion processes pdotdeeugh Cls and leave the system at
a symmetry-breaking point where either the vibradity-populated ground state of the
cycloalkene or the polyene photoproduct can behehé* 98184858793 Ag shown in
Figure 1.7, the initial photoexcited wavepackeides on the 1B state of CHD. Steep
potential energy gradients drive this wavepacketadly towards the CI with the
optically forbidden dark state 2A, this proceedshwa time constant of 55fs. The
wavepacket then relaxes in the 2A potential wetl ancounters another CI with the 1A

state, the ground state of CHD. It is at this peumere the reaction can proceed to

produce either CHD or hexatriene (HT), the photdpoa.
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Figure 1.7. The relaxation scheme for cyclohexadiene (CHBh@swn. Photoexcitation
into the 1B state initiates wavepacket motion tasaa conical intersection with state 2A.
State 2A then transfers population to the grouatestusually denoted 1A, within 80fs.
Approximately 40% of the photoexcitations produegdtriene (HT) in solution, whereas
the yield is near 100% in the gas phase. DynainiasTP are thought to follow a
similar energetic scheme. Electronic states-irP are referred to in the same manner to
facilitate comparison.

The photoinduced reaction to form HT proceed$ w20% efficiency in the gas
phasé* however, in the condensed phase, only 40% opkiméoexcited CHD molecules
undergo ring openifig®> Presently, the origin of this discrepancy inctem yields
between the gas phase and condensed phase is umKndwansient grating and 2DUV
spectroscopies will be implemented at 265nm in refto better understand these

relaxation dynamics in solution. Previous conddrngigase measurements have utilized

pump-probe techniques to study the dynamics withetiresolution of 100s of
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femtoseconds. These studies focused on how ditfeselvents affect the vibrational

cooling and isomerization processes following th@np of symmetry breaking and

production of photoproduct§®°°*® Applying 2D-UV and transient grating techniques
with 20fs time resolution will allow for sensitivprobing of the sub-100fs internal

conversion dynamics that precede ring openingerciitioalkenes.

Relaxation processes that occur on a time scagethem 100fs hold a special
place in condensed-phase studies. After absorpifoa photon, the molecule and
surrounding solvent reorganize to the new distidsudf electron density induced by the
excitation. However, this process takes time amdegplly occurs within 100fs of the
excitation?”®® Traditional kinetic theories do not apply in thisgime because the
environment surrounding the solute has not eqailéaf®; one outcome of commensurate
electronic and nuclear relaxation in non-exponérdecay dynamics. In fact, earlier
experimental work demonstrated through analysiesbnance Raman excitation profiles
that non-exponential dynamics exist in these sysfém

Controlling chemical reactions is an age-old ided elassical techniques vary the
temperature, pressure, and concentration of vaneastants to yield a desired outcome
but offer no control of the quantum-mechanical degrof freedom. The advent of
femtosecond laser technologies and the controulsfiepphase and polarization allows the
possibility to control the quantum-mechanical reactpathway of a photoinduced
reaction'°*'®* Demonstration of these techniques involved geragorithms in which
adaptive changes were made to the laser pulse nuiegpeaising feedback from the
experimental pathways so that the desired readi@chieved?'% These ideas have

also been applied to the UV spectrum where reseesdtave demonstrated the ability to

23



control the characteristics of femtosecond UV lasdsed™ and used computer analysis
techniques to show that with properly varied fieldsaction yields of a ring opening
reaction like that presented in this section canebkanced by a factor of tWa
However, the genetic algorithms that find the oplipulse shapes in such experiments
provide only indirect information on the underlyipgysics.

In order to draw physical insights from quantum tooindata, researchers must
understand precisely how the reaction evolves amat \molecular properties are linked
to this evolution. The retention of wavepacket ex@mce during a non-radiative
transition between electronic states is centralunaerstanding such non-Markovian
processes. Quantum control could potentially lager this knowledge to ‘steer’
wavepackets towards specific product structuregrethy influencing the vyield of
products. 2D spectroscopy is important becausanitdistinguish relaxation-induced
vibrational coherences (which mean that momentunpadially retained during the
internal conversion transition) from vibrationalhevences initiated by stimulated Raman
processes. Coherences initiated by stimulated Rgmacesses possess no implication
for control of quantum reaction pathway8This makes 2D spectroscopy ideally suited
to uncover the intricacies of the physics thateltivese photochemical reactions.

This dissertation implements 2D-UV to investigdte timpact of commensurate
electronic and nuclear dynamics on the relaxati@echanisms of these cycloalkene-to-
polyene photo-induced reactions. Comprehensivdieguof one molecule have been
undertaken and results publish88. This work is presented in Chapter 7. The Moran

group is now in the process of analyzing 2D specttancover the interplay of electronic
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and nuclear relaxation. An invited review artialeChemical Physicen is preparation

for submission in the summer of 2013.

1.6. Structure of Dissertation

A brief overview of the material to be discussedhis dissertation will now be
presented to aid readers in navigating areas efast. This introductory chapter has
provided context and background for the work toppesented in later sections. In
Chapter 2, the theory behind the models and methedd in this dissertation will be
discussed, including response function formalidme, teduced description of quantum
mechanics, vibrational energy transfer, internaiveossion and the nonlinear techniques.
Chapter 3 will highlight the implementation and d®pment of the laser pulses and
spectroscopies used for the studies presented Ikesgecially interesting in this chapter
is the discussion of a novel generation method wsgutoduce ultrafast laser pulses at
267nm. This method follows a setup by Bradforttl aaworker&® which was developed
and used in all the experiments presented henbedb@67nm.

From there, the dissertation will move into theds#s of DNA nucleobases,
Chapter 4 will present studies on the adenine obelse, the preliminary results from the
new 2D-UV setup. The work will discuss the effetdifferent tautomers on the 2DUV
lineshapes as well as present the delicacies ébnpeing femtosecond spectroscopies in
the UV. In Chapter 5, formalism and experimentalkvfor studying vibrational energy
transfer will be presented. Following internal eersion of the thymine excited state,
>5eV of vibrational quanta exists on the groundesgmtential surface. This is a highly
non-equilibrium state and possible explanationstéonperature-independent dynamics

are presented. In Chapter 6, previous methodsesmuits are used to carefully study how
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bonding to the DNA backbone and adjacent nucleabaspacts the ultrafast internal
conversion dynamics. Research found that an iseré@ the number of vibrational
degrees of freedom enhances heat transfer and tenglap the nucleobases in their
excited state while enhancing vibrational coolinghe ground state.

Chapter 7 will move into studies of electrocycling opening reactions of
cycloalkenes. These reactions are some of the fonodamental in organic chemistry but
only recently has technology advanced to where 2Ddan interrogate the physics
behind the sub-100fs processes preceding ring ongeni Along with the push to
implement 2D-UV at 267nm and study a variety otayss at this wavelength, consistent
work has been undertaken in the Moran laboratoryeteelop short laser pulses suitable
for transient grating and 2D-UV spectroscopies @0rzn. Chapter 8 will present
preliminary work describing the setup to produced amplement 200nm in these
multidimensional spectroscopies. Finally, Cha@tgresents concluding remarks on the
accomplishments of this dissertation and the ckrtrames of ultrafast relaxation
processes driven by conical intersections and ttwelimear spectroscopies used to

investigate them. Future directions in the fieldesearch are also discussed.
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Chapter 2 . Merging Condensed Phase Dynamics and Nllmear Optical
Spectroscopy

2.1. From Fermi’s Golden Rule to Quantum Time Corréation Functions

Quantum relaxation processes in condensed phasesrafjg originate in
collective effects associated with an extremelydéanumber of degrees of freedom.
Statistical approaches in which the Hamiltoniapastitioned into a system and bath are
often employed because the explicit treatmentlaélattronic and nuclear coordinates is
impractical. Such reduced descriptions follow tlyaaimics in a handful of “interesting”
system degrees of freedom, which undergo fluctnatimposed by thermally driven
motions in the bath. These fluctuations inducediadth into macroscopic observables,
such as the absorption line shapes and non-ragligwisition rates, by coupling to the
electronic states of the molecule. With each mdéetua solution experiencing a unique
environment, one can envision that each membehefehsemble has slightly different
electronic properties. It is now natural to quastif following the properties, such as the
ground to excited state transition frequency, single molecule in time would produce a
probability distribution that resembles the snapsti@ll molecular transition frequencies
at one instant in time. In other words, is theetimverage of a molecular transition
frequency equal to the ensemble average at a googht in time? A system with this
property is said to be ergodic.

One of the most common tools of time dependeantum mechanics are time

correlation functions (TCFs). They are commonledigo describe quasi-random



(stochastic) motions and irreversible processesandensed phase dynamics. This
chapter will introduce the fundamentals of TCFs dmow they are related to
spectroscopic observables of the systems beingestudne key advantage of TCFs is
that they are able to represent a large numbeegfegs of freedom in the surroundings
(i.e. the bath) with only a small number of varegthrough a probabilistic treatment.
These variables represent the characteristicsedbdlth in the condensed phase.

The following section introduces Fermi's Goldeterhy calculating the transition

rate between initial stat|en> and final state}n} due to a sinusoidal perturbation, which

simulates an applied electromagnetic field withudagfrequencyw = 27v . This rule
will then be recast in the form of a TCF to aid tkader in understanding their origin and

application. The derivation of Fermi's Golden Ra#n be found in Referenéand time

correlation functions in ReferendeThe first order coefficient to basis stété due to

the applied perturbation at t=0 assuming initighyation in statém} is given by:

Lt
c® =L [V, (t)d™ di
n h! (1) @.1)

where o, is proportional to the energy gap between statesand |n). The time
dependent perturbation is defined as
V. (t)=2V, cospt =V + é* ) (2.2)

for t>0. If this expression is inserted into Equation, Ziist order coefficients are

calculated as

| (o, +0) i(o,-o0)

. t L o . . ) _IV ei (D + o)t _1 é(‘”nm””)t _ 1
Cr(11) (t) — _I;Vnmj‘(ém + éIaI ) é“’""” dt= nm { n (23)
0
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Assuming that stateFm) and |n> are separate molecular electronic energy levels

and the perturbative radiation is in the ultraviokgion of the electromagnetic spectrum,
the period of the waveform will be on the orderldls. When the applied field is on or

near resonance with the energy gap, (i.e., » = »,,), the right term in Equation 2.3
will dominate the first order coefficient for state}. The probability of finding the
system in stat¢n) at time ‘t” if initially in state|m) at t=0, is given by square of the

first order coefficient.

2

4V

= — —sin’ [ (,, ~o) /2] (24
(o -o)

2 | S\ - R | i
cﬁl)(t)‘ = = | -
h (,, — o)

Euler's formula was used in the simplification. phot of P (t) versuse, K - at

P.(D) -

nm

various values oft” shown in Figure 2.1 demonstrates the intuitiveuts from Equation

2.4. The probability of finding the system in et{zn}increases with time as long as the

applied field is on or near on resonance with tergy gap between statk.re} anq n}.

This result can also be interpreted by consideringt at short times the
electromagnetic field has gone through a small remaf optical cycles. This causes
uncertainty in the center wavelength of the applietd and therefore increases the
bandwidth of the perturbation, the frequency ramger which a transition can be
initiated. After the perturbation has been ‘turrmd for a longer period of time, it
possesses a more well-defined center wavelengtla andaller bandwidth, which in turn

reduces the probability of an off-resonant traoaiti
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Figure 2.1. The probability of finding the system in stafie)at time t" if initially
residing in statem)at t=0 as calculated by Equation 2.4. A8 increases, the
probability of being found in statFn)increases as long as the perturbative radiation is

near resonance with,,.

To obtain a ‘steady state’ solution that descrithes behavior of the system for
times long after the perturbation is turned on, timit of Equation 2.4 as time
approaches infinity is given by

AN, st @—oX 19 2tV J°

t—oo hz(a)nm —(())2 hz §(C()nm —C()) (25)

lim,, P(t—o0)=Ilim

Equation 2.5 states that in the limit of long timéransition from statém) to |n) can

only be initiated if the frequency of the drivingetromagnetic field exactly matches that
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of the energy gape,,, between the two states. Taking the derivativE@fiation 2.5

yields the steady state transition rétg(®) due to the perturbation.

Kom (@) :g P.(t— )= %5((%,“ - ) (2.6)

For this rate formula to be applied to condensedses, transitions from a number of
thermally populated initial states to a continuumfioal states must be simulated.
Summing rates from all initial statd® to all final states gives the total transition rate

for such a system.

kTotaI(a)) = z Z I:)mknm (27)
The probability of initially residing in stat& at equilibriumis given by

—wn 1 kgT
e m B
Pn = Z o @n/KsT (2.8)

m
By substituting Equation 2.6 and 2.8 into 2.7 om¢ams the expression for the total

transition rate.
2r 2
Ko (@) =252 Pl Vol 3(@ i) (2.9)

Equation 2.9 is Fermi’s Golden Rule, while thisnfeila has been derived in the context
of an applied electromagnetic perturbation to ateracting system, it is generally
applicable to any process in which a term in thenltanian is treated perturbatively
(e.g. internal conversion, energy transfer, andteda transfer). The perturbatid!,
couples the eigenstates of a reference Hamiltomaand n and the rate formula is more

generally written as
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Kroga =h—27fZZ P|H.|" 8, (2.10)

Equation 2.10 expresses Fermi’'s Golden Rule asramrer states. Such an analytic
treatment is possible in a system with a small remalb degrees of freedom; however, in
condensed phases, it is not always practical ty caut a sum over all quantum states. A
reduced description is required. For ergodic systetinis same rate equation can be

written as a time correlation function instead mfemsemble averagde.

In condensed phase systems, the energy gap bestatesM and N fluctuates
because of system-bath interactions. Thermal matiothe surrounding environment
perturbs the system and creates inhomogeneity dhoat the ensemble. Quantifying
these fluctuations utilizing quantum time corraeatifunctions allows for recasting of
Equation 2.10 into a form that treats the systeth bderactions with a small number of
variables as opposed to an ensemble summation. bebin, Fermi’'s Golden Rule

(Equation 2.10) is rewritten as

I'(Total :h_ZZZZPm| H'mlz 5(a)m,) (211)

where H 'represents the perturbative part of the Hamiltorifat couples initial states
and final statesm and n. These are eigenstates of the reference Hanahdrj. Using

the following definition of the delta function

5(0) = [ drexpliot) (2.12)

the rate equation can be written as
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==Y B Hf [ dtexp(ioo,) (2.13)

Equation 2.13 can be rewritten by expanding thepliog coefficient of the perturbing

Hamiltonian, giving

) pj at(mf 1| §( 1 H| hexp( b, ) (2.14)

This can be further rewritten as

kmn=h—12; .| F| B texp( i, ) H exs(~ in, §] (2.15)
Propagators in the interaction picture are given by

(m|exp(io,t) =(ml exp( iH,t /h) (2.16)

(n|exp(iat)=(n| exr(il—]ot /h) (2.17)

Equation 2.15 then takes the following form

k:hiz pj at(m F| 0 texp( i vn) Hex(- M ta)m  (218)

Using the definition of the time evolution operattire following expression for the total

transition rate is obtained, cast in terms of anfjua time correlation function.

2mejdtn1HH (] M= j( () H(O)) (2.19)

Note that the summation over initially populateatss is inherent in the final expression,

whereas the sum over final states has been eliednat
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2.2. Properties of Correlation Functions

Correlation functions are powerful tools for désicrg the steady state fluctuation
dynamics of a system. They provide a measure ofeladion between system
observables at different points in time. Stocleastotions wash out this correlation over
time; the time scale and amplitude of these fluabma are contained in the parameters of
the correlation function. The following sectionliwpresent properties and physical
interpretation of TCFs, this information can be rfduin Referencé®. The most

fundamental representation of a correlation fumcigogiven by
Can(tt)=( A1) A(t)) (2.20)

where A represents any arbitrary Hermitian operator defimethe space of the system.
This function is technically an autocorrelation canit correlates the same observable
value at different points in time. ClassicallyjstHunction can be represented as a

distribution in position and momentum space,
Can(t,t)=[dp[ co Ap.a; ) Ap.a; ) (0.q) (2:21)
where p(p,q) represents the canonical probability distributiol is given by

_en (2.22)
Z

P

The probability distribution describes the thermetupation of position and momentum
space based off of the system Hamiltonian that getspotential energy landscape.
Equation 2.21 can be compared to the quantum etioelfunction which is a sum over a
set of thermally populated states instead of aicoauis distribution of position and

momentum.
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The quantum time correlation function involves dwiilibrium (thermal) average
over a product of Hermitian operators evaluatetivattimes. The quantum correlation

function is given by
Canlt,t)=2 P A9 A )] 1 (2.:23)

where p, is the thermal occupation ¢f) given by

e’ﬂEn
Y4

(2.24)

P =

and Z is the quantum partition function. As previouslgted the thermal average is

implicit and emphasized in writing a correlatiométion.

This dissertation makes exclusive use of the iotema picture of quantum
mechanics, where the dynamics of the system atg fdverned by the reference
Hamiltonian between interactions with the pertudrat In the case of having a time
independent Hamiltonian, the correlation functi@am de simplified as follows and this

representation will be used in future derivationd aections.
Caalt ) =2 A (MU' (9 AU(t- 1) AU(O) 1

=Zp (n| AU(t-t A{r} g

=2 pa(n A A f e
Cia)=2 R

(2.25)

Iwnm(“')

A e

The final expression says that memory of the valuthe observableA , is lost due to a
sum over many oscillatory functions with incommease frequencies. In other words,
irreversible relaxation is generally found in sysgewith many thermally populated

states.
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In Equation 2.23, whent=t", the values are perfectly correlated and

Caa(t=1t" =<A2>. However, after ample time (i.e>>t') has permitted the stochastic

fluctuations to randomize the values of the obd@asC, ,(t,1) =<A>2. The time scale of

this decay reflects the persistence of “memorythim system. A graphical representation
of correlation function decay is shown in Figur2.2The initial value of the correlation
function is independent of time.

Since correlation functions represeguilibrium dynamics of a system, they are
independent of absolute time and only depend oriithe interval between observation

points,r.

Cu(tt)=C,(t-1,0)= C,.(r) (2.26)

To show this, consider the correlation function tien with the use of the

guantum time evolution operator, recall this ighe interaction picture and observables

propagate in time according to the time indepengarttof the HamiltonianH,.

(A AE)) =2 R (U (9 AU t) ALY (2.1)

Recalling that the trace of a product of matricesinvariant to cyclic permutation

Equation 2.27 can be rewritten as
(A At =2 AU () AUt 1) A (2.2)

or

(AR A1) = (At t) AO)) 23)
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Thus showing that the quantum time correlation fiancis only dependent on the time

interval between observations of the system vagjadgnoted by operatoh .

Figure 2.2.The correlation functiorC,,(t,t")is initially equal to the mean square value
of the observabI<A2>. However, after sufficient time has allowed sta@titamotions to
dephase the correlation between the different tialees, the correlation function decays

to the square of the mean value of A. Spectroscbipe shapes and transition rates
originate in the time scale and functional formtlok decay. This plot is intentionally
drawn to exhibit non-exponential behavior to unders the point that the decays may
assume a fairly complex functional form.

The spectral density can also be defined as thguéncy domain correlation
function. The spectral density is a direct repnéston of the thermal population of

nuclear motions which influence spectroscopic okmdes and induce macroscopic

dephasing.
Con (@)= I dtexp(iot) Cha(t) (2.4)

For a time independent Hamiltonian the spectralsifgrcan be directly calculated by

rewriting the correlation function as follows,
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Curlt) = (A AO)) = X R (U () AU Y A )
=3 P (K (K & (A pexe  E- ) 1] @)

= p.|(n| Al mi| exp[ i E - E,) 2]

mn

then taking the Fourier transform

Can(@)= ; P, Amfi dtexp| (@ -, ]
=27z; pn|A]m|25(a)—a)mn)

(2.6)

This expression looks very similar to that for FesnGolden Rule (Equation 2.10)
obtained using first order perturbation theory.e Hourier transform of time correlation
functions gives a rate of transition between thdlgm@opulated states. Physically, this
can be interpreted as the spectrum of bath modahwlan donate or receive quanta of

vibrational energy to induce relaxation in the skemp

2.3. Cumulant Expansions in Spectroscopy and Dynacs

It is desirable to expresghe correlation function in a form that can be
incorporated into expressions for simulating radeatand non-radiative processes as
functions of experimentally accessible parametef® obtain such a TCF, frequency
fluctuations are considered in a general way. atgument applies to any system in
which a frequency is subject to stochastic noisg.,(dnarmonic oscillator, electronic

states in a molecule, ett)The following equation captures this phenomenon.

o(t) = a, + oo(t) (2.7)
where a,is the average transition frequency add(t) is the fluctuation about that

center frequency, thus simulating the noise. Tneess is qualitatively illustrated in
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Figure 2.3. The advantage of using time correfafimctions is that instead of summing
over an entire ensemble of states to simulate a&l@x phenomena, the fluctuations
induced by these motions can be followed in timegionly two parametersA

represents the amplitude of the fluctuations axd represents their relaxation time
scale. It will be shown that the relative valudstliese two parameters can have
substantial impact on both spectroscopic line shapy&l mechanisms of non-radiative

transitions.

Kubo’s cumulant expansion approach is a quantgativeatment of such

fluctuation and can be motivated by first considgra physical process with oscillatory
behavior for which the complex amplitude is writesa(t)=|dexp(iot).” The time
derivative of the complex amplitude for such a egsis trivial; however, the equation of

motion becomes interesting when the frequency @udsr stochastic fluctuations

da(t)
dt

=—-im(t)a(t) (2.8)

In order to solve fora(t) equation 2.34 is integrated to obtain

a(t)= g, exp{— ii dto( t’)} (2.1)

Now the correlation function foa(t) is calculated as follows. This representatiothef

integral is a pivotal step in understanding howmi@thematically incorporate a stochastic

variable such as(t) in a time correlation function. The problem at thémseen clearly

by pulling the mean value of the frequency outhef time average.
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% = <exp[—ij;dt’a)(t')}> = exf{-iogd )< ex%—i idt'&o(t')D (2.2)

Figure 2.3.  Fluctuations in a molecular energy gap are caugedabdom therme

motions of the surrounding environment. Two par@me A and A™, are used t
describe the fluctuation amplitude and the timescalf fluctuation relaxatior
respectively.

The challenge is the evaluation of a time averaggqubnential with a noisy argume
Evaluating the integral containing the stochastiable 6w requires the cumulal
expansion technique. Before evaluating equatid®6,2a brie introduction to the

cumulant expansion is present
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To obtain a statistical description of any randoaniable x, the moments of x:
(x),(x}z,...must be characterized. The average of an expahesitix can then be

expressed as

()= ) 23)

n=0 n!

This expression can alternatively be expressedimutants¢,(X), as

<eikx> = exp[z (”r(l') G, (x)] (2.4)
n=1 .
where the first several cumulants aig(X), mean;c,(X), variance,C,(X) , skewness.

(%) =(x)

(%) :<x2>—< %’ (2.5)

c;(¥) =) =3(X( %" +2( %)
In Equation 2.37, the exponential expression isaagped and in Equation 2.38 the
exponential argument is expanded, this is the kifgrdnce in the cumulant expansion
compared with a Taylor expansion. Expansions mudants converge more rapidly than
an expansion in moments. This becomes particularportant when considering that
the random variable x may be a function of timeinathe case of the model in Equation
2.34. In fact, for a system that obeys Gaussiatisits, all cumulants with> 2 vanish.
This makes the cumulant expansion approach muche nefficient in evaluating
expansions of random variables. To obtain the al®fined cumulants, coefficients of
powers of x are compared in Equations 2.40 and. 2A8kume that instead of expanding
the exponential directly, the exponential argunoamt instead be expanded in terms of an

operator or variablél.
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F =expC)= 1+ c+%cz+ (2.6)

c:qH+%c‘2H2+... 27)
Inserting Equation 2.41 into 2.40 and collectingpawers of H gives
F=1+cH +%(cz+cf)H2+... (2.8)
Now, expanding the exponential i and comparing to 2.42
F =exp(fH )= 1+ f,H +% f,H?+ . (2.9)
shows that,
6=t (2.10)

c,=f,- 1:12
Now expanding Equation 2.36 in cumulants bringex@oression for the time correlation

function normalized by maximum displacement.

—<a (O) ?( t)> = exp(fia)ot) ex 7ij‘d T, <5w(rl)> %jdrljdg(é‘w(rz)ﬁw(rl» + } (2'11)

a,
For a system with Gaussian statistics, the finshtes zero because the average value of
the displacement from the mean is zero <(5@(rl)>=0), and the second term is
associated with the width of the distribution dduencies. Furthermore, all higher-order
terms vanish if the fluctuations are assumed tegss Gaussian statistics. Thus, the only
integral left is the second order term and is desatsy(t) . This function damps the

coherent oscillation due to the random perturbatioom system-bath interactions. This

process is shown in Figure 2.4.
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The correlation function now expressed wiffit) takes the following form.

M:ex it (2.12)
. 1t t
g(t)=exp(—iamt) ex;{—zj;drl.[ d2'2<§a)(z'2—z'1)5a)( Q> (2.13)

Equation 2.47 is usually rewritten using a chanigeadiables wherel =7, —7,leading to

a final form for the line broadening function weitt in terms of the correlation function

as

g(t) = [dT(t-T) QY (2.14)
where

C(T) = (6w(T)ow(0)) (2.15)

Equation 2.49 shows that the correlation functiohy alepends on the time between

points as discussed in the previous section.

The next step is to assume a functional form &(T) using the parameters
presented in Figure 2.3. The correlation functigpresenting bath dynamics will be cast
in terms of the fluctuation amplitud&, which describes the strength of the system bath

coupling andA *which describes the correlation time or the timat thtakes the bath to
randomize any correlation from the previous evatuabf the observable quantity. The

following functional form of the TCF is assumed.

C(T)=A?exp(AT) (2.1)
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<a(t)a({0)>

time

Figure 2.4. The g(t) function damps oscillations in the correlation dtion. g(t)

represents dephasing due to random perturbation fh@ environment and eventually
leads to motion that is uncorrelated with the @&itonditions after a certain amount of
time has passed.

With this form of the time correlation function, Ka's g(t) function is given by

t 2
0(t)= A2[ dT(t-T)exp(~AT) = %[ exg(—A )+ At 1 (2.2)
0
There are two interesting limits to this functiohiah take on unique physical meaning
and show special cases of how the line broadeningtion influences the system’s
optical lineshapes and kinetics such as vibratioaling. Section 2.4 will show how

non-radiative relaxation mechanisms are also seesi these two regimes, particularly

that shown in Equation 2.52. The first limit i@tlof inhomogeneous broadening, where

g(t)z%Aztz, AlA<<1 (2.3)
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In this “slow modulation” limit, the fluctuation gpfitude, A, is large compared to the
rate at which memory is lost in the syste, The opposite limit of the line broadening

function is the homogenous or ‘fast modulation’itimhere

g(t)~A%At, AlA>>1 (2.4)

Thus far, it has been shown how to incorporatentiadly populated stochastic
nuclear motions into the time correlation functiapproach to treat condensed phase
dynamics. However, it is often advantageous teatly incorporate higher frequency
nuclear modes into these expressions because ofdineng coupling to molecular
excitations. One such example is the strong cogptif the C=C stretch in aromatic
molecules. These higher frequency modes are eomtilly populated, but their strong
coupling strength makes it necessary to have aefnark that directly calculates their
influence on spectroscopic lineshapes, such asrlzdosce and fluorescence. The

following derivation incorporates high frequency@erdamped) nuclear coordinates into
a(t)°

To obtain the expression of the correlation functior underdamped oscillators
the dimensionless harmonic oscillator Hamiltoniannitroduced representing molecular
ground and excited states. Note that there islatisment between the ground and

excited states.

1
LIt

H, =ha)gg+%2ha)j[Pj2+(Qj + Dj)z}
J

(2.5)

52



It is assumed that the energy gap is linearly cedib the position of the oscillator

giving the following potential energy equation.
V=n) ®DQ (2.6)
j

The correlation function for the high frequency erhmped oscillator then takes the

following form.

Ceg (1) = 2 Pu{Nos(Y500) D=2 PL AV I MO)| B (2.7)

n n

By recasting the correlation function in termsatmg and lowering operators given by
Cey(t)=2. D0l p(n[ (Y + a(d][ g+ a]l b (2.8)
j n
and incorporating the thermally averaged quantumbmr for an oscillator given by

n=>y pn<n|a;q|r)=[exp(ha)j /g'lj—l]_l (2.9)

the following final expression for the correlatifumction is obtained.

Coy (1) :%Zjl D?wf{coth[%] cogo;t)-i sir@a)jt)} (2.10)

Now the framework has been laid for calculatingamscopic observables in
terms of TCFs. The total line broadening functigt) is given by summing the

correlation function of low frequency thermally pdogted modes (overdamped) in

Equation 2.51 and the discreet spectrum of undegpddrmodes in Equation 2.59
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g(t)z gOD(t)+ gJD(t)

A2
T [exp(At } At -1] (2.11)

t)= /A\—z[exp( At)+ At -1] -

g

OD(
1 ho, o
gUD(t):EZj: D? {coth(z(—;rj(l— coséa)jt))drl( sn(ua)].t)—a)jt)
The imaginary portion of the overdamped line brogoig functiong,, was incorporated

by Mukamel to account for solvent reorientationtthled to red shifted fluorescence

spectra (Stokes shift).

Now, spectroscopic observables can be calculatéty ube time correlation
function approach. The absorbance and fluorescameghapes are calculated by using

Equations 2.61. The parametéris the reorganization energy, a measure of sybstimn
coupling, and is given by=A?/(2k,T). Physically this means that larger

reorganization energy stems from greater amplitfidetuations in the transition

frequency in Figure 2.3.

O s (@) o Re{f: dt exp{i (- —A)t- g(t)]}
oy (@) Re{j: dt exr[i(a)—a)gg + /1)'[ -9 (t)]}

(2.12)

Figure 2.5 presents calculated absorbance speaafraarelation functions based on the
presented formalism. The correlation functionatcalated in the fast/slow modulation
limit; however, the absorbance is calculated amalvshin the inhomogeneous or slow
modulation limit since this is the normal limit ftine broadening in condensed phase
systems. The absorbance is calculated assumbrgsind weak system-bath coupling;
this is further explained in the figure captionanel (a) shows how the bandwidth of the

absorption resonance and blue shift of transiti@guency increases with system-bath
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coupling. Panel (b) shows that in the slow modaialimit the correlation function has a

slow, almost Gaussian like decay, where the fastutation limit has exponential decay.

(a) (b)
a5t Modulation
e Slow Modulation

35t Modulation
e Slow Modulation

C(t)

Absorbance

hl L] el | el | halelalakakoinls | bl
0.5 1.0 1 10 100 1000 10000
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L] hl L]
10 05 00
oo (cm
eg

Figure 2.5. Correlation functions are shown for the two limitk line broadening in
panel (b). Using Equation 2.61, the absorbancehiapes are calculated in the strong and
weak coupling regime in panel (a). The bath tiredesis 100fs for this calculation. For
strong:weak couplingA/A is equal to 0.1:1 respectively. Transition bardttviand
detuning from the transition frequency increasesyagem-bath coupling increases.

Many of the systems in this dissertation have azaom underdamped line
broadening functiongUD(t). In this case a progression of peaks is presenhe

absorption spectrum indicating that molecules edkcited state also possess vibrational
guanta in the underdamped mode that modulatesrteebfoadening function. This is
known as a Franck-Condon progression. Figure 2d@ibshows (a) the potential energy
surfaces representing the ground and excited statkgb) the corresponding absorption
spectrum. Displacement along the nuclear coordibatereen the ground and excited
states causes the peak of the absorption spectyushift towards higher vibrational

guanta in the excited state. In the limit of sg@ystem-bath coupling in Figure 2.6 (b)
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the transitions are less clear and this well apprates what a typical vibrational

progression may look like in the condensed phase.

Excited State

;- — S trong Coupling
tﬂ. eV eak Coupling
(a) S
I
5 (b)
3
Ground State <
04
> 4 2 0 L
Nuclear Coordinate ®-0gq (10°cm™)

Figure 2.6. (a) Displacement of ground and excited potentiatrgy surfaces with
respect to the nuclear coordinate initiates phatmsorption into a vibrational manifold in
the excited state. (b) Absorption into this maldifpeaks at a particular quanta in the

excited state and is captured by a nonzgo(t). The bath time scale is 100fs for this
calculation. For strong/weak coupling/ A is equal to 0.1/1 respectively.

Expressions can be obtained for the spectral tfensing Equation 2.32.
Assuming an exponentially decaying correlation fiorclike that expressed in Equation

2.51 the complex spectral density is obtained apasted into real and imaginary parts.

2AA? . 2mA?
COD(@):_[@2+A2 +.w2+Azj (2.13)

The imaginary (odd) part of the overdamped (OD)cspé density is independent of
temperature and can be used as the basic qudrditgéscribes the bath. Equation 2.62
is the expression for the spectral density thattaine dephasing information of low
frequency thermally populated modes. A similarregpion can be obtained for the high
frequency (underdamped) components of the spedenasity from Equation 2.60 by
carrying out the Fourier transform in Equation 2.32
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Cup (@ ZDzwzj dtexp( |a)t){cot}{ J cofm;t)—i sifut )} (2.14)

The odd part of this expression is given by
y 1
Coo(0)=52 Do} 8(w-a))-5(o+a )] (2.15)
J
The underdamped part of the correlation functiaidg modes in the spectral density at

specific frequencies. Individual modes are givgnjb The amplitudes of these modes

are weighted by the product of their squared frequgo,, and their squared

displacemen®, . The displacement represents the coupling, oregegf displacement,

initiated in modg by a perturbation, such as a molecular excitaticarger displacement

values vyield larger amplitude in the spectral dgnéndicating that more strongly

displaced modes have a greater impact on obseprethucs.

2.4. Application of Time Correlation Function to Cdculate System Dynamics:
Vibrational Cooling and Internal Conversion Rates

Quantum time correlation functions capture the oamdthermal motion
associated with stochastic motion in condensed eplsgstems. Knowledge of these
fluctuations allows for calculation of many spestopic observables. Some of these
include the Forster energy transfer rate, Marcueorh of electron transfer, and the
absorbance lineshape as shown previotiSiyin the case of Marcus theory and Forster
transfer, the rate can be rewritten as a time taroa function just like Fermi’s golden
rule was recast in Section 2.1. This section \wikfly show how the correlation
function is applied to calculate two rate formufasgotal to the systems studied in this

dissertation. The rate of vibrational energy tfangnd the rate of internal conversion
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will be cast in a time correlation function apprband the results of the rate formulas
will be discussed.

Equation 2.19 is the most general form for obtggranrate formula starting with
any operator that induces transitions between systates. In the systems in this
dissertation, ultrafast internal conversion proesdsave greater than 5eV of energy from
UV photon absorption as ground state vibrationghef solute. This is a highly non-
equilibrium distribution of energy that relaxes dhgh intra- and inter-molecular
pathways passing to the solvent and eventuallyipdiseg as low frequency solvent
modes such as translations. Part of this reseairls to understand the relaxation
pathway and how vibrational energy redistributidfects the excited state deactivation
mechanisms that are pivotal to function of DNA nooles and chemical reaction
dynamics of cycloalkenes. A brief derivation dbrational energy transfer follows, from
Referencé, and the complete derivation and application tpeeixnental results is found
in Chapter 5.

The rate formula in Equation 2.19 is cast in teahthe solute-solvent interaction

operatorV .

K :h_lzzdt<\7(t)\7(o)> (2.16)

The correlation function is then expanded in a detepset of harmonic oscillator
eigenstates and similar to Equation 2.47 the cumbwdapansion technique is used to

simplify the expression to obtain
1 2 _
K= ?Z Pn |an| @ (a)mn Tbatr) (2.17)
where
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D (@ Toan) = ReT dtexd it - g(t Ty | (2.18)

In Equation 2.66V,,,, represents the coupling strength between vibratioodesm and

n; and P, is the thermal population of statm. T, is the temperature of the

surrounding environment.
Two primary Brownian oscillator coordinates aeeded to fully characterize the

spectrum of solvent motions which couple to therational modes in the solupe) .

The effects of low frequency solvent motion on lewe are incorporated using an
overdamped coordinate much like that in Equati@?2 2.

oA\

A (2.19)

C (w)=21

The second coordinate in the model represents ahtriloution from higher frequency

(librational) modes using the spectral density

2
Sa\v Qi\v B a)_QaV
C,(w)= 5\9/dexp ( o5 g) (2.20)

where S, and S, Q,, are respectively the average Huang-Rhys factor tatal

amount of reorganization energy associated withirdiomogeneous distribution of

modes centered &2, with the widtho . Equation 2.69 gives a Gaussian lineshape to

avg
the delta function form of underdamped modes faartequation 2.64. Figure 2.7 shows
the mechanism of vibrational cooling where an ediharmonic oscillator is in the

presence of a heat bath described by the speetnaltyg

CTotaI(a)) = CL(a))+ CH (CU) (221)
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Now the two spectral densities are added together wsed to generate the

complete line broadening functiorft; T, ) -

g(t;1;am)=2i] - COS( )coth(ha)IZkB'Ib'm)(i )+—j S'n(wt) o dw) (2.22)

Most notable about Equation 2.71 is the dependehag(t) on the temperature of the
solvent. The real part ofy(t;T,,,,) is primarily governed by the lower frequency,
o <kgT . part ofC(w), which accounts for the exchange of energy betvieersolute

and solvent. The imaginary part af(t;T,,,) enables energetically downhill VC

transitions starting in high frequency modes ofdbkite.

Chapter 5 of this dissertation applies this mdadehvestigate how temperature
influences the rate of thymine to solvent vibratibenergy transfer. Experimental
investigation found a temperature independent ddtevibrational relaxation in the
thymine nucleobase at 300K and 100K. Applicatibths model identifies that the bath
time scale and heating of the surrounding solventribute to the observed temperature

independence. Figure 2.7(c) shows how the loguigacy solvent motions of a fast bath
peak atw=k;T. Such a fast bath tends to wash out the contoibiftom the higher

frequency modes in the spectral density as shovmgire 5.6(a,b). This model was also
applied to nucleotides and dinucleotides of thertimg family, reported in Chapter 6.
This investigation found that vibrational energgnsfer from solute to solvent actually
causes an decrease in the excited state deaativat® due to enhanced relaxation in the
exited state potential well as the system sizeesm®s (nucleobase to dinucleotide), see

Figure 6.1 for additional information.

60



Vlbratlonally Intra-and inter-
excited solute

molecular solute
anc:l solvent modes

Intensity (a.u.)

0 " 500 1000 0 20 40 60

Wavenumber (cm') Wav enumber (cm™)
Figure 2.7. (a) Schematic of model vibrational cooling meckanifor an excited
harmonic oscillator in the presence of a heat hmtksessing two mechanisms of
relaxation. ¢ and G are respectively the low and high frequency comptmef the
spectral density. Crepresents thermally populated stochastic motidnshe heat
bath(low frequency) andQepresents temperature independent higher frequasntyof
heat bath. (b) A plot of the spectral densitiemmied with the parameters utilized in Ch.
5. (c) The low frequency part of the spectral dgras a function of the bath time scale, a
‘fast’ bath (0.1ps bath time scale) has a spedeakity that peaks near 10 ¢mhereas
the slow bath (>1ps bath time scale) maximizeswatimower frequency.

The systems presented in this dissertation and rauseothers possess excited
electronic state configurations where one or moistindt electronic states can be
accessed from the Franck-Condon geometry via nucidaxation. Interactions from
either under-damped or over-damped inter- or intodecular modes can induce
transitions between these excited states. In #me of having a high frequency

intramolecular mode that strongly couples to theitakon, the two potential energy
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surfaces possess a vibronic manifold of statesti@msitions can occur from the lowest
energy vibrational level of the donor stateto the manifold of vibronic levels in stake
Figure 2.8 below shows the schematic of the relamagirocess for which rate constants
are being obtained. Population initially resides @ectronic statea and makes a
transition to electronic statdd, partly enhanced by thermal fluctuations in the
surrounding environment. In this model it is asedrthat prior to the internal conversion
process, population is at equilibrium in state(i.e. residing in the m=0 state). This

derivation is based off of class notes from Prafegsdrew Morarf.

(b)

State a (a) Weak Coupling

Stateb
Strong Coupling

n=2
m=0
n=1
n=0
>
Promoting Mode Displacement . ;
>
I Displacement I

Figure 2.8. @) Internal conversion sends electronic populdftiom statea to statd. In
this model it is assumed that the population siartee lowest energy vibrational state in
a and then makes a transition to any possible vimat level in stateb. (b) The
bandwidths associated with each relaxation chaareetlirectly related to the lineshapes
of the potential energy surfaces. These are detethby the strength of the system bath
coupling. System bath coupling varies the bandwald frequency of the transitions
just like shown in Figure 2.5.
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To calculate the rate formula for this transitiogess from stat@ to b, begin
by tracking the time correlation function that ctagstatesa and b and vibrational

levels m andn.

K =h—12£dt<H'ambn(t) H . bn(0)> (2.23)

The correlation function is then expanded in a detepset of harmonic oscillator

eigenstates and similar to the derivation of thierational cooling rate the cumulant

expansion technique is used to simplify the expoes® obtain

, 2

_ 272—‘Ham,bn
mbn 2
h

5(a)am br) (2.24)

The matrix elementd! ., controls the rate of non-radiative relaxation. Bnthe Born-

am, bn
Oppenheimer approximation, the matrix element carrdwritten as a product of two
terms, one describing the electronic coupling betwstatesa and b and the other the
nuclear overlap integral. It is intuitive thatrisgtions between different vibronic levels in
the manifold will occur when the nuclear wave fuoies have the greatest degree of

overlap. The matrix element can then be writtefolsws.

H, vz ol =[HURN x abr ol (2.25)

am, bn|

2 !
=[(yazaid
The first term in this expressidi(; (R,) represents the coupling between the

initial and final states in the transition. Thadiuations induced by the time correlation

function can donate or accept quanta of energywallp the two states to become

degenerate and a transition to occur. The secemd {z,.|z,, iS the nuclear

wavefunction overlap integral. By identifying thgerturbation which initiates the
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internal conversion process, this matrix elementlmarecast in a more usable form. The
perturbation associated with internal conversiasearfrom the term in the Schrodinger

equation involving the nuclear kinetic energy opara

TNl//(r:R);((R)=£{I(R)62W£2R)+2W(§;;R)6;;(:)“/’(“'?)62;—?} (2.26)

where R is the nuclear coordinatey(r;R) is the electronic part of the wavefunction,

T, Iis the nuclear kinetic energy operatqr(R) is the nuclear wavefunction, and

represents individual nuclear coordinates. Thedtherm in Eq. 2.75 enters the

differential equation used to obtain vibrational vefunctions, and the first term is

!

normally taken to be small compared to the firdlow the matrix elementH, ..

possessing separate electronic and nuclear wavefoacan be written as

: n®
am,bn — _<V/il
H,

0 | 0
— i) (n|=—=|m (2.27)
8Ra l//a>< b| aF%( | 9
wherey ® is the electronic wavefunction of staaeor b, R, is the coordinate associated

with nuclear mode« , and n,(Im,) represent vibrational quanta in staéb). The

second term here will be simplified because it elesoinformation on how the internal

conversation rate will vary between the variousramiic levels of the donating and

accepting states. By rewrltln%R— in terms of the creatiorB"and annihilation B

operators as

ho o /W_W(B;_Ba) (2.28)
i R 2
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and simplifying the resulting expression for thes® term in Equation 2.76 assuming
that the transitions occurs from the lowest enetigyonic level in statea the following

is obtained

2

ﬂa o Knb|1> (2.29)

0
‘<“b|£ 0,) =

The rate equation incorporates overdampgieg(t) and underdampedy,; (t)
nuclear motions like described in the derivatiorihgf line broadening functionse,, is

the free energy gap between statesind b and o, ,is the energy difference between

vibrational modes m and n. In general, the statesid bcan have different equilibrium
geometry with respect to low frequency nuclear omgi This is shown by a

displacement along the nuclear coordinate in Figuse

vy el
bn am am

Re{j dt exf —i( o, + o, t/h—QOD(t)—gUD(t)]} (2.30)

As mentioned in the opening paragraph, it is assutinat the transition occurs from the
lowest energy vibronic level in state, so m=0and the vibronic levels are written
explicitly from above equation 2.78 to obtain theaf expression of the internal

conversion rate.

2
el
a

S Refdt(1]n)(n|1) exfio t+iwt-g . ()-g. (0] (2:31)

In equation 2.79(1|n){n|L) is specifically for the promoting mode. This mode
possesses a large gradientunwith respect to the nuclear coordinate, all ottisplaced

high frequency modes can be treated vgg(t).
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Now that the rate formula has been obtained, nwalercalculation of the
integrand gives insight into the physics drivinggl processes. Figure 2.9 highlights the

unique properties of this internal conversion raiée frequency of the promoting mode

is set to be 1506m™. Panel (a) shows how the rate in strong and weaklng limits
varies with the energy gap between stateandb. For this calculation the displacement
d is set equal to zero so that internal conversialy occurs into then =1 vibrational
level. Note how the bandwidth/center frequenciethe transition are dependent on bath
properties. In a realistic condensed phase sygteem by the strong coupling limit the
bandwidth of the transition is broad and the cefreruency is shifted to a larger energy
gap between statess and b due to reorganization energy associated with tineosnding
solvent. Panel (b) sets the displacement to drfes is interesting because the rate has
two points of maximum for the slow and fast modolatlimit. This does not occur in
the case of a Franck-Condon progression presesm @bsorption spectrum where there

is a Poisson intensity distribution (as in Figur&)2 This vibrational progression comes
from the underdamped mode @, (t). Notice also how the bandwidth of the transition

is broader in the strong coupling limit and they&renergy gap between stageandb.
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Figure 2.9. Blue text indicates the donating and accepting ggnatates respectively
(donor, acceptor). (a) Internal conversion fromtesta to b with zero displacement
along the nuclear coordinate is dominated by tlansition to the singly excited
vibrational quanta state of electronic state The transition bandwidth is much broader
in the strong coupling limit. (b) In the case @inrzero displacement the transition can
convert to any of the vibrational states in eleatitostate b resulting in multiple
relaxation pathways. Note there are two local maxithis is not the case for the
vibrational progression in the absorption spectrum.

2.5. Connecting Time Correlation Functions and Nonhear Spectroscopic
Techniques

A formalism based on time correlation functions leeen developed that treats
the influence of stochastic motion in the solvesitige system. The next step is to merge
this theory with a description of the nonlinear estments implemented in laboratory so
that experimental results can be interpreted toetstdnd the system response. This
response convolutes the applied laser fields, mtdecynamics, and stochastic motions.
The forthcoming section will provide a framework which these mechanisms can be
understood:°®

When a laser field is incident upon an ensemblealecules which interact with
the applied field, a macroscopic polarization i®duced in the sample. It is this
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macroscopic polarization which emits radiation tisabbserved in experimentation and
used to deduce processes occurring in the sandplere are a wide variety of processes
which can take place in such an ensemble and depeod the physics driving each
process; they can have unique dependence on titemcelectric field. In order to
account for the varying degrees of interactionngjtie, the macroscopic polarization of

the sample is expanded in powers of the eleckld fi
P — Z(l)E"‘Z(Z) E2 +Z(3) ES ... (2.32)
where y (") is the Nth-order susceptibility that contains mfation on the response of

the material (e.g., energy transfer, resonant frqes, dispersion, etc). The first order
susceptibility contains information on the systetirigar response to an applied electric
field, such as the linear absorption spectrum. Jdwond order susceptibility describes
the system’s response to second order processésasusum frequency generation,
difference frequency generation, and the opticalrrKeffect. The third order
susceptibility describes responses such as fluenes¢ Raman, and pump-probe
spectroscopy.

Time dependent perturbation theory is used tordesthe microscopic origins of
the polarization induced in the sample by the &gpklectric fields. A description of
perturbation theory cast in the language of thesidgroperator is more convenient for
calculation of the system’s response than the wanation approach. This is due to the

fact that expectation values of observables ardyeealculated in the density matrix
formalism. The expectation value of operatér, with density matrixp , is obtained

simply by taking the trace of the product of th@ twatrices.
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(A)=Tr(p-A) (2.33)

In addition, the optical response decomposes jaithivays’ in which the order of field-
matter interactions is naturally retained when gdime density operator. Practitioners
distinguish pathways using double-sided Feynmagrdias.

The time dependent wave functiop(F,t), in a complete set of basis functions,
@, , is given by

v (rt)=2.cd (r)exp(-ing) (2.34)

where @, is the frequency of statk and ¢, is the coefficient describing the degree of

contribution from statek to the overall wavefunction. The probability dignsis

obtained by taking the square modulus of the wanwafon as
‘W(F,t)r = Zklzm:cmc’;gzﬁ"k‘(F)gbm(F)exp(ia)kr];) (2.35)
Density matrix elements reflect the coefficientsdatime dependence of the
wavefunction. The elements are given by
Pk (1) = CCrXP( i@ o f) (2.36)
Diagonal elementdm= K) in the density matrix are known as populations affd

diagonal matrix elementg§m= k) are known as coherences. In Dirac notation, the

density matrix written in a set of basis vectorgiien by
(V)= 22 (V) m)(K (2.37)

Now that the density operator has been introdubedetfect of perturbation on

the quantum dynamics of the density matrix elememist be followed. In order to
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accomplish this, it is necessary to solve the quantiouville equation. The quantum

Liouville equation is given by

0P _ 2.38
ih p [H.p] ( )

The matrix representation of this equation is
)
|h%:<m|[H,p]|k> (2.39)

The Hamiltonian, H, of the system is divided into a time independand time

dependent part as
H=H"+2H" (1) (2.40)
with 4 as a parameter which determines the strengtheopénturbation. Elements of
the density matrix are expanded with the same pgetion as follows
P (1) =D AN p 0 (1) = p (1) + 2pG(t) + 22 p 2 (1) +--- (2.41)
=0
By inserting Equations 2.89 and 2.90 into the quantiouville equation (2.88) and

grouping terms with similar dependence on the poefethe perturbation, a series of

equations which describe the time evolution of dgnsatrix elements is obtained.

Integrating this equation yields the value of teaslty matrix at ordeN

: 00

PR (1) = —%j(m[ HO (t-1,), ™Y (1= 1) || Ky exp(— ot )l (2.42)

0
In this equation, o, =(E,,— E,)/%# and 1y represents the time interval between

interactions with the perturbation. Calculating tthensity matrix element at ordét

requires the evaluating o nested commutators ar®iterms. For example, to calculate
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p@ it is first necessary to calculajg) fromp!) and then using’ the expression for

o2 can be obtained.

Equation 2.91 must be evaluated to determine tla@tgm dynamics of a system

that interacts with a perturbation. In this cabe, perturbation is an externally applied
electric field E(t)that interacts with the material dipol@,. The perturbing Hamiltonian
representing the field-matter interaction is givgr @ (t)=-V-E(t). The general form
of the material dipole which can be easily writi@enthe density matrix formalism is

V=z,uab|a><b| where 4, is the dipole matrix element for arbitrary sta@sand b,
a,b

(a|u|b). This transition dipole ‘momenty,, represents the susceptibility of an
interaction between statgs) and |b), induced by the electric field. The rate of

absorption scales as the square of the transitijpoledwhen evaluated at the level of
Fermi's Golden rule (i.e., first-order perturbatittreory). Maxwell’'s equations show that
the nth-order electric field radiated by a sampdeproportional to the respective
component of the nonlinear polarization presentha sample. The following equation

demonstrates.

EO (1) = :}?Z“’)'C P (1) (2.43)

In Equation 2.92n(w,) is the real part of the refractive index as a fiomcof frequency

and | is the path length of the emissive medium. Notabite field radiated by the
material is phase-shifted by 90° with responsénéopiolarization. In a laboratory setting,

the electric fields that are emitted by the sangpkea direct measure of the polarization

71



induced by an applied electric field (the pertuidb@t The molecular properties and
energy level structure dictate the response ofyistéem and can be understood by using
the density operator approach to describe the myptaturbation interaction. The
polarization can be calculated by taking the trager the density matrix and dipole

operator product as in Equation 2.82.
P (1) =Tr[ Vo™ (1)] (2.44)

By substituting in Equation 2.91 in 2.93

0 0 0

PM ()= [dty [ dte,..[ dt SV (§, iy 1) (2.45)

0 0

><EN (t_tN) EN—l(t_ tN_ tN—1)"' E1(t_ tN_ tN—l'“ tl)

The N th order polarization is obtained where tNeth order response function is
S™ (b t) = ('%j Tr[VG (4)VG (t,)..VG ()V p¥ ()] (2.46)

In this equationV and G are superoperators defined as

VA=[V, A (2.47)
G(t)A= H(t)exp(%i H “’HJ A ex;{% H(O)t) (2.48)
where
o(t) :{M -0 (2.49)
0t<0

At first glance, Equations 2.94-2.97 appear rattmnplicated; however, they allow for
the product of response functions and electricd$iefi.e. specific paths through the
density matrix) to be computed and then integrafeal.accomplish this, Equation 2.95 is
read (right-to-left) starting with the equilibriumdensity matrix p(o)(—oo). At time
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t—t, —ty---—t; this density matrix interacts with the dipole sigperator,V , which
induces a change of state in the density matrike Green function then evolves the
system under the influence of the time indepentiamiltonian H © during time interval
t,. A specific form for these functions will be peesed. This process continues until at

timet a final transition occurs and the trace is takdre Heaviside step function, shown
in Equation 2.98, enforces causality (i.e., timeletron occurs after a transition to a new
state caused by interaction with the electric jieldFrom this, the polarization can be
visualized as a process where radiation fields lsypmze and select states while time
evolution is controlled solely by the dynamics bé tsystem itself in the time intervals

between interactions with the field.

There are a large number of possible sequencpatbivays through the density
matrix and electric field interactions, dependingtbe nature of the sample and applied
fields. In order to narrow down the possible numbiepathways, the experimentalist
relies on conservation of momentum to induce aatadisignal in a specific direction. In
order to accomplish this, the wave vectors of th@dent fields are controlled and the

electric field in Equation 2.94 is treated claskycas

E, (r.t)=¢,(t)(exgi(k f —ot)]+cc) (2.50)
where &, (t) is a slowly-varying envelope functioK,, is the wave vector, and, is the

frequency. Classical treatment of the electricdfisd a good approximation because its
wavelength is at least an order of magnitude latigen the systems of interest. In third

order experiments, there are 3 applied electriddigvhich can act in any order yielding
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6Xx6x6, or 216 possible combinations. Implementwogservation of momentum says

that the signal wavevector must be a linear contimnaf applied fields given by

Kgg =D, tk (2.51)
The signals detected in the experiments presentélais dissertation are radiated in the

phase matched directig=-K,+Kk ,+K . This is the standard phase matching

directions for third-order spectroscopied. By combining the use of phase matching
with control of the timing of the applied field$)et number of terms in Equation 2.94
drops significantly. There are six electric fiedshd response function combinations
which describe third order spectroscopic experisi€ne. six components to Equation
2.94). The response function at third order corsta@ight terms and is given by
. \3
S7(9-(+] o(0o(t)o( SR (L1 Y- R(v Y] @5

where R terms are the complex conjugateskot

A more intuitive approach is achieved through tlse of Feynman diagrams;
these are a schematic representation of calculdkiagpolarization in Equation 2.94.
Feynman diagrams allow the path through the deroprator to be tracked and the

response function to be written by the specificshef diagram. Feynman diagrams for
the third order response are given in Figure 2drOttie K, =—K + K+ k wavevector.

States of the system are represented by dummyemmdigth statea reserved for the
ground state, statle represents the HOMO-LUMO electronic energy gajp, statec an

energetically higher excited state. The levelghergetically with respect to one another
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such thag, < E, < E; so that the gaps betweenandb andb andc are similar to the

energy of a UV photon and a visible photon respebti This energy level scheme is an

accurate representation of the energetics of thé\ bises and ring opening systems

present in this dissertation. The systems areptital coherences in thg andt, time
intervals. Terms with a ground state populatioit, iare called ground state bleach (GSB)

terms. Terms that have an excited state populatidn are called excited state emission

(ESE) if the diagram terminates in the ground saaie are called excited state absorption
(ESA) if the diagram ends in an excited states itmportant to note that GSB and ESE
have opposite sign to ESA terms. Physically GS8 BSE correspond to a decrease in
absorption compared to the ground state and ESAesmonds to an increase in

absorption because the molecule that absorbs the gaeam then absorbs the probe

beam in the excited state.
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Figure 2.10. Feynman diagrams for a three level system whereE < E.. Time

intervalst; ,t, , andt; represent the time between interactions with tleetat fields.

The response function can be generated from eaghain and these can be summed and
used to compute the polarization in the sampleou@d state bleach (GSB) and excited
state emission (ESE) terms correspond to a deciaasbsorption while excited state
absorption terms show an increase in absorptiosit(pe sign).

The calculated response functions for the threellsystem are adapted from
Equation 2.101 and Figure 2.10. The six termsafthree level system are given by the

following.



R (Lt t) = || exp(-ioyt,— i, L) exd—f,(t, 1+, +t +1,,0]
R (t, 4, t,) = || explioyt,—iw,t,) exd f,( 0 +t,t+t,+t t)]
R (4, t,) = || explioyt,—io,t,) exd f.( 06, t,+t,+t ¢+t )] (2.53)
R (L, b, t,) = || exp(=ioo, b, w1 ,) &p[~f, (t,+1, +t,,t,+1,,t,,0)]
R (4t ) = || 10 exp(io 8 — o0 ) exif £, (t, t+t, it ,0]
Ry (1t ty) =~ sy ] exp(—io0, 0, f) exif =1, ( O+t 48,115t
where
f(t,t+t,t+t,+t,0) =g, (t+t,+t)+ g, (t)+ g, (t)+ g,(t)
~ 0 (L +1,) = G (L + 1)
(Ot +t,t+t,+tt) =0, (t,+t)+ g, (t+t)+ g(t)+ dy(t)
=0y ()= g (t+ L+ 1)
(Ot +t,+t,t+t,) =0, (t)+ g, (t)+ Gy (t+ t)+ gy ti+ t)
— 0 (t) - gu(t+ L+ 1)
(2.54)

fl(t1+tz+t3't1+t2't17 0)= gbb(tj.)+ gbb(t3)+ gbb(t2)+ gbb( L+ t+ t;
_gbb(tl+t2)_gbb(t2+t3)

f, (tl’t1+t2’tl+t2+t3’ 0)=+g;b(t3)+ g*cc(tZ)_ dbb( t3)+ gbb( t+ tz)
0 () = 0 (L4 )= de(t)

fz(olt1+t2’t1+t2+t3’t1) = gbb(t3)+ g;c(t1+ tz)_ g;b(tS)+ gbb(TZ)
+g;c(t1)_ gbc(tZ)_ g*bc(t1+ t2)

The g-functions are from the correlation functigepeach to line broadening in Section

2.3%

2.6. Transient Grating and Two Dimensional Spectrapy

The response of the system to the applied elefitids has been treated. The

specifics of the nonlinear spectroscopies will nog introduced. In Figure 2.11, the

pulse timing configuration is shown for the expesints employed in this dissertation.

This figure will be referenced upon several timedater chapters.
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pump pulses and pulse 3 is the probe pulse. InsieanhGrating spectroscopy the til

delay between pump and prolT =t,, is scanned and the tindelay between the pun

pulses is held constant at zer=t,=0. This experiment probes the dynamics of

excited state, such as energy transfer, intermalarsion, and vibrational cooling. The

mechanisms occur in the systemsbe presented in later chapters. In two dimensi
experiments, the time delit, =7 is scanned; this scans the optical coherence beti
the ground and excited states in this three leystesn. The signal acquired as a func
of time delayz is then Fourier transformed into the frequency donsa that absorptio
signal is plotted as a function of pump and prolaeelength at a fixed time del:T,
specifics of conducting an experimental two dimenal measurement are shown

Section 3.4.

LO Pulse 1 Pulse 2 Pulse 3 Signal

.=0
3, _

Tro

A\ T f
/\ _ - _/ _/’\ R

time

F 3
v

L

8 l, l,

r ol

Figure 2.11. Timing scheme of laser pulses in the four wave ngxexperiment
implemented in this dissertation. For transierdtigg experimentsz =0and the time
delay T is scanned until signal has fully decayed. In Zpegiments T is held fixed anc
7 is scanned over a full range of positive and nge values to characterize the sig
decay. The time delal/is a property of the solute and not experimentadigtrolled. LO
is the local oscillator pulse used as the referdiate for interferometric detection, th
will be discussed further in Chapte, Section 4.

Two dimensional spectroscopy discerns the undeylyimechanisms of lin

broadening in an ensemble, i.e. the degree of henmg and inhomogeneous |
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broadening. Homogeneous broadening is like bemghe fast modulation limit for

fluctuations and inhomogeneous broadening likestber modulation limit. The ratio of
diagonal,I'y and antidiagonal,,, linewidths in a 2D spectrum characterize the type

broadening. In the inhomogeneous broadening lianipbpulation timed that are small
compared to the bath time scale, there is a laegreg of correlation between the

pumped and probed frequencies. In other wordshaiepg has not yet randomized the
correlation between pumped and probed frequendieshis casel ,,/I", <<1 and the

two dimensional spectrum has an elliptical shapetdied along the diagonal line,
@, = @5, as shown in Figure 2.12(a). For times much lorigan the bath time scale,

random thermal motions have washed out any coioaldtetween the pumped and

probed frequencies, i.e. each excited molecule dzaspled the entire spectrum of
possible energy gap values ahg,/T";~1. This produces a circular 2D spectrum, as

shown in Figure 2.12(b).

Two dimensional spectra are broken down into thxecsimponents shown in
Figure 2.10. When two dimensional spectra beingbaiag collected, time delays are
scanned to probe the coherence between groundxaitdcestates of the solute. Such
coherence is a property of the ensemble and dewagise timescale of the inverse line-
width of the electronic resonance in the absorptgpectrum. To perform this

experiment, the first time interval is scanned teasure the decay of the signal around
r =0. First, the delays are scanned whgnarrives to the sample befolg , this is
known as positive coherence time, or positive This geometry is known as rephasing

(RP) because the coherence is evolving with oppasin int, and;. The terms in the
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top row of Figure 2.10 dominant this response. n&lignust also be collected whédg

arrives to the sample prior k9, or negative coherence time This is known as the non-

rephasing (NRP) geometry and the diagrams in thenorow of Figure 2.10 dominate
the response. The two components, RP and NRPug@eodomplex two dimensional
spectra when Fourier transformed and the final qibse two dimensional spectra is

obtained by summing the real components of the RPNRP measurements.

a)pmbe

C{)P””??

Figure 2.12.Cartoons representing the physics behind two diroeakspectra. (a) For
times short compared to the relaxation timescalehef surroundings (decay time of

correlation functions)\ ™, the pumped and probed dimensions are highly lede and
the ratio of antidiagonal to diagonal linewidthvisry small {,,/I"yU 1). (b) System

evolution int, for periods longer than the bath timescale causespectrum to become

circular and", /T 4 =1.

The non-collinear geometry offered by the diffraetioptics based experimental

technique and detection in the =-K,+K ,+K , phased matched direction affords the
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ability to control the polarization of all three dmas involved in the signal generation
process as well as the polarization of the sigealnb itself. This ability, unique to the
four wave mixing geometries, allows for novel infa@tion to be gathered. As an
example, a polarization condition known as ‘magigla’ can be used in both four-wave

mixing and standard two beam pump-probe techniquresthe magic angle configuration

the pump and probe are polarized wittb4 angle between their polarizations. This
allows for measurement of an isotropic responsthefsystem, nuclear relaxation (such
as rotational diffusion) does not contribute to theasured dynamics. When the pump
and probe possess parallel polarizations, rotdtiahffusion creates decay in the
observed signal with a time constant equal to ¢haholecular rotation, convoluting the
decay dynamics with a process that is well undedstand of little interest in present day
research.

In a similar manner, the transient absorption @mpy of the solute can be

measured by comparing measurements of the syssguonse when the pump and probe

are parallel and when they are perpendicular. aftigotropyr (T ), is computed as

_ SZZ(T)_ S<z( T)
s (Me2s.(9 o

where S,, is the system response with parallel pump andepeoid S, is the system

response with perpendicularly polarized pump amth@r By comparing the parallel and
perpendicular configurations, the anisotropy issgare only to relaxation processes that

initiate a change in the transition dipole of toéuge*™® Transitions between electronic

states possessing unique dipole orientation causeceease in the value of(T).

Transition to another state caus8s,to decrease, because the dipoles are no longer
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aligned with the pump field, and caus8g, to increase because a transition to another

electronic state resulting in a new dipole willergct more strongly with the probe beam
that is perpendicular to the pump. Nuclear relaxatprocesses do not influence
dynamics of the anisotropy in the Frank-Condon axipnation making it an effective
way to isolate electronic relaxation processes frontlear solvation effects which
sometimes occur on the same time scale. This ehdgats laid from framework for
understating the theoretical background of lineademing, relaxation mechanism, and

introduction to the theory of the nonlinear spestapic techniques.
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Chapter 3 . Femtosecond Laser Pulse Generation, Cleterization, and
Experimentation in the Ultraviolet

Chapter 1 of this dissertation introduced the nadion and background for the
science and systems that are to be studied. Iga&sg the ultrafast relaxation
mechanisms of UV-absorbent molecules by implemgritmtosecond two dimensional
(2DUV) and Transient Grating spectroscopy at thatsist wavelengths and with the best
time resolution of any lab in the world is the kagcomplishment of this work. A
theoretical foundation for understanding the refimxaprocesses and their signatures in
experimental signals was presented in Chapter 8calRthat a reduced description is
implemented to treat the numerous degrees of fraéddhe condensed phase with only
a few variables in time correlation functions. Sbhapter will cover experimental issues
including the amplification of femtosecond laserlsgs, nonlinear optics, and the
experimental methods used to study the systendareist.

A foundational principle of laser pulse generatimechanisms is the nonlinear
(parametric) interaction of photons is a polarieabhedium. The polarization of a
medium that an electromagnetic field is passingufgh can be expanded in powers of

the electric field.
P - Z(l)E"‘Z(Z) E2+Z(3) ES4... (3.1
The second and third order polarizations will befirgel as P? = »?E? and

P = ;((3) E®. Physical properties that occur as a resulPdf tend to be distinct from



those associated wiB’. The second order polarization involves interactaf two
photons which can produce laser light at frequenequal to the sum or difference

frequency valuet This process is illustrated in Figure 3.1.

v

Figure 3.1.Second order parametric interactions can occurpalarizable medium with
a non-zero second order susceptibilt§{®) . This interaction occurs with high photon

density typically accessible only by pulsed IasersP(Z):;((z)E2 describes the

characteristics of this interaction, photons withe tsum frequency and difference
frequency are created. The photansandw, can come from the same or different laser

pulses. In the special case when- w,, the sum frequency generation process is known
as second harmonic generation (SHG).

3.1. Chirped Pulse Amplification with Titanium Sapphire Gain Media

The parametric interaction of photons in nonline&dia allows access to a range
of wavelength regimes from the far infrared to ¥eay> However, in order for this
process to occur, interacting photons must beensdime vicinity in time and space (i.e.
high photon density). A robust gain medium andigas needed to produce the laser
pulses that drive nonlinear processes yieldinggsulsf tunable bandwidth and center
wavelength. The amplified Ti:Sapphire (titaniunpdd sapphire) laser is ideally suited
for generation of such pulses. The broad-bandwgdih spectrum (700-1100nm), high

thermal conductivity, and high energy storage dgnsi Ti:Sapphire makes it an ideal
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solid state laser material for use in pulsed laSefthe demonstration of the self mode
locked Ti:Sapphire laser was accomplished in 1998ibbet and his groub.Amplified
Ti:Sapphire lasers can reach terawatt output wilkgs that are shorter than 20 f3he
amplified Ti:Sapphire system in the Moran laborgtourrently produces a 1.5W output
(2.5mJ/pulse) with a pulse duration of 60fs. Tpesver density is capable of driving
nonlinear processes that produce 20fs, micro-jquises across the UV, visible, and
infrared. This energy and bandwidth has been wétain the UV by modifying the
commercial laser system. A series of upgrades tnvepast two years has decreased the
pulse duration from 180fs to 60fs. These upgradegxpanded on in Section 3.5.

The process of producing amplified Ti:Sapphire lgméses starts with producing
a ‘seed’ pulse. Such a pulse has desirable baltldwioise, and spatial quality. There
are various ways to produce such pulses, includiggtal and fiber based technologies.
Typical seed pulses are generated by pumped Titfd@ppgrystal-based lasers and
produce 1-10nJ/pulse at a ~100MHz repetition rafiéhis pulse is then sent to the
amplifier where the pulse energy is boosted byctofaof 16. However, a sub-100fs
pulse at such high pulse energy is far beyond #madje threshold of the optics and the
Ti:Sapphire crystals in an amplifier. To overcorties problem the pulse is first
‘stretched’. The process of stretching involvesdseg the laser pulse through a series of
bounces on gratings and focusing mirrors to foemewavelengths of the pulse to travel
shorter distances than blue wavelengths. The psilsew ‘chirped’ in time and its peak
power density is much lower. Inside a typical affgl pulses are 100s of picoseconds
long making the power density manageable for th&®jin the amplifier cavity. This

process of lowering the power density of a lasdsgiby elongating it in time before
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amplification is known as chirped pulse amplificatiand was originally implemented by
Mourou and co-workerg utilizing optical compression techniques developgdireacy
and MartineZ*?

Once the pulse has passed through the stretcleready for amplification. The
first amplification step is the regenerative ametifregen). The regen is a cavity based,
laser amplifier that relies on time-gated polaiatoptics to inject and eject the laser
pulse. The low energy chirped seed pulse is iegecinto the cavity, makes
approximately 20 round trips and is then ejected aent to the next stage of
amplification. The regenerative amplifier is typily used as the initial stage of
amplification for a system that produces 50-108fet pulses with good spatial quality.
Shot-to-shot intensity fluctuations are generatiw lin regenerative amplifiers because
the gain of the seed pulse is readily saturated faitile control over the number of round
trips in the cavity. However, the use of highlgmirsive materials and gain narrowing in

the regen makes recompression below 30fs almostssilpie® Typical gain values for

regenerative amplifiers até® — 10, resulting in up to 1-10mJ pulses after regenezati
amplification.**2*

The next step in the amplification process is thétipass amplifier (MPA). In
the MPA, the beam passes through the Ti:Sapphirergadium multiple times without
the use of a cavity; the geometry set by the oplietermines the beam path and the
number of passes. The particular geometry forizing a MPA varies between
setups: 3141817 Multipass amplifiers are good for quickly boostithe pulse energies due

to high gain without imparting as much dispersisraaypical regen. However, they are

about half as efficient in terms of gain extract{@®% compared to 30% for the regen),
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so a balance must be found between the tolerandespérsion in the amplified pulses
and how much pump laser power is requitefifter amplification in these two stages the
high energy laser pulse is then sent though a airpihttern of gratings and mirrors to
compress the beam (i.e. synchronize arrival ofvaNelengths within bandwidth). The
result is a multi-joule femtosecond laser pulsd tan be used to drive many nonlinear
optical processes. Figure 3.2 shows the chirpéze@mplification process as described;

values for repetition rate, power, and pulse daratiorrespond to the lab laser system.

Seed Pulse - Stretcher 1l Regenerative
100MHz i 100MHz Wi Amplifier
300mW =3 300mW —_— 1kHz
3nl/pulse 3n}/pulse 500mW

100f= . 100ps 500ul/pulse
l |
I I
| I. |'|II I! \Jl
I \‘ I /i"“'“_
H{EHN ” I/ "l‘
|_| Compressor | || Multi-pass

Nonlinear L 1kHz Amplifier
Optical —ee 2W —ee 1kHz
Processes 2m)/pulse 3W

60fs 3ml/pulse

Figure 3.2.The process of generating an amplified, compregseitj-joule laser pulse
starts with the generation of a ‘seed’ pulse ini:&d8pphire oscillator. This pulse then
goes through the stretcher, lengthening the puldeme by a factor of 1,000. The pulse
is then amplified in the regenerative amplifier dhed multipass amplifier. After passing
through the compressor, the laser pulse is ‘slamtl ready for use in experimentation.
The values shown are from lab but are represeetafitypical amplifier values.

3.2. Femtosecond Pulse Generation in the UltravidteFiber Capillaries and
Filamentation

The previous section introduced the methods foratarg a high-energy

‘fundamental’ laser pulse that forms the foundatior ultrafast spectroscopy
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laboratories. These laser pulses are generalliei@hnear 800nm and have a small
tuning rang€. In order to probe the physical properties of Aeig of systems the ability
to obtain short pulses across a large wavelengtberas needed. Optical parametric
amplifiers are commonly used to obtain femtosecpuldes across the visible and IR
portion of the electromagnetic spectrum. Opticatgmetric amplifiers (OPAs) use a
strong pump beam overlapped with a broadband ‘gmade to obtain the “signal” (seed
meaning the desired femtosecond pulse, this sekse midistinct from that in Section
3.1, seed is a general term used to designate m beae amplified). By energy
conservation, a third beam is created, the ‘idl@ithe name is derived from the fact that it
is a product of amplification but not the pulseioferest. The equation for energy
conservation is given as

ho, =hog+ho, (3.2)
Where 7 is Planks constant an@,, @, and @, indicate the frequencies of the pump,

signal, and idler beams respectively. For theraution to be efficient all pulses must
remain overlapped in time, this relationship isegivby conservation of momentum (or
phase matching) as
nk, =Tk + 7K, (3.3)

The first step in this process of optical paranceamplification in the visible and
infrared is the generation of the seed pulse, contyrkcnown as ‘continuum’ generation.
The process of continuum generation involves fowis low energy pulse from the
800nm fundamental (D) into a transparent medium such as fused sita&ium
fluoride, or sapphire. Through the interactiorselff-focusing and self-phase modulation,

a large spectral broadening takes pf&@. Although the processes behind continuum
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generation are not fully understdddhe smooth spectrum, broad bandwidth, and low
fluctuations of the broadened laser pulse are ifiiealse as a seed in an OPA.

The next step in optical parametric amplificatisicombining the broadband seed
pulse with a strong pump beam in a suitable noatimaedium to produce the signal
pulse. The nonlinear medium utilized depends endisired properties of the amplified
pulse as well as the desired tuning characterisfiggoe | and Type Il beta-barium borate
crystals (BBOs) are suitable nonlinear media amdbzused to obtain large bandwidths
(Type 1) or consistent bandwidth across a broadelangth tuning range (Type IlI). The
pump beam is typically either the fundamental wength (800nm) or the second
harmonic of the fundamental (400nm). A 800nm pumptilized for amplification of
near- and mid-IR pulses while a 400nm pump beatypisally used to produce visible-
wavelength signal pulsés.

When the pump and seed pulse possess the sameestorewhen propagating
through the nonlinear media, the aforementionedhatkis known as collinear optical
parametric amplification. OPAs such as these cadyze pulses from a few to dozens
of uJs across the visible and infrared spectrum. Theelyzed pulses have temporal
widths generally no less than 36fsConsidering the optical cycle is a few femtosetn
in the visible (lower limit to pulse duration), ster pulses are desired to study the fastest
relaxation processes and to push technologicatdimNon-collinear optical parametric
amplification (NOPA) is the process by which thedand pump pulses are combined in
the nonlinear medium with a slight angle betweairtivavevector$® In this case, phase

matching of the signal and idler pulses along tihection of propagation becomes

Ve = V; COSS (3.4)
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Wherev, and Vv;; are the group velocity of the signal and idlepexdively ands is the

phase matching angle. The angfe varies depending on the desired wavelength of the

signal pulse but is typically on the order of a fdegrees. Figure 3.3 shows how this
phase matching angle maintains overlap of the pulseéhe medium. Different group
velocities of the signal and idler pulses limit fiiegase-matching bandwidth in a collinear
geometry. The longer-wavelength idler pulse travelgre rapidly than the shorter-
wavelength signal; however, in a non-collinear getsynthe small angle allows the pulse
fronts to stay overlapped for a longer distancthéncrystal medium. The shortest pulses
generated by a NOPA setup obtained a pulse durafich4fs?® In lab, NOPAs are
utilized to produce sub-20fs pulses across thebksspectrum to study a variety of

systems possessing ultrafast relaxation dynafits.

Vi -

Figure 3.3.(a) In a collinear OPA the group velocity mismatidhthe signal and idler
pulse limit the bandwidth and energy that can biiobd in the amplification process.
(b) In a NOPA, a slight angJ@ is geometrically introduced between the pump amdl se
pulse which allows the signal and idler pulsesetoain overlapped for a longer distance
in the crystal and broader bandwidths to be obthif€ NOPA in operation on optical
table in Moran laboratory.
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The desire to push optical parametric amplificatimchniques to higher
wavelengths in the ultraviolet regime is thwarted deveral factors. Many nonlinear
crystals begin to absorb light in the UV specteaige and the group velocity mismatch
between the signal and idler pulses becomes iringtgslarge, limiting bandwidtf.
However, this did not stop researchers from extemdisible and infrared OPA/NOPA
techniques to the UV. Near ultraviolet pulses (NUdeated by sum frequency
generation of the output from a NOPA with the arfigdi fundamental at 800nm made
high energy, ~30fs pulses but only down to aroundng®*** The desire to produce
pulses below 300nm led researchers to frequencypldothe visible output from a
NOPA3* A special technique known as achromatic frequethoybling was able to
overcome the narrow second-harmonic-generation vadtidl range that is physically
inherent in BBO crystals by using prisms to gereemtvavelength-dependent incidence
angle on the BBO that created phase matching oymoad wavelength range. This
method produced sub-10fs pulses tunable from 25850mm but at the cost of low pulse
energies and complicated setdp¥ It is desirable to have higher pulse energie$ wit
broad bandwidth to extend ultrafast spectroscopahriques to the deep ultraviolet
(DUV). Numerous experimental studies in photoctetry’*® and photobiologi*°
would benefit from such technical advancement.

Preliminary work identified noble gases as an aldgve nonlinear medium for
generation of UV laser pulses to avoid the mismaithgroup velocity between the
interacting beams and absorption in the nonlineadiom?* The Kapteyn and Murnane
group demonstrated the phase matched generatitlV giulses in argon-filled hollow

core fibers®* Phase matching in the fibers is achieved by waryhe pressure inside

92



the fiber. Pumping the hollow core fiber setuphw®0fs pulses allows researchers to
obtain 8fs 266nm output puls&s Tunability in the DUV (214nm-244nm) was suggested
by the same group through utilizing an OPA pulsthinparametric generation procéss,
and then demonstrated by Bradforth and co-workélizing 100+fs driving pulse&
These previously mentioned experiments all produaser pulses at the third harmonic
of Ti:Sapphire output and the work by Bradforthraocluced tunability below 250nm for
the first time. This body of work points towarde tviability of combining hollow core
fibers with existing nonlinear optical techniques produce pulses useful for
experimentation across a broad tuning range extgrathwn to 200nm and beldtf.

In isotropic media such as air and noble gases) exgered interactions such as
second harmonic generation are forbidden and tiwvedborder nonlinear interaction is
the third order interactioh. So called four-wave mixing (FWM) processes are
responsible for parametric generation in such méifieee input interactions and one
signal beam). Difference frequency FWM to produktlaser pulses is given by

Oyt = Q¢+ O —@ (3.5

output — idler

where w; is the fundamental frequency,, is the lower frequency pulse, ang,,, is

the UV pulse. Wheno

hdier = P55 O

output

=3w, and the third harmonic is created at

266nm. Figure 3.4 shows the energetic interatdreme and the output wavelength as

a function of idler pulse wavelength, demonstratimgtunability shown in Referené®
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Figure 3.4.Four Wave Mixing (FWM) in isotropic media suchrasble gases allows for
third order interactions to occur. (a) The endepel scheme for the FWM interaction
that can be utilized to produce UV laser pulsewitoad bandwidth and high energy.
(b) The output wavelength for a FWM process withiaaiable wavelength idler pulse
according to the interaction given by Equationi8.plotted. This plot shows how broad
tunability can be introduced with the use of a NORAse as the idlerln this research,
the idler wavelength is 800 nm and the third harmoit of Ti:Sapphire (267nm)
output is the generated laser pulse.

Given that high quality two dimensional and transigrating spectroscopies
conducted with sub-50 fs pulses had not been imgméed at UV wavelengtff&*® this
research aimed to study systems that had theirsloareergy resonance near 267nm. In
light of this and by following the design demongtrhby Jailaubekoet al.“® a hollow
core fiber was engineered and constructed to pe@0€s pulses at 267nm. Figure 3.5
shows the schematic of this setup.

A 90fs, 1mJ 800nm pulse is frequency doubled inZ&m thick BBO crystal.
These pulses are then chromatically separatednainddually focused by 10” lenses into
a 30cm long, 7bm diameter hollow core fiber (Polymicro TSP07537%he 10” lenses
create a laser spot size at the entrance to tke thiat optimizes throughput through the

fiber. The 800nm and 400nm pulses each have emdrgfuJ. A waveplate (1/2”) is

inserted in the path of the fundamental (800nm)rbéa rotate its polarization parallel
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with the second harmonic (400nm) pulse. A delagesiaserted in the path of the 400nm
pulse allows for tuning of the path lengths so phudses propagate through the fiber
simultaneously. FWM inside the fiber creates appnately JuJ of third harmonic

(267nm) with a bandwidth of more than 1500 tmAfter the pulse is generated, it is
separated from the other beams and sent throughonabigation of dispersion

compensating mirrors (DCMs) and prisms to ensuee ghlse is compressed at the
sample position, ensuring the best possible tinselugéon. This setup is reported in

published literature and reiterated in later chapte show how the setup evolvEd?

EBO

Ti:Sapphire
20fs 1ul 266nm 100fs, 1KHz, 1mJ

ND

DCMs F5 Prisms(8cm apart) &

N

Delay Stage |<—

| N
b Ny af2
Flher
&‘ D
Legend
# 266nm dielectric 10in.FLlenses

& 400nm dielectric
# 800nm dielectric
/ 400/800nm dielectric

Figure 3.5.Schematic of third harmonic generation setup inMlogan laboratory. BBO
is a beta-barium borate crystal used to genera®mmOfrom the 800nm fundamental
pulse. ND indicates neutral density (wavelengtiependent) attenuators to control the
energy of laser pulses entering the fibdrl2 is a waveplate used to control the
polarization of the fundamental beam before it entee fiber. PM is a parabolic mirror
for collimating. Dispersion compensating mirroBOMs) and fused silica (FS) prisms
are used to control the dispersion of the lasesegul

Producing UV pulses with noble gases and hollowe ctibers is highly

advantageous to nonlinear optical crystals sucBBSs. Third harmonic pulses were
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also produced by sum frequency generation in a BBBundamental and second
harmonic pulses were overlapped and the UV pulseggrand bandwidth was measured.
While the UV pulse energy was very high (up tqu®&0 the duration was greater than
200fs. Figure 3.6(a) compares the pulse specti@naa from parametric generation of
267nm in the hollow core fiber and sum frequencwiBBO crystal. It is obvious that

the bandwidth from the hollow core fiber is mucleager, thereby supporting shorter

pulse durations. Figure 3.6(b) shows the hollovediber setup in operation.

—Argon (a)

S | —BBO
L2
=
[72]
c
[T
=

0

255 260 265 270 275
Wavelength (nm)
Figure 3.6. (a) Comparison of third harmonic laser pulses gaedrin 850Torr argon
gas inside the hollow core fiber and those produce&8BO. The bandwidth of the
hollow core fiber is much greater. (b) The homédtbhollow core fiber setup in
operation in the laboratory.

The spectrum shown for the third harmonic in Fg3.6 (a) is taken with
850Torr of argon gas inside the fiber. Bradfontlkd @oworkers published similarly broad
third harmonic spectra with a 100fs fundamental pung the setup and 250Torr of
Argon® Initial efforts involved pumping the third harmiorsetup with substantially
longer 180fs fundamental pulses. In order to obgmeater bandwidth, a higher pressure
is used to achieve phase matching for the FWM céligher pressures are known to

increase the self phase modulation (spectral broade of the input pulses which

produces more bandwidth in the third harmonic ptfis&he ability to use this higher
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pressure and still achieve phase matching is dubeanultiple modes in which laser
pulses can propagate through the fiber. The wateweanside the fiber for light

propagation is given BY

K(A, P) = M[l—%{%} } (3.6)

where n(4, P) is the refractive index of argoni(is the wavelength and® is the
pressure),a is the fiber radius, andl ., is the modal constant. Phase matched UV

generation is achieved under the conditiddk =2k, ,,— ky,,— K. Where the laser

wavelengths are written as subscripts. Solving fok =0 at 250Torr allows both the
800nm and the 400nm beam to be in the lowest ontiex-fiber modes (EH). This is
known as auto modal phase matching (AMP). Howesaving for Ak = Oat the higher
pressure used in these experiments requires then8@nd 400nm laser pulses to be in
different higher order modes of propagation. Tisisknown as cross modal phase
matching (CMP}* Section 7.2.A contains a detailed study of CMB AMP including
solving the phase matching equation numericallgs@nting output bandwidths, pulse
energies, and images of the output laser pulsadwasction of pressure. Also included is
a comparison of hollow core fiber output bandwidtith the Quantronix Q-light seed
laser (180fs duration for amplified pulse) and Th&apphire oscillator seed pulse (90fs
duration for amplified pulse) which was implementedhe spring of 2012.

Cascaded third order processes have been shoprodoce femtosecond laser
pulses farther into the ultraviolet wavelength g 200nm and 160nfh>* Work by
Misoguti and coworkers, briefly mentioned earlgrpwed that focusing sub-30fs 800nm

and 400nm beams inside a hollow core fiber produegdut laser pulses at 200nm and
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160nm via cascaded nonlinear interacti&n3hird harmonic light is created via the
interaction of 800nm and 400nm photonsids;,., = @ 400m™ @ s0mm— @ soonr thE resulting

267nm light then interacts with 800nm and 400nmt@h® to produce 200nm light by

®300mm = @ 266nm+ @ 200mm™ @ goonn OF @200nm = @ 266nm T @ 2660m™ @ a00nn* Further cascading can

produce 160nm light, the fifth harmonic of Ti:Sapphoutput, via several third order

processes. L)160nm = @ 2660m T @ 2660m™ @ goonn? 2) O1600m = @ 2000m + @ 400nm™ @ goonn? and 3)

Orsonm = @ 2000m T @ 26enm— @ s0onr-  CASCaMed processes in hollow core fibers westede

using the setup described in Figure 3.5 and thaltneg spectra obtained for the fourth
harmonic are plotted in Figure 3.7. Broad speutegie obtained, despite the narrow
bandwidth of the pump pulses (~90fs). The initegdart by Misoguti on these cascaded
processes commented on how they are efficient atysing broad bandwidtHs.
Although the spectra obtained had the necessargvwbdth for experimentation, the
pulse energies and control over the spatial magfesnuch to be desired. Pulse energies
less than 2nJ were obtained for the fourth harmgereerated in the hollow core fiber.
Filamentation is an alternative means of achievimgh energy density in a
nonlinear medium without restrictions on phase matg from mode propagation in
fibers. Filamentation has been shown to be anctwffe way to leverage self phase
modulation to spectrally broaden a strong 800nnddmmental pulse focused over a long
distance™>>®’ Cascaded processes in filamentation that effigieproduce third and
fourth harmonic pulses by pumping with the fundatakand second harmonic were
demonstrated in 2009 by Fujit al. °®*° It should be noted that this was the only
published research at the time producing 200nnr lage by filamentation. It should be

noted that these researchers utilized a top ofitleelaser amplifier that produced 30fs
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fundamental and second harmonic laser pulses. dlloged them to focus over long
distances (>1m) to keep beam divergence low. Lé&epgm divergence is known to
degrade spatial quality after the filamentationgess. This was attempted in the Moran
laboratory with 90fs laser pulses and focusing dl@rm to achieve necessary power

densities for filamentation formation.

— 245 Torr
— 530 ToOrr

Intensity (a.u.)

o

196 198 200 202 204 206
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Figure 3.7.Fourth harmonic (200nm) pulses created via cascBuUéld processes in the
hollow core fiber setup possessed desirable bankdsviout not enough pulse energy for
experimentation.

A filamentation setup was constructed in whichhhinergy fundamental and
second harmonic pulses were overlapped temporatlyspatially to produce a filament
of both laser pulses. The setup, images of tlaenkints, and a spectrum of the fourth

harmonic are shown in Figure 3.8. Pulses werergeza at 200nm with 60fs durations

and 300nJ pulse energies. A thorough presentafidime results from the filamentation
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setup is presented in Section 9.2. This secti@am@xes the spatial profile of the output
pulse and how the bandwidth and intensity charsties of the 200nm pulse vary with

pressure and nonlinear meduim (air vs. argon)shdtuld be noted that the successful
implementation of this techique with the describitlamental laser pulse characteristics

is considered a breakthrough.

(a) 200 nm Pulse Generation
400 nm, 130 W 7
Lenses Lens - (C)
20cm fl 20cm fi O
# oy
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00 n 50 u Filamentinside E
’ Pressurized Cell o
C
e ——— I
Combined Beams
(b) 400 nm Beam 0 , . .
1cm 196 200 204 208
< > 800 nm Beam
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Figure 3.8.Results from filamentation setup for generatingrflolnarmonic pumped by

the 800nm fundamental. (a) Setup for generatioB0&inm pulse. 800nm and 400nm
pulses are focused in air /argon to create filaatert and produce fourth harmonic.
(b)The combined filament is twice as long as tlwatdach individual beam. (c) The
output spectrum for 200nm pulse.

3.3. Dispersion Management in the Ultraviolet

The process of parametric generation and propag#timugh lenses and other
transmissive optics necessary to control laseregulsduces dispersion in the pulses.
This is due to the wavelength-dependent refractideees of all media involved (e.g., air,
prisms, liquid solvents). It is well known thatdrevavelengths travel faster than blue
wavelengths through transparent materials, therglgjicing a delay between the
different colors of a laser pulse; this is calletthirped” pulse. Positive (normal) chirp
is defined as red wavelengths preceding blue;ishtise common effect after propagation

through transmissive media. Negative (anomalousjpcoccurs when the shorter
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wavelengths within the laser pulse precede thedom@gvelengths. In an experiment, it
is desirable for all wavelengths of a laser putsarrive at the sample simultaneously,
forming a ‘compressed’ pulse and maximizing timesofation. Therefore, it is
imperative to be able to control how wavelengthes r@lated to one another in time, in
other words, the experimentalist must be able mdrobthe spectral phase (also known as
dispersion). This section will introduce the theand methodology to compress
femtosecond pulses for experimentation. This secis modeled after an intuitive
discussion of this subject found in Refereffte

In the time domain, the electric field for a Gaaaspulse with center frequency,

w, , pulse durationAt, and phased(t) , is described by

E(t) = A (D exp[—i(@t+6 )]+ cc. (3.7)
where c.c. denotes the complex conjugate. In the tlomain representatiom, (t) is
the pulse envelope functior,, determines the color, ané(t) describes the temporal

relationship among the different frequency compésmenhe phase is responsible for the
broadening effect in dispersive media and can beght of as adding a complex width to
the Gaussian envelope. While the time domain sgmtation is intuitive for thinking
about the pulse duration, calculating the effectdpersive media on the pulse is
problematic®* Due to properties of Fourier transformationssitriuch easier to solve for
the effects of dispersion in the frequency donfaierforming a Fourier transformation

on equation 3.7 yields the electric field expresaed function of frequency, given by

E(w) = /A, (o) e “pusl®=) (3.8)
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where negative field components have been neglectedequation 3.8,» represents

angular frequency ang(w) describes the relation between the frequency coererof

the pulse. Angular frequency is converted to oksge frequencyw as v=2£. The
T

uncertainty principle is given by, = AvAt. This describes the relationship between the
bandwidth of a laser pulse and the shortest pulsation which can be obtained. The
coefficient ¢, is known as a time bandwidth product and dependtherpulse profile.
For Gaussian pulse envelopes= 0.441.

Now that the mathematical representation of arafast laser pulse has been
introduced, the effect of travelling through a disgpve medium needs to be quantified.

The emerging pulse from a medium is given by

Eou(@) = By (@) Rw) €7@ (3.9)
Where ¢,,,.(o —w,)is the spectral phase added by the material &id) is an
amplitude scaling factor which can typically be apgmated by R(w)=~1 for

transparent materiat. It is common to express spectral phase as a T&ypansion

around the center frequeney as

w—a,)° o-a,)°
(P(w—wo)=¢o+¢1-(w—wo)+¢2-( > ) +(p3-( 5 o), (3.10)
In this expression for the spectral phagg,only adds a constant to the phase, the second

term adds a delay to the pulse. The third andtiioterms are referred to as the group
delay dispersion (GDD) and third order dispersio®D), respectively. It is these terms
that alter the time duration (dispersion) of a tgadse. Terms higher than the third order

term will be neglected as they only play a rolehighly dispersive materials or for

102



ultrabroad bandwidths, neither of which are usedhim experiments presented in this
dissertation. Using this Taylor expansion for #pectral phase and truncating at the

third term allows equation 3.8 to be rewritten as

(0)_0)0)2

E(w) = me—i (92 puiset P2, mad~—— (3.11)

showing that the phases in the frequency domairsiarply additive. In this expression
the term for TOD has been omitted, but these efface additive in the same manner.

In order to understand the effect that materiapelision has on the pulse duration

Equation 3.11 must be Fourier transformed backtimaime domain to yieldE (1) .

4In 2t3

! 24i4(In ) 3.12
E ()= \/K Al +i4(n2)p, (3.12)

By squaring equation 3.12 and comparing it to thaegal form for a Gaussian pulse

envelope the equation for the output pulse durati®m function of un-chirped duration

and GDD(g,) can be obtained as

JAE +16(n 2
- At

At (3.13)

out

As a last step, Equation 3.13 is solved for GDDlevineplacing the transform limited
pulse durationAt, with the bandwidth of the pulse giving an expresdior the second

order dispersion as a function of pulse bandwidith duration

R
4(In 2) Av Av
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where Av=cA1/A?. Equation 3.13 provides a means to predict outpilgepduration
based on the Fourier transform limited pulse damafor bandwidth) and the amount of
GDD experienced by the pulse. Equation 3.14 coagptite amount of GDD imposed on

a laser pulse with bandwidthv and output pulse duratian ,. Figure 3.9 uses equation

3.13 to investigate how GDD affects laser pulsesarsfing input duration (bandwidth).
Panel (a) shows how, for a set amount of dispersiborter pulses have larger stretching

factors (At . /At) than longer pulses possessing less bandwidth. | Panmvestigates

out

how laser pulses in the UV are more sensitive setaamount of GDD than are longer
wavelength pulses. The Sellmeier equations beldivewable calculation of the GDD
associated with certain amounts of material so dhatcan predict the effect of passage

through optics on the pulse duration.
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Figure 3.9. The effect of GDD is shown in panel (a). 10606 dispersion has a
significant impact on the pulse duration of pulkss than 40fs. A 20fs pulse is stretched
by a factor of 2 due to this amount of dispersimi®0fs pulse is barely affected. Panel
(b) shows how pulses with shorter wavelengths arehmmore sensitive to a dispersive
medium.

Now that the effect of GDD on laser pulse duratispersion can be calculated it

is useful to be able to quantify and predict theoam of GDD a pulse will obtain after
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propagation through a dispersive medium. The gralpcity dispersion (GVD) is given

by,

A7 ([ d°n
GVD=——| — (3.15)
2zc \ dA

where n(1) is the wavelength dependent index of refracti&®D is simply the product

of GVD with the length of the material. The thirdder dispersion can similarly be

calculated by

At d’n  Ad’n
TOD = - 3—+ (3.16)
4z°c’\  da®  da’

where the total amount of accumulated dispersi@ivesn by the product of TOD and the
material length. The material index of refractismeeded to compute these quantities.

The Sellmeier equation estimates refractive cufeesnaterials. The equation is given

by

) BA’ BA’ B
nA)=1+——+—"—+—3 (3.17)
A-C A-C i-cC

where B,,B,,B,,C,,C,, andC, are the Sellmeier coefficients. They are uniqueefich

material and describe the characteristics of tHeactve index curv&® By solving
Equation 3.17 for any material such as fused s{li€8) or calcium fluoride (Calthe
effects on a laser pulse of known bandwidth, cewrelength, and pulse duration can
be determined. FS and Gakre common materials to use in the UV becauséeif t
high transmission rates and low dispersion propertiA table of Sellmeier coefficients

for a large variety of materials can be found digeen CVI Melles Griot's websité&?
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The preceding section has introduced the methggdlm quantify dispersion of a
laser pulse due to propagation through a transweissiedium. The key point to take
from this discussion is that the effects of dismersare amplified as the bandwidth
increases (pulse duration decreases) and as ther cgavelength of the pulses gets
shorter. Dispersion effects in the UV are halfoader of magnitude greater than in the
visible. The impact of third order dispersion (TDas bypassed in this section because
a thorough discussion is given in Chapter 9 Se@iarhich presents spectra showing the
impact that varying amounts of TOD have on the spequalities of ultrafast laser
pulses. The key point when considering TOD isdefkthe amount of glass encountered
by a laser pulse minimal. The next section widgent the use of prisms to create a setup
which has the opposite sign of GDD induced by tn@ission through optics. This allows
the experimenter to cancel the effects of optiasdmission and have a compressed pulse
at the sample position.

Conventional methods of pulse compression invdlve use of prisms and
gratings®>®” Prisms impart a set amount of negative GVD arsitiwe TOD per unit
length of separation but cannot be used to compgrelses with very broad bandwidths
(15-20fs is about the minimum) because the TOD meplaby the prism compressor
setup is additive to transmission through optics dontrast, prisms reverse effects of
GDD from transmission through optics). Too-broashdbwvidths or passage through too
many optics will impart enough TOD to distort thelge phase at the sampleGrating
compressors can tune the ratio of imparted GDDT&DD but have very low throughputs
making them unusable for compression of low enefgmtosecond laser pulses.

Specially-coated dielectric mirrors known as dispEr-compensating mirrors impart
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negative GDD and TOD with each bounce. DCMs aramonplace for compression of
ultrabroadband laser pulses (bandwidth to supperi&s pulse) in the visible regime
and at the wavelength ouput of Ti:Sapphire ampéfigmear 800nm). These have also
been demonstrated to be useful in the ©\VThis research utilizes a setup that combines
a fused silica prism compressor and DCMs to achiepgmal pulse compression,
minimizing GDD and TOD.

The schematic showing how a prism compressor fanstis shown in Figure
3.10. The incoming laser pulse has positive chiganing that red wavelengths precede
blue wavelengths in time. This pulse hits thet firssm, refracts and travels a distarete
as the various wavelengths diverge from one anoth®&fr the second prism, the red
wavelengths are forced to travel through a largeount of glass, which delays them
with respect to the blue wavelengths. After prignthe beam hits a flat mirror, M1,
which reflects the beam back through the setupsnP2 causes the beams to converge
back together at prism 1 and then exit the setdfi. is slightly misaligned vertically so
that the exiting pulse can travel either under eeroM2. The output pulse actually
possesses negative dispersion, blue wavelengttisgefirst. Propagation through optics
on the path to the sample will add positive disipersvhich leaves the pulse compressed

at the sample position.
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Figure 3.10. Prism compressor setup utilized in lab to impargatee GDD on
femtosecond laser pulses. The input pulse is igekitchirped and hits the first prism
which refracts and causes the beam to diverge. wRedlengths pass through more glass
than do blue wavelengths in the second prism. Bflects the dispersed pulse back
through the prism and M2 reflects it on towardsekperiment.

The GDD imparted by a prism compressor is given by

A2 dn? d’n
GDDPrism ~ ﬁ{_Sd(ﬁj + {dﬂzJ Z:):| (318)

where A is the wavelength of light¢ is the speed of light, d is the tip-to-tip prism

separationD is the beam diameter, ands the index of refraction of the prism material.
In this expression, the first term is always negatind is proportional to the distance, d,
between the two prisms. Thus, increasing the 4otism distance increases the negative
GDD accumulated by the prism compressor. The skterm is always positive and is
dependent on the path lengths through the prismshis is easily controlled
experimentally as one can simply move the prismngdods and backwards in the beam
(X1 and X% in Figure 3.10). The net result is a setup withability in three dimensions:
d, X;, and % which allow the experimenter to eliminate GDD anchimize TOD in the

laser pulse. A given configuration of the prismmgwessor produces unique values of

108



GDD and TOD. Typically the experimenter minimiZeBD with the compressor setup.
TOD can be reduced by minimizing the amount ofagpéncountered by the pulse.

3.4. Four Wave Mixing Interferometry: Transient Grating and Two Dimensional
Spectroscopy

The previous sections have demonstrated how a ssmdod laser pulse is
affected by the nonlinear parametric generationcggses and transmission through
dispersive media. Techniques used to reverse tbffisets and have all wavelengths
arrive simultaneously at the sample were also éutced. This section will present the
methods of four wave mixing interferometry whicte arsed for pulse characterization
and experimentation. First, the instrument usedrdertake the two dimensional and
transient grating spectroscopies in this dissematvill be presented since it is used for
pulse characterization as well as experimentatiothe samples. These experiments can
be thought of as a more complicated version of ppnobe spectroscopy where a pump
pulse excites a small fraction of molecules in &soabing medium and then a probe
pulse monitors the change in absorption inducethisyexcited state. The delay between
pump and probe is scanned to observe how the systems to equilibrium (steady state
absorption). The key difference in these experisienthat the signal pulse is emitted in
a background-free direction and there are two purepms. A fourth beam (local
oscillator, LO) is geometrically aligned (by thepeximent) with the signal beam and
allows for interferometric detection of emittedrsad, A close-up picture of the view at

the sample is shown in Figure 3.11
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Figure 3.11. The view of the nonlinear experiments employedah to highlight the
differences with traditional pump probe spectroscojm pump probe spectroscopy, only
two beams are utilized, a pump pulse and a proksepKey features of this setup are
background-free and interferometric signal detectioThree laser pulses (2 pump, 1
probe) induce signal emission.

There are a few approaches to Fourier transform\2Bdghniques. The first is a
two-beam geometry based on pulse-shaping technalodys very similar to that shown
in Figure 1.2(similar to pump probe geomefyy° The other is a passively-phase-
stabilized diffractive-optic-based interferometen@oying four pulses, where one pulse
is used as a reference for interferometric sigetction°> The basic configuration of
the diffractive optics based interferometer is showFigure 3.12.

The key to interferometric stability is to generptars of phase-related pulses at
the samplé!’ Any instability in the reflections off of the spfical mirror cancel so the
setup is immune to noise associated with vibratiand thermal motion that would
otherwise randomize the relative phase of the sifjeld and the laser pulse used as a
reference beam. This geometry is preferred becausansient grating mode the setup
can scan to hundreds of picoseconds delay betwemp pnd probe pulses. Figure 2.11

in chapter 2 shows the standard method of pulséngimand naming of the delays.

Transient grating mode scans the pump probe delay[ , whereas two dimensional
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spectroscopy scans the delay between pulses 1 andr2 Non-radiative transitions
occur in T, the pump is absorbed in, and signal is radiated ih. Scanningz is

accomplished by inserting or removing glass inghth of the laser pulses through the
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Figure 3.12.Basic schematic of the four wave mixing interferéene Two pulses are
sent into the setup with a mechanically controlliety between them. The pulses are
focused onto a diffractive optic to create the bgeattern shown on the mirror. The four
beams are then sent to the sample (see Figure 3Prigm wedges are inserted into the
paths of pulses 1 and 2 to control their relatieéag. This delay is scanned in 2DUV
experiments. All four beams are incident at the @anpulses 1, 2, and 3 induce signal
emission and pulse 4 is used as a reference faldnferferometric detection of the
signal. A typical interferogram is shown.
use of prism wedges as shown in Figure 3.12. THayde is typically scanned to

|r| <100fs, as the signal decays with a time constant of iyu§0fs>*™ The signal as

a function ofr is then Fourier transformed at each detected pmehe CCD detector to
obtain the two dimensional spectra that are shdwoughout this dissertation. 2D
spectra can be taken at any pump-probe delay fime Comparing the shape of 2D
spectra (antidiagonal/diagonal line-width) &svaries reveals the timescale of solvent

reorganization (solvation), vibrational coolingdazpherent vibrational motiot:>%"*"
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Figure 3.13. Measured transient grating signal profiles as ation of pump probe

delay. The left figure is taken with interferometrdetection and the right with
homodyne detection (i.e. collected without the laxsxillator). The amplification of the
signal with heterodyne detection is obvious. Thesesved modulation in the signal is
due to coherent oscillation of the 800 tfRaman active mode in cyclohexane.

Considering that the signal is interferometricatlgtected, it is necessary to
separate the contribution of the reference fietimfrthe detected field so that only the

third-order signal of interest remains. This methaf signal collection is known as

optical heterodyne detection (OHD). The measun&gtierogram is given by

l = |Eref ’ +|Es(t)|2 + 2| Eref Es(t)| COS@ ref ¢ S) (319)

where g, is the reference fieldg(t) is the time dependent signal field, apd and ¢,

are the phases of the reference and signal fieddmectively.”>"® In the experiments
discussed herein, the reference field term is nioalér removed through a Fourier
transform/apodization routine. This routine Fourigransforms the measured
interferogram into the time domain, selects thenaligvia a Gaussian apodization
function, then Fourier transforms this signal battk the frequency domain. In the limit

of the reference field intensity being much greatiean the signal intensity (i.e.,
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‘E ‘0 |E(t)[°) the term |Es(t)|2can be neglected, this is a typical case in the

ref
laboratory,. This reduces the measured signahgitteto the following

| =2

Eref ES (t)‘ COS@ref - ¢S ) (320)

Equation 3.20 shows that the measured interferoggdmear with respect to the
signal field and the components of the phase ofeference field and signal are present.
These components allow for full characterizatiortha signal field (i.e. separation into
real and imaginary components). The real compooktite measured signal is identical

to the measured signals in pump-probe spectroscépythermore OHD amplifies the

signal by a factor of2|E

ref

/Es(t)‘ compared to the homodyne signal (signal collected

without interferometric detectiodj. Figure 3.13 demonstrates this by plotting the
acquired signal for cyclohexane as the pump-prodlaydis scanned. The observed
oscillations in time are due to coherent motiorihef 800 crit Raman active vibrational
mode of cyclohexane. The only change made betwezitwo measurements was the
reference field was blocked for homodyne signalection. It is quite obvious that the
observed signal-to-noise ratio in the case of fatemetric detection is much better.
Being able to resolve this particular vibrationaherence with such deep modulation
requires a laser pulse with a duration that is astnalf of the vibration period. The
period of oscillation for this mode in cyclohexasel2fs which is a strong internal check
to ensure that the laser pulses are on the ord&dfef

Now that the experimental setup and signal detechave been introduced,
samples are ready to be studied and new physideregp However, before measuring

signals that carry information on relaxation dynesnof UV absorbent materials, the
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experimentalist must ensure that the laser pulg@adperly compressed, well behaved,
and ready for experimentation. The process of ll@rqy Resolved Optical Gating
(FROG) allows the phase of the laser pulse to beraéned by using the pump pulses as
a ‘gate’ which induce signal generation in the fawave mixing experiment only when
all three pulses are temporally overlapped in drame®® This process simply involves
placing a transparent medium at the sample positnthscanning the pump-probe delay.
When all pulses are overlapped in time and spateeisample, signal generation occurs.

The signal profile as a function of delay is gii®nthe spectrogram

e (0T) = T E(t)|E(t-T)[ exp(~iot) d 2 (3.21)

-0

where the delay between pulses is givenlbynd it is assumed that all pulses are the

same wavelength. Two puIse}E,(t—T)r, act as a gating function for the third field, the

probe pulse in Figure 3.11. Since the spectrogsamesolved in frequency and time, the
phase of the pulse can easily be observed. A ethifaser pulse will show tilt in the
spectrogram where a compressed pulse shows alleveyks arriving simultaneously at
the sample position. Measuring a FROG spectrogadiows the experimenter to
determine is the laser pulse is compressed. Figur(a) shows a spectrogram of the
compressed third harmonic pulse. Panel (b) ishemgplot of the interferometrically

detected oscillations from cyclohexane.
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Figure 3.14. (a) Compressed third harmonic FROG spectrogram umedsin the
experimental setup with homodyne detection. Alvelangths arriving simultaneously
(vertically aligned spectrogram) indicates propedsp compression. (b) View of
vibrational coherence of cyclohexane over a ladgtay range than in Figure 3.13.

All of these studies utilize dynamic sample voluniesavoid damage from UV
excitation. Studies on the DNA nucleobases preseimt Chapter 4, 5, and 6 implement
a low-noise rotating sample holder, modeled aftat tdescribed in Refereriée The
sample holder enables the use of small sample \eduand can be adapted to the
cryostat, which is useful for measurements at cepag temperatures. The transient
grating measurements shown in Figure 4.4 demoadtnat motion of the sample causes
fairly little noise in the signal phase. For exaepwith a peak power of 1.4GW/ém
signal-to-noise ratios of 350:1 af =0.5ps and 38:1 afl =100ps in the absorptive
transient grating signal component are obtaineé@ @hsorptive signal component is
sensitive to phase noise). A gravity fed jet ifiagtd in Chapters 7 and 8. Section 7.2B

contains background on this setup.

3.5. Ongoing Technical Developments

In the Fall of 2009 when | first started work inetiMoran lab, the laser

fundamental was seeded by a fiber oscillator fronai@@ronix called the Q-light. This
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seed laser, while very stable and requiring litlaintenance, only produced enough
bandwidth to make 150+fs amplified pulses. Thisdvadth is non-tunable. In the

spring of 2012, the Moran lab laser system wasagwmgt by building a Ti:Sapphire seed
laser to provide the seed pulse to amplify in thiemercial Quantronix system instead of
amplifying the pulse from the Q-light. Figure 3.d&mpares the output spectra from the
fiber and Ti:Sapphier oscillators. Research cotethén Chapters 4, 5, and 6 were
undertaken with 25fs, 267nm pulses driven by 15@dfslamental pulses produced with
the Q-light. Chapter 7 and 8 utilized the upgrade8apphire seed laser to produce 20fs

267nm pulses and 60fs 200nm pulses.
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Figure 3.15. Comparison of original Q-light fiber oscillator esgirum with the

Ti:Sapphire oscillator spectrum installed in theirsp of 2012. The bandwidth of the

Ti:Sapphire oscillator is more than four times tbétthe fiber oscillator (and this is a

conservative spectrum for the new oscillator).
At this point the seed laser was no longer thdtilng factor in amplifying a

broader bandwidth fundamental. The stretcher amdpcessor from Quantronix were

not engineered to handle the broad bandwidth froht@apphire laser pulse. The laser
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beam was clipped edge of mirrors when the beam disgsersed in the stretcher and
compressor. Figure 3.16 shows the laser pulseffataht stages in the amplification

process. The skewed (non-Gaussian) shapes indic#tehe stretcher and compressor
cut off a significant part of the bandwidth. Stithis upgrade produced an amplified

fundamental pulse that was approximately 90fs whby optimized.
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Figure 3.16.Spectra taken inside the Quantronix laser amplifigne oscillator spectrum
shows the Ti:Saphhire seed pulse from the lasérwia installed in lab Spring 2012.
The ‘stretcher’ pulse shows clipping on the redesid the spectrum. The ‘amplifier’
demonstrates the typical red shift observed betweeamplified laser pulse and the seed
pulse. This is due to the chirped pulse ampliitcattechnique. Red wavelengths
precede blue wavelengths in the amplifer and areemtyongly amplified. Comparing
the ‘compressor’ pulse to the ‘amplifier’ pulse stsohow bandwidth is further cut off by
the optics in the compressor. After moving theetstier and compressor outside the
amplifier, this clipping was eliminated.

In the spring of 2013, the original stretcher amdnpressor were modified and

rebuilt outside the commercial amplifier box and/esal optical elements purchased
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which were able to handle the broader bandwidtbcelRt experimentation has indicated
that the compressed pulses from the Quantronix iierph lab are 60fs. This opens up
new realms of possible nonlinear optical processes bandwidth generation. Future
research will most likely focus on enhancing theetiresolution and experimental
capabilities at 200nm, the beginning of the vacuuwh spectral range. The 200nm
spectra presented above in Figure 3.8 were idént@athose used to undertake
investigations that are presented in Chapter 8urki3.17 compares the pulses generated
in the fall of 2012 with those recently generatadspring 2013 after the stretcher and
compressor were rebuilt outside of the laser ameplifit is clear that the bandwidth after
the recent upgrade is superior and experimentdtam measured the 200nm pulses to
have a time duration of 30fs, one half the previausation. Current research is
attempting to spectrally broaden the 800nm pulderee200nm generation to further
increase bandwidth, thereby decreasing 200nm pluision.

At this point the foundations have been laid to ersthnd the experimental
investigations presented in the following chaptetsof which are publications in peer
reviewed journals. The following chapters will peat two dimensional and transient
grating spectroscopies conducted at the third aoadtH harmonic of Ti:Sapphire laser
output with by far the greatest sensitivity anddimesolution reported to dafte. The
experimental work reported herein presents firspsttowards the UV in extending two

dimensional spectroscopy ‘from NMR to x-rayg”.
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Figure 3.17. Shown are fourth harmonic spectra taken beforeadtad the upgrade to
the laser amplification system in spring 2013. @&@aeneasurements have indicated that
200nm pulses possess a time duration of 30fs.h&uvtork is being undertaken to push
this lower and utilize these pulses for experimenita
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Chapter 4 . Probing Ultrafast Dynamics in Adenine Wth Mid-UV Four-Wave
Mixing Spectroscopies

4.1. Introduction

Knowledge of the inner workings of electronic redign processes in DNA bases
progresses steadily with technology and innovagixgerimentatior.® Modern insights
into these systems stem from the determination200fs internal conversion time scales
in various DNA nucleosides and short oligomers gsitransient absorption
measurement¥. Fluorescence upconversion and photoelectron ssecipies have
since provided additional information on these dyita®>’® In addition, theoretical
models contribute descriptions of the potentialrgnesurfaces and conical intersections
enabling these extremely fast relaxation proceSs€s.Despite a large body of work,
consensus has not yet been reached on some [sa®s.isThe nature (e.gn*nnn*) and
energetic order of the lowest energy singly excttdes in the solvated bases is difficult
to discern based on earlier ultrafast spectroscaiclies because the excitation
frequency (i.e., pump frequency) has seldom bestesyatically tuned across the broad
mid-UV absorbance spectra of the bases. Moretwemquse of the rapid relaxation rates
found in these systems, tradeoffs between timefaagpiency resolution will ultimately
challenge the interpretation of conventional “puptpbe” measurements utilizing such
tunable pump puls€§. As stated in Chapter 1, the goal of this dissierais to

implement four wave mixing techniques in the UVuodertake two dimensional and

Reprinted with permissiod. Phys. Chem.,2011, 115(31), pp 8630-8637.
Copyright 2013. American Chemical Society.



transient grating measurements. This chapter septs the first steps towards that goal.
Among the principal advantages of two-dimensioredtpn echo (2DPE) spectroscopy is
the attainment of time and frequency resolutionitech only by the line widths of the
system’s resonance&™®

The unique capabilities of 2DPE have been leveragexbtain new insights into
processes ranging from chemical exchange equitibiitu liquids to energy transfer in
photosynthesié”® For technical reasons, 2DPE techniques werediptied and have
matured most rapidly at infrared wavelength®?’ although such experiments are now
routinely conducted using visible laser pul8&%. Further progress “from NMR to X-
rays” * must contend with several challenges encounter¢de mid-UV spectral range
(200-300nm) including the attainment of adequaserdandwidth, interferometric phase
stability, and the suppression of undesired noalities in the solvent medium (e.g.,
ionization of solute and solventj>° Solutions to these problems are motivated by the
understanding of myriad biological systems whoseekt energy electronic transitions
are found in the mid-UV (e.g., DNA bases, aminasgki

In this chapter, photoinduced relaxation procesmesinvestigated in adenine
using heterodyne-detected transient grating (T@) 2IDPE spectroscopies conducted in
the mid-UV spectral range. These experiments lagefitst to combine a specialized
method for generating 25fs mid-UV laser pulses thredpassive phase stability afforded
by diffractive optic based interferomett{>® Adenine is an excellent model system with
which to begin such TG and 2DPE studies becausdyitamics are fairly well-defined
when photoexcited and probed in the mid-{VFigure 4.1 overlays the spectrum of the

laser pulses with the absorbance spectrum of aeen@nly a small portion of the
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absorbance spectrum is covered despite the >€* laser bandwidth. In part, the bro
line width of adenine represents cobutions from several tautomers with differ
absorbance spectfd. Two nn* transitions also occur in this frequency rangéhaugt
only one of these@esonances has a significzoscillator strengtfi:'> Strong solut-
solvent interactions (e.g., hydrogen bonding) dsmaden the line width. These thi

line broadening mechanisms are carefully delinestele present set of experime
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Figure 4.1.(a) Structures of the 7HA and 9HA tautomers of auken(b) Laser spectrul
(black) overlaid on the linear absorbance spectradenine (blue), -methyladenine
(green), and Trethyladenine (rec

Tautomerization of adenine is an area where 2DPwel-equipped to yielc

unique insghts. Most relevant to the spectral range examivezd are the 7HA and 9H
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tautomers, which are found at approximately 22% @B@o proportions in aqueous
solution near pH=7"* The transition frequencies of the 7HA (37100cmn 269.5nm)
and 9HA (38400cm or 260.4nm) tautomers have been estimated usi@tikorbance
spectra of 7-methyladenine (7MA) and 9-methyladeni(@MA)*® The 2DPE
experiments presented below, which employ broadbbaser pulses centered at 38000
cm? (263nm), therefore superpose signals associatéu bath 7HA and 9HA. The
application of 2DPE to adenine is partially motectby the prospect that signal
components associated with 7HA and 9HA will giveerto correlations in the excitation
and emission frequencies. Such correlations ®esause, at equilibrium, 7HA absorbs
and emits radiation at lower frequencies than 9HA.contrast, resolution in these signal
components is not readily achieved with one-dim@mai techniques (e.g., transient
absorption, TG), that yield only the emission spectin principle, 2DPE can also track
interconversion in the 7HA and 9HA tautomers. Hwo&re such dynamics will be
accessible only if the exchange of tautomers ocbeifsre the nonlinear polarization
decays due to ground state recovery (<2ps). Qyevhlle this initial demonstration of
2DPE in the mid-UV is fairly simple, it is usefurfovercoming technical challenges and
paves the way towards the study of more completesys
4.2. Experimental Methods

Generation of 25fs, 38000¢mlaser pulses is achieved using argon gas as a
nonlinear mediuni’*® The setup resembles that developed by Bradferdhca-workers
and performs similarly’ Briefly, 12660crt (800nm) and 25320c¢i(400nm) pulses
with 40 wJ energies and 1606mFWHM bandwidths are focused into a 75 micron

diameter hollow-core fiber filled with 0.65atm amyayas. The 38000ch pulses
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generated inside the fiber have juDenergies and FWHM bandwidths of 800-958cm
A fused silica prism compressor with a tip-to-tipis;m separation of 13cm fully
compensates for dispersion accumulated in transraigptics between the fiber and the
sample. TG signals generated in a 1mm thick fisslezh window have FWHM widths
of 30fs, which corresponds to a <24.5fs pulse damaf Gaussian pulse envelopes are
assumed? This work was completed prior to the upgradeqiring of 2012 as discussed
in Section 3.5 so the pulses driving the third hamio generation setup were >150fs.

TG and 2DPE experiments utilize a diffractive ofifacsed interferometer similar
to those described in earlier applications at \esilwavelengths (cf., Supporting
Information)?®3%384°> The optical layout is compact and the interfertemés enclosed in
a box to suppress phase fluctuations caused lyaents. Significant differences in the
interferometric phase stability achieved at mid-l@d visible wavelengths are not
found, which is evidenced in the high signal-toseoratios of the absorptive four-wave
mixing signal components presented below (i.e., dbsorptive part of the signal is
sensitive to noise in the phase). In this sethp,diffractive optic generates a boxcars
laser beam geometry in which signals are colleatader the phase matching condition,

ko =-k,+k ,+k ;. Three of the laser pulses induce the nonlinetarization, whereas

the fourth (attenuated) pulse is used as a referé@ald for signal detection by spectral

interferometry?®4’

In all experiments, signals are detected usingaek-illuminated
CCD array (Princeton Instruments PIXIS 100B) modnt& a 0.3 meter spectrograph
with a 3600 g/mm grating. Integration times rabgéveen 100-400 ms and are adjusted

based on the signal intensity.
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As shown in Figure 2.11, both TG and 2DPE experisw@volves a sequence of
three laser pulses. TG measurements use a matarasslation stage to scdn (with 7
=0), which is the interval in which relaxation pesses such as internal conversion and
vibrational cooling occur. 2DPE scans from -100fs to +100fs (at variou$) by
moving fused silica prism wedges in the paths dbeai1l and 2° The delay,z, is
associated with absorption of the “pump” pulses. (ipulses 1 and 2) and is ultimately
limited by the inverse linewidth of thet* transition. Fourier transformation in yields

the excitation dimension of the 2DPE spectrum, the emission dimensiony, , is

rn

obtained by dispersing the signal pulse in the tspe®ter. In both techniques, scans of
the pulse delays are repeated 20-40 times andgectias needed to optimize the signal-
to-noise ratios.

Solutions of adenine, 9MA, and 7MA are preparedam aqueous sodium
phosphate buffer at pH=7. The solutions have aptlensities of 0.5-0.75 at 265 nm in a
0.5mm path length. The optical densities are sah@ minimum values for which
acceptable signal-to-noise ratios are achieved @& ahd 2DPE experiments. 2DPE
spectra are corrected for propagation effects usstgblished procedures (cf., Supporting
Information)?® Distortions in the line shapes exceeding 10%hefrhaximum amplitude
are not observed at ODs less than 0.75; the shipleedaser spectrum (and signal)
changes relatively little during propagation in $@ution because the absorbance line
width of adenine is broad compared to the lasedwaith. Moreover, robust aspects of
the 2DPE line shapes are focused upon for whichnigights obtained are insensitive to
the OD. Undesired effects associated with thelsgively high ODs are also ruled out by

comparing signals acquired for multiple solutes. (iadenine, 9MA, and 7MA).
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Each of the three incoming laser pulses used inTtheand 2DPE experiments
possesses a fluence of approximately # B3> photons/cr It is estimated that 0.4%
of the molecules are photoexcited using the suith@ffluences for pulses 1 and 2 (i.e.,
the “pump” pulses) and the extinction coefficierit amenine at 38000ci*®  Low
fluences must be employed because high peak powhish scale as the inverse of the
pulse duration, induce (undesired) ionization diisoand solvent’ The relationship
between the peak power of the laser pulses andplimoionization of adenine is
examined in the following Section.

The electronic polarizability of the solvent dontes signal emission when all
three pulses are overlapped in the samipl&his nonlinearity has been identified as a
major challenge facing femtosecond spectroscopsesiucted in the mid-UV spectral
range®* The TG measurement presented in Figure 4.2 shiossthe spike afl =0 is
approximately 10 times larger than the signal riadidby adenine af =1.0ps. Dynamics
at T<0.15ps are impossible to study because of thisesinedl solvent response.
Notably, the presence of this quasi-instantaneaumimearity requires temporal overlap
of all three laser pulses in the solution. Themferovided thafl >0.15ps, this non-
resonant response can be neglected when only pllaed 2 are temporally overlapped

(e.g., whenr is comparable to the 25fs pulse duration).
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Figure 4.2. Absolute value of TG signal measured for a solutdd adenine with an
optical density of 0.75 in a 0.5mm path length. e ®pike atT =0, which is primarily
caused by the electronic polarizability of the soly is 10 times larger than the signal
radiated by adenine dt=1ps.
4.3. Results and Discussion
4.3. A. Probing Relaxation Processes with Transier@rating Spectroscopy

The TG experiments presented in this Section argévated by two goals. These
represent the first steps to establishing the Wigbof four wave mixing at this
wavelength range by comparing to known results am$uring that undesired
contributions are not present in measured signgisst, it is shown that this particular
“one-color” TG configuration is capable of reprodwr the results of earlier transient
absorption studies of adenine derivatives in whietovery of the ground state bleach
(GSB) was observed on a time scale of ¥p8. Second, the relationship between the
peak power of the laser pulses and the generafiamaesired species (e.g., adenine
cation) is examined. Previous investigations adrembine in aqueous solution show that

photoionization becomes problematic at peak povasréow as 2GWI/cAT° It should

therefore be anticipated that weak signal strengthk challenge measurements
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employing short mid-UV laser pulses because thaasidield amplitude is directly
proportional to the concentration of photoexcitedlenules. For example, with 25fs
laser pulses, a peak power of 2GW/arnrresponds to a fluence of approximately<6.8
10", which results in the excitation of only 0.6% bktmolecules in the sample (this
calculation uses the sum of the fluences for pulsasd 2).

The absolute value of the TG signal field is pldti@ both T =0.5ps andT

=100ps in Figure 4.3a. The desired third-ordenaigcales as the peak powé},,,

raised to 3/2 (i.e.P.2). Figure 4.3a shows that the TG signals obtaimed =0.5ps

eak/ "

/2
eak’

maintain linearity over a wide range whereas the signals measuredl at100ps

exhibit a significant amount of curvature with respto P25. To make clear the origin

of this behavior, Figure 4.3b overlays fits of thbsorptive TG signal components
obtained at various peak powers. As discussed piperadix Al, this absorptive
representation of the TG signal provides infornmatemuivalent to that derived from a
conventional transient absorption experiment; d&pe nonlinearities present in
homodyned TG do not contribute to the signals guFé 4.3b (e.g., thermal gratin)>*

The signal amplitude measured at long delay times, (A, parameter in Table 4.1)
increases with peak power, whereas theand r, time constants change fairly little.

Fortunately, there is a small window from 0.7-1MW/@n¥ in which reasonable signal-to-
noise ratios are achieved without major distortionthe decay profiles af <5ps. The

long-lived componentA,, is assigned to ionization of the solute (not saty because

similar behavior is not observed in the pure bus@ution (Figure 4.3c).
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Figure 4.3.(a) Absolute value of TG signals obtainedlat0.5ps (black) and =100ps
(red). P, is the peak power associated with each of the tineeming laser pulses. The

desired third-order signal varies linearly withpest to P;’jk (b) Fits of the absorptive

components of TG signals acquired at various peakeps. The measured signals and
fits are overlaid in the Supporting Informatiorc) Absolute value of TG signal obtained
for the pure buffer at a peak power of 1.4GWicnThe inset shows the instantaneous
response of the buffer when the pulses are ovezthpptime.

TG signals acquired under the magic angle polaoaatondition sense recovery

of the ground electronic state while excluding ciittions from solute reorientation.

The rise time of the TG signal,, is slightly slower than the time scale (<200fsjvhich

the nn* excited state is depopulatéd® It is postulated that sensitivity to the internal
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conversion process arises through excited staterpiiien (ESA) nonlinearities that

contribute weakly aty, =38000cnt. The rate of bleach recovery is ultimately lirditey

vibrational cooling processes that take hold follmyvinternal conversion. The time

constant,r, , is in good agreement with the vibrational coolrates measured in closely
related adenine derivativés. The third time constant;,, varies with the peak power

and is most likely associated with photoionization.

Table 4.1.Fitting parameters for transient grating signaisven in Figure 4.3

@Charameter | 0.3 GWicrd | 0.7 Gwiend | 14 GW/ cnt | 5.4 Gwicn
A, 0.050.01 0.06+0.01 0.12+0.01 0.14+0.01
A -0.69+0.28 -0.83+0.16 -0.87+0.19 -0.6620.08
7, (PS) 0.27+0.22 0.51+0.11 0.67+0.09 0.48% 0.07
A, 1.36%0.22 1.57+0.17 1.630.18 1.35+0.09
z, (ps) 1.99+ 0.30 1.89+ 0.15 1.75+0.12 1.76+ 0.09
S — 0.07+0.01 0.07+0.01 0.08+0.01
w3 (PS) | - 52.4421.2 18.9+4.3 39.747.1

@ Fit to Equations(T)= A+>.° Aexp(-T/z).
® The error is defined as two standard deviations.

The transient absorption anisotropy shown in Figu#eis useful for establishing
signhal generation mechanismis® The real (absorptive) parts of the measured TG

signals,S,,,,(T) andS,,,, (T), enter the anisotropy as

r _ Szzzz(T)_ Sszx( -I)
0 (D257

In this notation, theS,,,,(T) tensor element involves all-parallel electric diel

(4.1)

polarizations, whereas i8,,,, ( T) pulses 1 and 2 have polarizations orthogonal tsepu
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3 and the signal. The anisotropy measuretl=.1ps ¢ =0.37) is close to the value that
would be found if the signal represented only th8BGof a singlenn* electronic
resonance 1(=0.4)>>*° The deviation from 0.4 may reflect either min@ntributions
from ESA or the secondr* transition, which is known to possess a relativemall
oscillator strengtf> Two relaxation mechanisms can be reliably idedtifat the level
of noise present in the anisotropy. The 1.13 mpe tconstant is most likely associated
with vibrational cooling. For example, it is pddsi that the relative contribution of ESA
increases concomitant with vibrational cooling.(iX@duction in GSB); the anisotropy
would decay if the GSB and ESA nonlinearities iweoldifferent transition dipole
orientations. The 18.5ps time constant is assigoetbtational diffusion. Using the
viscosity of water (1cP), the Stokes-Einstein-Debgaation yields a rotational diffusion
time of 18.5ps for a solute volume of 76Avhich is in reasonable agreement with the
dimensions of adenir.
4.3. B. Photon Echo Signatures of Tautomerism

The 2DPE experiments presented in this Section @ndistinguish signals
radiated by the 7HA and 9HA tautomers of adenirte.has been demonstrated that
photoexcitation near 38000¢knitiates dynamics in both species with roughly®2
(7THA) and 78% (9HA) proportion®:** Moreover, as shown in Figure 4.1, the*
electronic resonances of the 9HA-like and 7HA-likedel systems, 9MA and 7MA, are
respectively found at frequencies higher (38408cmnd lower (37100ci) than the
peak of the laser spectruth.2DPE can therefore leverage its resolution inethgtation

frequency,w_, to disentangle signals associated with 7HA an&.9Hhe behaviors of

the two tautomers must be distinctinbecause 7HA possesses a longear excited
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Figure 4.4. (a) Absorptive components of TG signals acquireden theS,,,,(T) and

S,,«x (T) polarization conditions. The sign of the signairesponds to a “bleach”. (b)
Transient absorption anisotropy generated usingehsor elements shown in panel (a).
The anisotropy is fit usin@(T):Zi1 Aexp(-T/z), where A =0.12, 7,=1.13ps, A,
=0.28, and, =18.5ps.

state lifetime than 9HA? In addition, the longer-livedn* excited state in 7HA may
also influence the line shapes of the 2DPE spéstrsay of ESA signal components.

The 2DPE spectra of adenine presented in Figuraiddergo (subtle) changes
with increasingT. Dynamics are characterized in the line shapesdmgparing the

FWHM line widths corresponding to diagonaf,,, and anti-diagonal,r,,, slices
through the spectra; the diagonal € », ) and anti-diagonald, = -, +75890cn) lines

connect opposite corners of the contour plots gufé 4.5. In adenine, the ratip, /T,
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, is close to 0.95 af =0.15ps and rapidly decreases within the first fper @&xcitation,
reaching an asymptotic value near 0.85. Inhomamendine broadening gives rise to

similar line shapes (i.el;,,/T,<1.0), but is irrelevant here because solvatiorcggees

in aqueous solution are dominated by dynamicE «®.1ps>® By contrast, the time scale
alone does not rule out the influence of intramol@cmodes on the 2DPE spectra. That
is, the observation of different dynamics at higid dow », may also reflect the

photoexcitation of differentt* vibronic levels within a particular tautomer. dieed,

such vibronic effects are known to govern the kasetf adenine in the gas phase?

3?—’.3 3?-'.? 3é.1 Sé.E 37;.3 3?;.? 3E;.1 38-.5 37;.3 3?;.7 Eé.1 Sé.S 3?-'.3 37;.? 38-.1 3é.5

cur(m3 cm_1} cur(103 cm_1) cur{10'3 cm_1} cut{103 cm_1)
Figure 4.5. Absorptive part of 2DPE spectra acquired for aqgesaiutions of (a)-(d)
adenine; (e)-(h) 9-methyladenine; (i)-(I) 7-metludaine. The delay times are organized
as follows: T=0.15ps (first column);T =0.20ps (second column)] =0.60ps (third
column); T =3.00ps (fourth column). The amplitude of eachcspen is normalized to 1.
The guasi-instantaneous response of the solvemepi® the measurement of spectra at
T <0.15ps.
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To address the influence of nuclear relaxation len 2DPE spectra of adenine,
2DPE spectra of 9MA and 7MA are presented in Figube Here, with inspiration taken
from earlier workl*° 9MA and 7MA are regarded as a 9HA-like and 7H/elimodel

systems with similar Franck-Condon progressinRatios in the 2DPE line widths,_,

/T, found for these two derivatives are overlaid viithse of adenine in Figure 4.6.

1.1
—un— Adenine
15 —u—9MA
\ —u—T7MA

L"c 1.0- l\./l\./.\

[_fc T\/./ \.
0.94 &,
~~=n
N\ _
\I———_'__--\.
o 1 2 3
T (ps)

Figure 4.6.Ratio in the anti-diagonat;,,, and diagonall", , 2DPE line widths obtained

for adenine (blue), 9-methyladenine (green), anuefhyladenine (red). These data
suggest that solvation of the 7HA tautomer contebuo dynamics in the 2DPE line
shape of adenine dt<0.3ps.

Compared to adenine, the line shapes of 9MA and Pdgsess “rounder” shapes

with T_,/T, ranging from approximately 0.95-1.05. The ratipg,/T,, obtained for

9MA are essentially independent df, whereas those of 7MA decrease substantially

betweenT =0.15ps andl =0.3ps. This initial decay i, /T, is similar to that found in

adenine. However, unlike adenine,, /T, does not continue to decrease after0.3ps
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in 7MA. On the basis of this comparisiit is suggestethat nuclear relaxation involvir
the 7HA tautomer primarily contributes to evolutiornthe 2DPE line shape of adenine
T<0.3ps. The redhifted linear absorbance spectrum of 7HA (compam®HA)
underlies itsinfluence on the 2DPE spectra of adenineT <0.3ps. As illustrated i
Figure 4.7, it is envisionethat equilibration of the “hole” wavepacket in tigeound

electronic state of 7HA causes the GSB signal corapbto shift towarc smaller o,

with increasingl . Because of the extremely fast t-scale (<0.3ps), it isugge<ed that
these dynamics primarily reflect reorganizationtteé aqueous solve®® Such nuclear
relaxation results in an overall increase (decreissignal amplitude below (above) t

2DPE diagonal ¢, = w, ), thereby causinr,, /T, to decrease.

A Ground State Bleach in 7HA

“Hole” relaxes
as T increases .
- v

Energy

Red-Shift of
Signal in w;

v

Solvent Coordinate

Figure 4.7. Schematic explaining the influence of solvation the GSB signa
component of 7HA. Photoexcitation at energies tgrethan the peak of the line
absorbance spectrum produces hole” wavepacket in the ground electronic st¢
Equilibration of the wavepacket caust redshift in the signal emission frequen e, 56

This solvation process causes amplitude in the 2Bpd#Etrum to concentrate below -
diagonal (. = w,) asT increase:

In addition to solvation of 7HA, it is likely thalectronic relaxation process

also contribute to evolution in the 2DPE line shapeadenine. Additional relaxatic
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mechanisms must be invoked, for example, to expléip ", /T, continues to decrease

after T =0.3ps in adenine but not in 7MA. It is proposkdtithe dynamics af >0.3ps
can be fully understood by considering the inteniee between signals radiated by the

7HA and 9HA tautomers. The key to the mechanispp@sed in Figure 4.8 is that

internal conversion is much faster in 9HA"<300fs) than it is in 7HA £2" ~

4.2ps)®* This difference in kinetics allows ESA to influenthe emission spectra of

7HA (primarily lower »_) at T >0.3ps, where the response of 9HA (primarily highe)

is dominated by GSB. In this interpretation, thedependent emergence of a weak ESA
signal component in 7HA (with opposite sign to GSRjppresses the overall signal
amplitude in the upper left quadrant of the 2DPE&csium, thereby causing a decrease in

I.,/T,. Based on the linear absorbance spectra of IMIA7MA, narrow features are
not observed in Figure 4.5 because the line widff8HA and 7HA are quite broad (and
overlapping). Contributions from stimulated emiss(SE) are probably negligible aj}

=38000cnT when T >0.15ps; for example, SE has been observed inoaden nearw,

=32500cnT at T <0.1ps®* Simulations of the optical response will ultinigtbe needed
to delineate all signal components but cannot yetchrried out with information
provided by the present measurements. For exaimealso possible that “hot” ground

state absorption, which has been detectedwa37000cr’ in adenosing? has a

significant influence on the 2DPE line shapes. n$ient absorption experiments
employing broadband dispersed probe pulses in 6@9®40000crii range will be

useful for refining the present interpretation.
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(a) Relaxation in 7HA (b) Relaxation in 9HA
A A o
ESA at ESA at
<4.2ps <0.3ps
@ . @ ——t— TUTT*
sl T k= 22 20.3ps
J T, =~4.2ps —Y
= oot = 2ps
%ﬁd mZpS %C
ground ground

Figure 4.8. Summary of relaxation processes in the (a) 7HA @®HA tautomers ¢
adenine. ESA influences the 2DPE line shapes of @HA at T >0.3ps because

possesses a longex* excited state lifetime than 9HAIt is postulatedhat interference
between GSB and ESA nonlinearities gives rise &odynamics observed in the 2D

line shapes of adenine &t>0.3ps

4 .4. Conclusion

In summary, heterody-detected TG and 2DPE spectroscopies have
extended to the mid¥V in this study of photoinduced relaxation pro@ss aderne.
First, the power densities at which photoionization of sbkite takes ho have carefully
been characterizg@f., Figure 43). This work is the first to explore these proessm a
transient grating geometry employing three shosfgPmic-UV laser pulses with equ
energies; this point is notable bece all three pulses can induce solute ionizatiit is
found that a reasonable compromise between power tdeasd signal strength
obtained at peak powers of -1.4 GW/cn? per pulse, whichesults in signito-noise
ratios ranging from 3850 at T =0.5ps. In addition, the line width limited timeds

frequency resolution of 2DPE has been leveragerkvteal a superposition in signi
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associated with the 7HA and 9HA tautomers. Itostplated that: (i) solvation of the
7HA tautomer gives rise to dynamics in the 2DPIE khape of adenine dt<0.3ps; (ii)
the long-livedrnn* excited state of 7HA influences dynamics in tHePE spectra afl
>0.3ps by way of ESA nonlinearities. The procdisstrated in Figure 4.7, which
underlies mechanism (i), is fully consistent withetpresent set of experiments.
However, a more complete understanding of mechalfir{i.e., the role of electronic
relaxation) will require further investigation. €rall, the present work demonstrates
spectroscopic methods that will be valuable for shedy of a variety of biomolecules
whose lowest energy electronic resonances are fauride mid-UV, a principle goal
which this dissertation sought out to achieve. Tagt steps are applying this technique
to uncover new physics in DNA nucleobases, theesmibpf the next chapter. New
theoretical models suggest that such experiments bei useful for probing both
dynamics and structure in biological systéfn%.

This experience suggests that the major obstaadtenga2DPE experiments
conducted in the mid-UV is the large off-resonaesponse of the solvent, which
dominates afl < 0.1ps when 25fs pulses are utilized (cf., Figu®.4Newly developed
2D spectroscopies in which fluorescence is detectery be one solution to this
problem®® Detection of incoherent emission makes thesererpats immune to the
undesired coherent response of the solvent. Fgtudies in the group will also explore
relaxation dynamics in nucleobases at cryogeniqé&zatiures where the time scale of

solvation processes is much greater than the 28$& pluration. Correlations i@ and
o, , Which are not found in the present room tempeeaDPE spectra, may then be

preserved af > 0.15ps.
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Chapter 5 . Influence of Temperature on Thymine-toSolvent Vibrational Energy
Transfer

5.1.Introduction

A myriad of biological processes are initiated bg £xchange of energy between
solute molecules and their environmettsGeneral physical insight into these complex
many-body dynamics is still coming into focus déspiumerous investigations over
many decades. Photoinduced relaxation process&Ni is one area where solute-
solvent interactions give rise to particularly igting fundamental physiés-> Internal
conversion (IC) rapidly (<300fs) deactivates eleait excited states in the DNA bases,
thereby suppressing the formation of lesions (dlgumine dimers) known to inhibit
cellular function*®!” At the instant following IC, the nucleobases & in “hot”
guantum states, wherein a subset of vibrationalea@ssesses a highly non-equilibrium
distribution of excitation quanta (i.e., >4eV incess energy’>*® While it is clear that
equilibrium is re-established within approximatebps in most nucleobases, the
mechanisms behind such *“vibrational cooling” (VGdgesses are not well-understood.
Of particular interest in this work are the speciflasses of nuclear motions involved in
VC (e.g., translations, librations) and kineticeeffs originating in the impact that VC has
on the temperature of the solute’s environment.

Previous experimental and theoretical studies piea framework for discussing

the influence of solute-solvent interactions on &€’ Two general VC mechanisms are

Reprinted with permission frodournal of Chemical Physic$35,114505-1-9 (2011).
Copyright 2013. American Institute of Physics.



considered: (i) energy is transferred from an mwkecular mode of the solute to an
intermolecular (or intramolecular) mode in the soivwith the same frequency; (ii) the
solute transfers population between intramolecolades with different frequencies with
the solvent either donating or accepting the amafnenergy associated with the
frequency difference. A large body of work suggetstat energy is most effectively
accepted by the lowest frequency modes of the sblvecause they are associated with
the greatest “friction”; hereafter associate modefrequencies <300c¢iwith the most
significant friction for the purpose of discussioin this view, mechanism (i) should be
dominated by modes of the solute and solvent wighifencies <300ch By contrast,
under mechanism (ii) VC is well-described as a adscin which the overall rate is
governed by the ability of the solute to concemetranergy in its lowest frequency
intramolecular vibration> This picture wherein the low frequency modeshef $olvent
are the primary energy acceptors is challengedéybservation of pronounced isotope
effects (e.g., deuteration of water) on the rat&/6fin hydrogen-bonding solvent$?®
The key point in these earlier studies is thatogimt substitution of the solvent is known
to primarily influence the spectrum of solute-salv&iction at frequencies >>300¢ht°
It has therefore been suggested that the obsem@dpe effects reflect relaxation
channels in which the solvent accepts energy usiteggmolecular (librational) modes at
frequencies >700cth*®

In this paper, the influence of temperature on ¥Gexamined in the thymine
nucleobase at both 100K and 300K in a mixture othar@ol and water. Thymine is
well-suited for fundamental studies of VC becauseaelatively small size facilitates the

interpretation of experiments and makes it amengblegh-level theoretical models. In
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addition, the transfer of energy from thymine te #olvent is readily monitored with the
femtosecond transient grating (TG) and two-dimemaio photon echo (2DPE)

spectroscopies available in the laboratory. Thesgmt experiments are particularly
sensitive to VC because, as shown in Figure 5llasér pulses are resonant with the
lowest energynn* electronic resonance of thymine near 38000creimilar to the

systems investigated in Chapter 4. With respettégphysics underlying VC, reduction
in the equilibrium temperature of the system slitits spectrum of solute-solvent friction
to lower frequencies in addition to narrowing tHeafidwidths” of relaxation channels
through which the solute and solvent exchange enasjng modes with frequencies
>300cni’. Here the relationship between these temperatfieets and specific aspects
of the solute-solvent interactions is explored .(engode frequency, coupling strength,

time scale of fluctuations) using experimental noeasients and model calculations.

Absorbance

0-

28 32 36 40 44
Wavenumber (103 cm'1)

Figure 5.1. Absorbance spectra of thymine in an 85:15 mixfrenethanol:water at
100K (black) and 300K (red). Also shown is the $peu of the laser (blue) used in TG
and 2DPE measurements. The structure of thymidesfgayed in the inset.
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Notably, this work is one of the first applications 2DPE spectroscopy in the
mid-UV spectral range. In the past decade, 2DREetspscopy has had a transformative
impact on the understanding of processes rangorg @hemical exchange equilibrium in
liquids to energy transfer in photosynthe€ig Motivated by technical feasibility and
particular scientific questions, 2DPE was first desirated and has developed most
rapidly at infrared and visible wavelengths®*® 2DPE has only recently been extended
to the mid-UV spectral range (200-300Aff and still must contend with several
challenges including the attainment of adequaterlaandwidth and the suppression of
undesired nonlinearities in the solvent medium.(éomization of solute and solverit)>
Solutions to these technical challenges will opea tloor to the study of numerous
biological systems whose lowest energy electroransitions are found in the mid-Uv
(e.g., DNA bases, amino acids).

5.2. Materials and Methods

Generation of 25fs, 38000¢&mlaser pulses is achieved using a 75 micron
diameter hollow-core fiber filled with 0.65atm arggas>*** The setup resembles that
developed by Bradforth and co-workers and perfosinsilarly.>®> Briefly, 12660cr
and 25320ci pulses with 40uJ energies and 130fs durations (160cfWHM
bandwidths) are focused into the fiber to genedits, 38000cri pulses with 1.0J
energies (900cthFWHM bandwidth). Two fused silica prisms separaigdl3cm fully
compensate for dispersion accumulated in transweisgptics between the fiber and the
sample. The time-bandwidth product of these puls®s5) is close to the Fourier

transform limit for Gaussian pulse envelope®.@4)>?

151



TG and 2DPE experiments utilize a diffractive ofifacsed interferometer similar
to those described in earlier applications at lésibavelengths?>® The diffractive optic
generates a four-pulse laser beam geometry. Tofee laser pulses induce the
nonlinear polarization and the fourth (attenuatedlse is used as a reference field for
signal detection by spectral interferometty® As indicated in Figure 2.11, TG
measurements use a motorized translation stageaiw B (with 7=0). Relaxation
processes such as internal conversion and vibedtiomoling occur in the delayT .
2DPE scans 7 from -100fs to +100fs (at variou$) by moving fused silica prism
wedges in the paths of pulses 1 and 2. Numerigati€r transformation i yields the

excitation dimension of the 2DPE spectrug, the emission dimension, , is obtained

by dispersing the signal pulse in the spectroniétein all experiments, signals are
detected using a back-illuminated CCD array (Ptmeelnstruments PIXIS 100B)
mounted on a 0.3 meter spectrograph with a 3600nggmating. Integration times range
between 100-400 ms based on the signal intenditypoth the TG and 2DPE techniques,
pulse delays are scanned 20-40 times as needg@dintize the signal-to-noise ratios.
Thymine (Fisher) is dissolved in an 85:15 mixtufen@thanol:water because this
mixture produces a glass with high optical quald&y cryogenic temperatures.
Importantly, both components of the mixture forndiggen bonds and therefore exhibit
the VC dynamics of interest to this work. Thé&usons are contained in a 0.5mm thick
fused silica cuvette mounted on a low-noise rotatgample holder inside a liquid
nitrogen cooled cryostat (Oxford Instruments Opti€dN)>° The sample moves g
after each laser shot and the FWHM diameter ofr lsget is 90um. Photobleaching is

not observed at this rate of sample rotation. mieasurements shown below, which have
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signal-to-noise ratios exceeding 30:1 at 300K, destrate that motion of the sample
causes little noise in the signal phase (the aliser@G and 2DPE signal components
are sensitive to noise in the signal phase). Bathe three incoming pulses possesses a
fluence of 4.65 10" photons/crh and a peak power of 1.4GW/émBy summing the
fluences of pulses 1 and 2, it is estimated th&%o0of the thymine molecules in the focal
volume are photoexcited. Increasing the lasemfteegenerates larger signal strengths
but must be avoided with the present 25fs pulseaus® photoionization of the solute
and solvent becomes problematic at peak powersegrégan 1.4GW/cfas discussed in
Section 4.3. A%
5.3. Results
5.3. A. Effect of Temperature on Relaxation Kinetis

The TG experiments presented in this Section plxetteethe lowest energyn*
electronic resonance of thymine. Recovery of theildrium system is governed
primarily by two relaxation processes. First, Biurns thymine to the ground electronic
state where it initially possesses a large amotiakoess vibrational energy. This excess
vibrational energy is then transferred into thersumding solvent. The absorptive
representation of the TG signal (i.e., real parth&f complex signal field) utilized here
provides information equivalent to that obtainedairtonventional transient absorption
experimenf® Thus, relaxation of the system is directly mordtb without the
(undesired) contributions from thermal gratingsrfoin homodyned TG signais®?

At both 100K and 300K, the signals have a subgestime ¢,) which is assigned

to IC based on the attainment of similar time canst in related work®®® In this

interpretation, the “bleach” in the signal increadge., rises) because IC removes
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destructive interference(s) associated with exctate absorption. Notably, a shorter IC
time constant is found at 300K (250fs) than at 1{GKO0fs). The origin of this weak
temperature dependence is not immediately cleae iQterpretation is that the dynamics
reflect the presence of a small excited state pialegnergy barrief® However, it is also
possible that deformation modes play a criticakrol crossing through the conical
intersection. For example, out-of-plane motiong.(erotation around Np would be
particularly sensitive to the rigidity of the sohteat 100K. This issue is still under

investigation.

1.0- ATy (a)

O
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© — Fit
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00 ———rrr ———rrr S
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Figure 5.2. Absorptive part of TG signal field measured foyrttine at (a) 100K and (b)
300K. The experiments are conducted with 25fs0880i" laser pulses under the magic
angle polarization condition. Fitting parametens given in Table 5.1.

154



Remarkably, the time constants associated with ¥C,cannot be distinguished

within experimental error at 100K and 300K. Thesult is inconsistent with a physical
picture wherein the lowest frequency modes of tbiite constitute the dominant
“gateway” for energy transfer into the solventtfie equilibrium system). An alternative
interpretation might invoke relaxation channelsaiwing higher frequency (>300¢th
modes, which should be less sensitive to this teatpes difference. However, it is
important to recognize that the true dynamics araplicated by the impact of VC on the
“effective” temperature of the environment. Thecmanisms behind this insensitivity to
temperature will be explored in detail with modelaulations in Section IV.Although
thymine is the subject of this chapter, it shouddnbentioned that a similar insensitivity
of VC to temperature in both adenine and thymidias been observed, which suggests
that this behavior may generalize to a variety tifeo nucleobases (cf., Supporting
Information)®” Strong conclusions regarding the temperaturertigece of the offset in

the signal at long delay timeg, , cannot presently be drawn.

Table 5.1.Fitting parameters for transient grating signaisven in Figure 5.2

@.Cnarameter 100 K 300 K

A 0.13+0.01 0.20£0.01
A -0.51+0.08 -0.96+0.08
7. (pS) 0.34+0.09 0.25+0.03
A, 1.05+0.03 1.00+0.02
7, (pS) 5.23+0.28 5.08+0.16

@ Fit to Equations(T)= A+>." Aexp(-T/z).
® The error is defined as two standard deviations.
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VC is generally investigated using transient abgomnpexperiments in which the
probe pulse is red-shifted with respect to the peékhe ground state absorption
spectrum®?®  Such measurements interrogate so-called “hot $jarsignifying
nonequilibrium population in the ground electrorstate. By contrast, the present
measurements are conducted in a “one-color” cordigpn where all pulses possess
identical spectra. Nonetheless, information on d&D still be derived because it is the
rate-limiting step governing recovery of the eduilim system. The VC time constants
obtained here (and recently in adenffi@re fully consistent with studies of related
systems employing red-shifted probe pufes.

5.3. B. Photon Echo Signatures of Environmental Mabn

The measurement of essentially identical VC timastants,z,, at 100K and

300K cannot be predicted priori because temperature has a complex (many-body)
influence on nuclear motions in both the solute solgdent. 2DPE spectroscopy, which
is useful for studying such fluctuations, can bgarded as a “pump-probe” experiment
with dispersed excitation (pump) and detection t§pjofrequencied:**®® When the
delay between excitation and detectidn, is short compared to the time scale of solvent
motion, correlations between the excitation,, and detection (i.e., emission), ,
frequencies manifest in a line shape elongated repect to the diagonal of the 2DPE
spectrum,»_ =w,. Correlations betweewm, and o, are lost as the solvent structure
reorganizes around the solute, making the specappear “rounder” with increasing .
Thus, a 2DPE spectrum that is elongated with rédpethe diagonal, suggests that the

solvent structure has not fully randomized on theetscale of the measuremeft, This

effect is observed in Section 4.3 B investigatidgrane and discussed in Section 2.6.
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Figure 5.3 displays 2DPE spectra acquired at 108K300K. Here only spectra
acquired afl =0.6ps are presented because the 2DPE line shapgashlittle inT . The

amount of correlation betwee@ and o, is characterized by comparing the diagonal,
I, , and anti-diagonall"_,, line widths. The line shape is relatively inséme to T at

300K, whereas it undergoes minor changes betweed.1ps andl =0.5ps at 100K. It

is possible that the (slightly) slower IC time scalt 100K in some way influences the
2DPE peak shape. For example, the dynamics ititbeshape may reflect interference
between ground state bleach and excited state @hmsorsignal components. Most

importantly, the ratios,I',,/ ', plotted in Figure 5.3c reveal a greater amount of
correlation betweeny, and o, (i.e., smaller ratio) at 100K than at 300K. Theis¢a

suggest that thermally driven reorganization of Hwudvent structure around thymine
occurs on the picosecond and femtosecond timesseal#00K and 300K, respectively.
This finding is perhaps unexpected given the simM& time constants measured at
100K and 300K (cf., Table 5.1). In comparing thdgeamics, it should be noted that the
2DPE line shapes are governed by equilibrium flattuns of the system because the
ground state bleach nonlinearity is probed. Nogle#s, it is reasonable to assume that
the nonequilibrium fluctuations associated with \&o slow down significantly at
100K.
5.4. Phenomenological Model for Vibrational Cooling

In this Section, a phenomenological model is ugethtestigate the influence of
solute-solvent interactions on the rate of VC. Thedel addresses only processes in
which vibrational energy is transferred from a madéhe solute to a mode in the solvent

with the same frequency; intramolecular vibratioealergy redistribution within the
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solute is not considered. The system is treatesl siegle harmonic oscillator, whereas
the (harmonic) solvent bath is handled using aetation function approach commonly
employed in optical spectroscopy, which is thordygtiscussed in Chapter®2’® This
level of complexity is sufficient to address: (et temperature dependence of the VC
rate; (ii) the influence of the solute’s mode fregay on VC; (iii) the interplay of the

solute-solvent coupling strength and the relaxatada for thermally driven fluctuations.

37.3 377 381 385 373 377 381 385 0. 1.0 10.0
@ (103 ecm™) o (1 0®em™) T (ps)

Figure 5.3. Absorptive 2DPE spectra measured at (a) 100K Bp8q0K with T =0.6ps.
The electronic polarizability of the solvent preterhe acquisition of signals ak
<0.1ps?®®" The spectra are plotted on a linear scale witkdgally spaced contour lines.
(c) The ratio in the anti-diagonal and diagonat width, /T, is plotted with respect

to the (logarithmic) pulse delay at 100K (blue) &3@DK (green). Additional 2DPE
spectra are presented in Appendi¥ 2.

5.4. A. Vibrational Cooling Rate
At second order in perturbation theory, the rateV@&@ is given by a time

correlation function in the solute-solvent inte'rantoperator,\f ,

K :h—lzzdt<\7(t)\7(0)> (5.2)

wheret is the time interval between interactions with. The correlation function is

expanded in a complete set of harmonic oscillatperestates as
1 % - - . .
K = ;; P, | dt(mlexp( iHt /i) V| { rf ex(- iHt i) V( Q| my (5.2)
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Matrix elements involving the solute-solvent int@ran potential can be taken outside

the ensemble average, denoted(as}, when V depends weakly on nuclear motion.

The rate is then given by

1
=§me|

YA T dtexp( ia)mnt)< exp {—ij. dtu,( t')}> (5.3)

HereU  (t)=Q,(t)-Q,(t) is a solvation operator whef@,(t) is a primary Brownian

oscillator coordinate coupled to energy leval.®®”® As shown in Chapter 2 and

Referencé®, a cumulant expansion can then be carried out@tirne evolution operator

<exp+ [—ijdt’umn(t’)b = 1—ijdt’< U mn(t')>+jtjdt dt' (U (1)U (V) + (5.4)

Under the assumption of Gaussian statistics, drdysecond order term in the expansion

survives, resulting in

arat Q- QV)( U Y- QA V) 5

O —_—

aat (U, (1) Upe (1)) =

[ S——
ot

By combining Equations (3)-(5), the following expsen is obtained
:hiz P |vmn|zzdteXp[ 0,8~ 0, - 9,0+ 20 (9] (5.6)
where
Hdt dt'(Q,(t) Q( 1)) (5.7)

Damping functions,g,,,(t), in which M# N are nonzero only if motions of the primary
coordinatesQ, (t) and Q,(t), give rise to correlated fluctuations in the eydryels m

and n. Equation (7) is simplified with two assumptioii$:fluctuations in levelan and
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n possess identical statistics, ig,,(t) = g,,(t); (ii) fluctuations in levelsm andn are
partially correlated such that

9(t) =dpm(t) =0, (t) =1/ 29, (1) (5.8)
It should be noted that a general (level-indepet)dgamping function,g(t), is defined

in Equation (8). Under these assumptions, theaatstant is given by
K =h—12; PVl ©(@ 1 T (5.9)
where
D (D Toan) = Re].i dt exq it~ 9(t T e | (5.10)
0

The temperature governing the rate of VC is notl-defined in the present
experiments because internal conversion deposiightg 4eV of vibrational energy in
the ground electronic state of the composite sedoteent system. Initially, the
(effective) temperature of the solute is approxehal200K!® In general, the transfer of
such a large amount of excess energy from the esahib the solvent causes the

temperature of the solvent environment (i.e., bailipcrease substantially’? Equation

(10) states explicitly that the sensitivity df(w,,,;T,,,) to the temperature of the bath,

T

Bath ?

enters through a parametric dependence in theidgniunction, g(t; Tsam)- The
form of g(t; T,,,) employed in this work will be defined in the falling Section.

Although Equation (9) is written in a general wayshould be noted that the

dominant VC transitions change the number of vibratl quanta by only 1 when the

coordinate dependence of is weak and the system is harmonic (cf., apperdix

Anharmonic oscillators differ in that transitiongtiveen states that differ by multiple
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vibrational quanta are possible. Such “higher-ordeansitions, which parallel a

breakdown in selection rules in infrared spectrpgcdave a weak influence on VC in
systems with modest anharmonicity. However, fghhi anharmonic vibrations, the rate
of VC is generally more sensitive to the particijaantum states involved in a transition
(compared to a harmonic oscillator) because therggngaps between successive

qguantum levels vary with the quantum number (eag\Vorse oscillator). That is, in an

anharmonic systemp(®,,,;Ts.,,) Would have a maximum in the region of the quantum
manifold for which @, . is resonant with the characteristic frequencyhef bath. By
contrast, ® (@, Ts.) IS independent of the vibrational quantum numbecabse all

energy gaps are equal in a harmonic system.
5.4. B. Coupling of the System to Multiple BrowniarOscillator Coordinates

Often, a single overdamped primary Brownian oswilacoordinate provides a
sufficient phenomenological description of the fhations that drive molecular
processes in solution. However, two primary camaitks must be included here to fully
account for all relevant classes of solvent motewq., librations, intramolecular modes
of solvent). The effects of low-frequency solvembtions on levelm are incorporated
with a single overdamped Brownian oscillator cooadie for which the odd component
of the spectral density is written®as

o\
@+ A?

C (w)=24 (5.11)

C_(w) peaks at frequencies smaller theyT, .. (k, is Boltzmann’s constant) when the

reorganization energy4 , is much larger than the rate at which fluctuatioalax, A .

Refer to Section 2.2 for a discussion of the spéckensity and Figure 2.3 for a physical
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interpretation of A. C, () therefore provides an efficient channel for vilmaal

energy transfer initiating in low frequency moddgte solute. In this slow modulation

regime, the standard deviation of fluctuationshia energy levels of the system can be

approximated with./21k,T,.,,.>° In the opposite limit, wherA>>4, C (o) is

spectrally broad with significant amplitude at fueqcies greater thak, T Below it

Bath*
is examined how the interplay between these twarpaters,A and A , influences VC
kinetics.

The second primary Brownian oscillator coordinatéhie model represents higher

frequency (librational) modes using the spectralsitg

S.. in 0 =CQ,, 2
C, (»)= 53_9exp—( 2529) (5.12)

where S, and S, Q. are respectively the average Huang-Rhys factor tatal

avg
amount of reorganization energy associated withimomogeneous distribution of

modes centered &2, with the widtho .

Equation (12) adds a Gaussian line shape to tH& (fienction) spectral density
for an underdamped mode derived in ReferéficeAlternative methods of treating the
higher frequency modes can be envisioned (e.gentaian distribution), but would not

impact the conclusions drawn from the model. Thecspl densities are added together,

C(w)=C_(@)+C, (®), and used to generate the damping functip(t; T,,,) , using

1 = 1- coq wt
0(6Toun) =5 | o= o0 126 T,0) o)

(5.13)
|

27 -

C(a)

% sin a)t —ot
Ida)
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(a) Vibrational energy transfer pathways
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Figure 5.4.(a) Vibrational cooling occurs by way of two reléiwa channels associat
with the spectral densitie€, (o) and C, (»). (b) The transfer of vibrational ener

corresponding taC,_ (@) is governed by two parameters, and A. 4 is the coupling

strength between the solute and the primary sohstwetl (i.e., primary Brownia
oscillator). A is the rate at which fluctuations in the primary solvehell, and in turl
the solute, relax through energy exchange with ¢keeondary solvent shell (i.t
secondary Brownian oscillator Section 2.2 further discusses the spectral de

Notably, Equation (13) describes how the tempeeatir the bath,T,

s €Nters the

present model for VC. The real part g(t; Taann) » Which is primarily governed by tt
lower frequency & <k,T,,,) part of C(w), accounts for the exchange of ene

between the solute and solvent. The imaginary @ g(t; T,,,,) enables (energetical
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downhill) VC transitions initiating in high frequey modes of the solute. The key
concepts involved in the model are illustrated iguiFe 5.4.
5.4. C. Numerical Results

D@ (0, Tean) 1S focused on in this Section (rather than Equa(®) because it

mn?

carries the key insights into the mechanisms byclwiiémperature influences VC. In

Table 5.2, estimates for the parametersdofe,,;T,,,) are provided. The coupling

strength, 4, is chosen for consistency with line widths meaduin vibrational

spectroscopies (i.e., 10's of &n C, (@) is given a broad widthg , with a small total

reorganization energys, Q

oS ags 1O @pproximate the spectra of solute-solventtiénc
computed for water and alcohols. It should be easi@ed that the conclusions reached
with this model are insensitive to variation ofghgarameters within a reasonable range.

D (@, Tean) i plotted with respect to the transition frequengy,, at T,,,,=100K and

mn? Bath

300K in Figure 5.5. The coupling strength, is fixed at 10cnt while the time scale of
motion in the solventA™, is varied from 0.1ps to 10ps. In genagreement with

friction spectra derived from molecular dynamiasisiations, @ (@,,,; Tg.,) Maximizes

mn?

at w_ <k,T,,, and possesses finite amplitude up to 1000&h® At both A™*=1ps and

Bath

10ps, changing the temperature of the bath fronK1@0300K causesD (@,,,; Tg.y,) tO

mn?

decrease aby,,,<50cni* and increase ab,, =50-300cnT. By contrast,® (@, Tou) IS

mn?

relatively unaffected by the temperature changenwhe=0.1ps. Figure 5.5 also makes

mn?

clear that® (w,,,; Ts.) IS insensitive to the temperature change for alles of A™

when wmn>3000m1. This insensitivity is found because the solvemtnarily acts as an
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energy accepting reservoir ab >k,T,,,, (i.e., it is controlled by imaginary part of
g(t;TBath) in Equation (13)). Additional calculations pretsh in the Supporting

Information show that the insights establishediguFe 5.5 generalize to a broader range
of temperature®’

Table 5.2.Parameters used in rate calculations

Parameter Value
A 10 cm'
A Varied
Qg 500 cm'"
5 700 cm'
Sy 0.02

Connections between the model and experimentalredtsens are more clearly
drawn using

O(w

mn?

O(w

mn?

TBath = TVET+ 300 K)
TBath = TVET+ 100 K)

n ( Oy TVET) = (5.14)

In the two experiments under consideration, theptmatures of the solutions are 100K
and 300K before the laser pulses arrive at the Eanmfpubsequent to internal conversion

in the solute, vibrational energy is transferredo ithe surrounding solvent, thereby

causing the temperature of the bath to increasg(o,, T\e;) accounts for this
vibrational energy transfer induced temperaturegease with the parametet,_,. The
most appropriate value of ., is not well-defined. In the lower limitT, . =0 in the

equilibrium system. The upper limit of ., must be much less than the initial

165



temperature of the solute (i.e., 1208K)ecause the vibrational energy becomes
distributed among numerous low frequency intermdbc modes in the bath. For
example, molecular dynamics simulations have fainadl the temperature increase in the
environment of a heme protein is less than 10%efrtitial non-equilibrium temperature
(500-700K) in the heme chromophdfe. A phenomenological model describing
relaxation of p-nitroaniline in aqueous solutiom#arly predicts a modest (100K)

28
I:

increase in the temperature of the primary soletell=™ Compared to p-nitroaniline in

water, a larger temperature increase is expectethymine because of its higher
electronic resonance frequency and the smaller bapacity of the methanol/water
mixture. As a conservative estimate, it is sugggkshat the physically reasonable range

of T, has an upper limit of 250K (cf., Appendix Z).

In Figure 5.5¢,7 (@, Tver) is plotted at various values of* under equilibrium
conditions (., =0). @ These calculations make clear that an inere&s the
(experimentally controlled) contribution tn,,, gives rise to a rate increase only when

the time scale of the bath is slow (i.e\;">0.1ps). The insensitivity of the rate to
temperature calculated &t =0.1ps parallels the “motional narrowing” effectsokvn in

NMR and optical spectroscopi&s.A full two-dimensional contour plot Of (@ Tver)
is presented in Figure 5.6. It is predicted thét,;T,.;) is essentially independent of
T,.er at all o, when A™=0.1ps. However, the experimentally controlled gerature

increase (from 100K to 300K) gives rise to a rawhamcement at bottA*=1ps and

10ps. The mode frequency, , for which the enhancement occurs increases Wijth,

but does not exceed 300¢rwithin the physically reasonable rangeTf, . In addition,
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the magnitude of the enhancement decreases witleasiog

enhancement is found &}, >300K.

Ter- Essentially, no

A'=01ps A'=10ps A =10ps
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Figure 5.5.(a) ® (@, Tsan) iS computed at (a),,,,=100K and (b)T,,, =300K with the

parameters given in Table 5.2. The time scalethefbath,A™, are specified in the
Figure legend. (c) Ratio ind(w,, Ts,,) calculated at 300K and 100K for the

equilibrium system (i.e.T ., =0 in Equation (5.14)). A rate enhancement is isted
only when A™ exceeds 0.1ps®(®,,,; Ts.) IS calculated at higher temperatures of the
bath, T,

Bath ?

in Appendix 2’

These calculations suggest three possible intefiwas of the nearly identical

VC rates measured at 100K and 300K. The firstipdiyg is that the time scale of the
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solvent, A, is much greater than 0.1ps and that high freque(r300cn)
intramolecular modes of thymine directly transféorational quanta to solvent modes
with the same frequencies. This interpretation tiié dynamics deserves strong
consideration because it is consistent with thtojse effects observed in earlier studiés.
The second possibility is that the relaxation-ingthéncrease in the temperature of the

environment, T, ,

reduces the sensitivity of VC to the (experimbéyntaontrolled)
temperature difference in the equilibrium systeims,(100K versus 300K). Figure 5.6

suggests that such effects likely contribute witie physically reasonable rangeTof, .

The third possibility is that the time scale ofv@it motion is extremely fast (i.ep ™ ~
0.1ps even at 100K), thereby making the rate ofivg@nsitive to temperature regardless
of the solute’s mode frequency. This third prospgmot consistent with the long-lived

correlations betweew, and o, detected in the 2DPE experiments. 2DPE measursment

find slower fluctuations in thequilibrium system at 100K because the ground state
bleach nonlinearity is probed. Implicit in the eefion of mechanism (iii) is the
assumption that theonequilibriumfluctuations associated with VC are also much slow
at 100K than they are at 300K. In summary, theenked dynamics are ascribed to a
combination of the first two mechanisms. Futurekweill aim to quantify the relative

contributions of these two mechanisms.
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Figure 5.6. (@, Tyer) is computed at (a)\™"=0.1ps, (b)A™"=1.0ps, (c) A™"=10ps

with the parameters given in Table 5.2. These utalions predict that the TG
experiments should find a significant enhancemerthe rate of vibrational cooling (at

300K versus 100K) provided that: (i) the time saaflehe solvent,A™, is much greater
0.1ps; (i) the VC induced increase in the tempembf the bathT, . , is less than 300K.

5.5. Conclusion

In conclusion, it is found that thymine undergo&S &t a rate that is insensitive to
temperature variation from 100K to 300K in a migunof methanol and water. A
theoretical model suggests three possible explamafor this behavior: (i) the transfer of
vibrational energy from the solute to solvent ei¢is in intramolecular modes of the
solute with frequencies >300&m (i) the relaxation induced increase in the difex
temperature of the solvent surrounding the sole@uces the sensitivity of VC to
changes in the temperature of the equilibrium sysfiee., 100K versus 300K); (iii) the
time scale of nuclear motion in the solvent;', approaches 0.1ps even at 100K (i.e.,
motional narrowing). It is suggested that a coraban of mechanisms (i) and (ii)
contribute to the present observations. Mechanjgmmust be strongly considered
because it is consistent with the known isotopeeddpnce of VC? In addition, the
model calculations shown in Figure 5.6 predict thathanism (ii) plays a role within the
physically reasonable temperature range of the. batre third possibility is rejected on
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the grounds that 2DPE spectra acquired at 100Kegedsng-lived correlations between

the excitation,»_, and detectionp, , frequencies (cf., Figure 5.3). Overall, thisdstu

has obtained new insights into photoinduced relargtrocesses in thymine, which will
likely generalize to other nucleobases. Essembighe perspective offered here is the
recent extension of interferometric TG and 2DPEcspscopies to the mid-UV spectral
range?® This chapter represents the first step towardierstanding physics with these

spectroscopic techniques in the UV.
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Chapter 6 . Interplay Between Vibrational Energy Transfer and Excited State
Deactivation in DNA Components

6.1. Introduction

It is of fundamental interest to understand the@ples governing selection of
the molecules to which nature entrusts its all-ingo@t genetic code. The DNA of
organisms exposed to sunlight is subject to a eonstycle of photodamage and repair.
When the solar fluence is particularly high, the Akepair machinery within a cell
cannot keep pace with the rate of photodamage afetedious lesions take hold (e.g.,
thymine dimers}:?> Fortunately, the light-induced production of tess is relatively rare
because DNA has evolved mechanisms for suppresgiage undesired chemical
reactions. Delineation of photoprotection mechasiss challenged by the complexity of
electronic structure in DNA. Recent studies shbat fong-lived collective excitations
(i.e., excitons or excimers) form in the polymerdagven dominate in systems with
uniform base sequenc&$.By contrast, a significant fraction of the electic excitations
in model systems with realistic base sequence disarndergo sub-picosecond internal
conversion processes similar to those found inirtividual bases. Such rapid excited
state deactivation holds implications for photopotibn because all slower excited state
chemical reactions are necessarily suppressed.

Knowledge of electronic relaxation processes in DpiAgresses steadily with

experimental capabilities and advances in theaetethods. Femtosecond transient

Reprinted with permission froth Phys. Chem. AO0I: 10.1021/jp306799%e (2012)
Copyright 2013. American Chemical Society.
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Figure 6.1.Photoinduced relaxation is investigated in the timgrfamily of systems ii
the top row: (a) thymine; (b) thymidine; (c) thyreindlinucleotie. These molecules &
chosen to expose the interplay between internaversion and vibrational energ
transfer between the base and components of the BdtAbone (e.g., deoxyribose rit
neighboring unit). Signal interpretation is aideg comparisos to (d) 9methyladenine
and (e) adenosine.

absorption experiments were first used to uncdve subpicosecond internal conversit
time scales in components of DN Various laser spectroscopikave since provide
many important insights into the fundamental phbimics at work in these systel™*
Theoretical models have also contributed valuatiermation about theotential energy
landscapes and conical intersections governingexkaitate dynamic*>?* Despite this
substantial body of workhere is still much to learn about the mechanisetsria thest
extraordinary processesOne challenge is to draw connections between exental
studies in solution and the potential energy s@dagenerated theoretically. T
fundamental problem is that realistic simulatiofigedaxation processes in solution .

computationally expensive because of the large murobdegrees of freedoinvolved.
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In addition, information about the excited statéeptial energy landscapes is not readily
obtained in ensemble measurements because populaies not accumulate in particular
areas of these surfaces. Temperature variationldveeem to be a clear way to
interrogate energy barriers between the Franck-Gomegion of the excited state surface
and the conical intersection(s) through which theugd state is repopulated. However,
the internal conversion rates in DNA have nevembegplored over a wide range of
temperatures (i.e., down to cryogenic temperaturpaitly because of the technical
challenges involved.

In this chapter, femtosecond laser spectroscopies used to examine the
dynamics of the short-lived electronic excitatianssmall components of DNA. The
thymine family of systems shown in Figure 6.1 i®$#n to expose vibrational energy
transfer (VET) channels between the bases, whitrallg absorb the UV light, and
components of the DNA backbone. Comparison of thgnand thymidine isolates the
effects of VET between the base and the deoxyribaosg whereas VET between
neighboring units occurs only in the dinucleotideor this study, it is useful to organize
the systems according to the size of the substitfes., the reservoir for excess
vibrational quanta), which increases from the noicése to the dinucleotide. Implicit in
this experimental plan is the assumption of neplegicontributions from delocalized
electronic excitations in the dinucleotide (i.&¢ iheighboring unit is simply regarded as
an intramolecular heat bath). Linear absorbanad teansient absorption anisotropy
measurements presented in the Supporting Informatie consistent with this view of
the dinucleotide’s electronic structure. A uniquomtribution of the present work is the

exploration of these relaxation processes at teatypers ranging from 100K to 300K.
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Temperature variation is carried out in order t@wawer characteristics of the thermal
fluctuations that connect the Franck-Condon gedewetto the conical intersections
(discussed in Chapter 1) leading back to the gratates. For example, the sizes of
energy barriers located on tha* potential energy surfaces are readily estimatgd b
conducting measurements over this broad rangempdeatures. Examination of the
thymine family of systems is aided by compariso®4methyladenine and the adenosine
whose structures are also shown in Figure 6.1.

This study leverages several recent technical dpwetnts in femtosecond laser
spectroscopies. Over the past decade, the sigradikyqof conventional “pump-probe”
methods has greatly improved and coherent multidgio®al spectroscopies have been
implemented at visible and infrared wavelendti<. Progress towards the UV spectral
region is motivated by the numerous biological esyst whose lowest frequency
electronic resonances are found in this wavelemgtige (e.g., nucleic acids, amino
acids)'*?*%® To this end, an experimental apparatus was rgceanstructed that
combines a specialized method for generating 2&$erl pulses at 265nm with the
sensitivity afforded by diffractive-optic based erferometry. This setup enabled the
application of four-wave mixing experiments withpmacedented signal-to-noise ratios in
the UV spectral range, demonstrated by experimentatarried out in Chapters 4 and
53931 Importantly, these extraordinarily sensitive meaments were conducted at
fluences for which photo-ionization of both the ek and solvents were negligible.
This is not a trivial point because the efficiersct these ionization processes grow as

the laser pulse duration becomes shdrtér? Here these new capabilities are used to
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explore relaxation mechanisms in a family of DNArgmwnents chosen to draw clear
connections between structure and function.
6.2. Basic Physics of Intramolecular Vibrational Errgy Transfer

In the DNA components shown in Figure 6.1, ultréetidight absorption (near
265nm) concentrates an excess amount of energyeobases because they are the parts
of the molecules that are most responsive to thereal electromagnetic field. This
excess energy flows onto “cooler’ parts of the rmole (e.g., the deoxyribose ring,
neighboring units) in the form of vibrational quantSuch intramolecular VET processes
influence both the ground and excited state dynamrobed in this work. There exist
widely varying perspectives on the factors that tenVET (or intramolecular
vibrational energy redistribution depending on theice of basis set) in these systems.
In this Section, a simple and intuitive model idlioed to establish a basic physical
picture of the process. The experimental resuktsgnted below will be discussed in the
context of this model.

At second order in perturbation theory, the rat&/BfT can be written as a time

correlation function in the coupling/ , between the donor levels on the base and the

acceptor levels on the substituent

<

(6.1) Kziidt< ()V(0)) (B.1

hZ
It should be noted that Equation 6.1 applies gdiyeta all (intramolecular and
intermolecular) VET processes in which the inheagyroximations hold (e.g., coupling
is perturbative, system is near equilibriutfif’ When considering dynamics in the
ground electronic state, it should be recognized tine base possesses more than 4eV of

excess energy immediately following internal cosiw@an. The present model therefore
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provides only qualitative insights into the facta@aentrolling vibrational cooling in the
ground electronic state. By contrast, it shoulssomably describe VET dynamics in the
excited electronic state because the amount ofsexerergy found in the base is much
smaller (i.e., the difference between the 4.7eVtg@hmoenergy and 4.5eV electronic
origin).*°

The rate is next expanded in a basis of vibratistetes"

K =h—122 R, [ dt(rmexp( iFt/n) V] (i exd— iHt k) M Q] 6.2)
where the indicesn and n respectively correspond to initial and final ssae_ is the

Boltzmann population of levein). Matrix elements involving the perturbation dag

taken outside the ensemble average beerdepends weakly on nuclear motion. The

rate can then be written“ag?
K =h—122 P Vol T dtexp i( E,~ E,) t/h]<exg {— i dt( Q. t)- Q( t))D (6.3)

where Q,(t) and Q,(t) are primary Brownian oscillator coordinates codpie energy

levels m and n. Under the assumption of Gaussian statisticsjrautant expansion

41,42
S

yield
K= SRV, [ ctexd -i(E,~ E) =i 1= 0,0 - 0,68] 64

where 2, is the reorganization energy amg,.(t) is a damping function that captures

the fluctuation statistics for leveh. In writing Equation (4), uncorrelated energydev

fluctuations for the initial and final states assamed (i.e.g,,(t)=0)."**
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Figure 6.2.Section Il presents a phenomenological model fof V&own here are fre
energy surfaces associated with the initial andlfstates m and n, in Equation (7).
The total VET rate is given by the sum over albraltion channels, which each poss
independent bath coordinates whose displacementsanvatures are governed by -

reorganization energy for the transn, 4.

The energy level fluctuations in these systemsmiiy span a broad range
time scales and amplitude<These effects will be exploredith the aid of electroni
structure calculations in future work. Here sirfipétions are introduced to make cle

the basic physics at work in the VET process. tFtree damping functions are writt:

42

as
1 2 2
gmm(t)zﬁAmnI (6.5)
and
1 2 42
gnn(t)zz_thnnt (66)
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by assuming: (i) the motions in the primary Browniascillator coordinate are
overdamped,; (ii) the standard deviations in thergnéevel fluctuations A, and A,

are large compared to their relaxation rates. @laes essentially the same assumptions
that lead to Gaussian spectroscopic line shapesHgfiation (8.52) in Referenéd. By

combining Equations (4)-(6) and evaluating the tintegral, the rate is expressed’4s

2 —(AG° + 4. )
Kzﬁsz |nm| eXp ( nm nm) (67)
oo " A KeT 42, KsT
where the reorganization energy for the transiison
A +A°
— mm nn 68
™ T (6.8)

Equation (8) indicates that, although the donor aedeptor levels are subject to
independent fluctuations, a single free energy dinate for the VET process can still be
defined because the damping functions simply adpktter in the argument of the

exponential in Equation (4). The variance in thetliations for the reaction coordinate

is the sum of the variances for the two primaryvéi@n oscillator coordinate€Q, ()

and Qn(t). Thus, the donor and acceptor free energy welligure 6.2 have the same

curvature and the energy gap between the two ssgfas linear in the reaction
coordinate. This physical picture suggests corergnparallels to electron transfer
theory. Of course, VET and electron transfer psses differ fundamentally in the nature
of the coupling between the initial and final state

In addition to satisfying the approximations owlihabove, the present model

retains validity only when the coupling betweenélsyV,_ , is small compared to the
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reorganization energy for the transitiof),.. As in Referencé’, it is estimated that the
magnitudes of, are probably much less than <10tiibased on “typical” vibrational

line widths), which places constraints on the pattir donor and acceptor coordinates
that may be treated perturbatively. In the harmm@piproximation, the coupling between

the donor and acceptor states is given by

00,400,

. O°E | . .
V= > [ j Q,q (6.9)
dedonor 0
asacceptor
whereq, andq, are (local) intramolecular nuclear coordinate®eisdéed with the donor

and acceptor moieties, respectively. The initia dinal states are then naturally

described by products of one-dimensional harmoséillator eigenvectors

| m> B iegor‘ 5|m> jez];!:ptor aj’m> (610)
and
| n> B iegor‘ 5In> jeal;!ptor aj ’n> (611)

wherei and & (j and a ) represent the nuclear coordinates and vibratigoahtum

numbers for the donor (acceptor). Combining Equnesti(9)-(11) gives the following

(VIm=3 Us( X+ %) X+ X)TTTT0 o la oy (6.12)
dedonor izd jza
aeacceptor
where
n O°E

Uy= 6.13
ad 2\/mda)dmaa)a[aqdaqa]0 (6.13)
X = (Gl Sent D(Ent D) (6.14)
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N (6)15

In X, and X, & represents a vibrational quantum number and tthexik corresponds

Xl: = <§k,n

to either a donor or acceptor coordinate. Equafid?) indicates that transitions will
either add or subtract single excitation quantanfrabrations on the donor and acceptor.
Moreover, the coupling strength (and transitioneyaincreases with the vibrational
guantum numbers of the donor and acceptor modée dé€pendence of the rate on the
vibrational quantum number of the donor is partclyl important for the ground state
dynamics that follow internal conversion becausghlyi excited vibrational states are
initially populated.

The key insights provided by the model are summedrias follows. As in
electron transfer theory, the rate maximizes whem free energy gapAG?., and

reorganization energy,i possess the same magnitude. Observations are not

nm?

anticipated to be particularly sensitive to thesiptay between these parameters because
the reorganization energies are relatively smalighly estimated ag_ <10cni* based

on “typical” vibrational spectroscopic line widthglthough stronger conclusions should
be withheld until molecular dynamics simulations d@e conducted. The relationships

between the coupling\f , and the off-diagonal harmonic force constantsyests that
the donor and acceptor coordinates must be cloggaximity in order to produce an
appreciable transition rate. Transitions involvstgongly coupled coordinates can even

pose a situation in which this perturbative modelaks down (i.e.y, > 4,,). For such

strong coupling, the VET transition may exhibit auhitic character wherein the rate

becomes sensitive to the time scale of motion enréaction coordinate (as in electron

185



transfer adiabaticity}*“® It is not clear at present if adiabaticities le VET transitions
are significant. Finally, in the harmonic approaion, large amounts of excess energy
are dissipated through a cascade of numerous ticarssbecause in each step the donor
sheds only a single quantum of vibrational ener@yith such complex pathways taken
by the vibrational energy, a mode-specific decontmws of the VET process will be
difficult to obtain experimentally, although thereay still be hope for experiments
employing infrared or UV Raman prob¥'s.#°

6.3. Experimental Methods

Generation of 25fs, 265nm laser pulses is achiexsag a 75 micron diameter
hollow-core fiber filled with 800-850 Torr of argagas3’*' Briefly, 800nm and 400nm
pulses with 4QuJ energies and 180fs durations are focused intbldeeto generate 25fs,
265nm laser pulses with 500nJ energies. The tiameNvidth product of these pulses (
0.5) is close to the Fourier transform limit forusaian pulse envelopes (0.44). It is noted
that 25fs UV pulses are generated in this setupitdethe 150fs durations of the 400 and
800nm input pulses because the setup is operategrassure exceeding that associated
with optimal phase matching of the lowest order motleach laser beam (250 Tottj!

In this way, the UV bandwidth is enhanced at thgegese of the pulse energy.

Transient grating (TG) experiments utilize a difhige optic-based
interferometer, which was fully described in earlipublications (and previous
chaptersf>3! In this apparatus, pump and probe pulses areséntonto a diffractive
optic, thereby generating a four-pulse laser beaungtry composed of the +/-1
diffraction orders of the incident laser beams. reehof the laser pulses induce the

nonlinear polarization and the fourth (attenuatedlse is used as a reference field for
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signal detection by spectral interferomettyn all experiments, the signals are detected
using a back-illuminated CCD array (Princeton lmstents PIXIS 100B) mounted on a

0.3 meter spectrograph with a 3600 g/mm gratingedration times range between 100-
400 ms based on the signal intensity. The delawdsn the pump and probe pulses is
scanned 20-40 times as needed to optimize thelgigimaise ratios.

Time-resolved fluorescence (TRF) experiments arendoeoted by down-
converting the UV fluorescence into the visible wi@ngth range. Difference frequency
mixing of the fluorescence emission with 200fs, @®0gate pulses is accomplished
using a 0.5mm thick Type | BBO crystal. The fluszence is collected from the sample
with a 10cm focal length, 90 degree off-axis patgbmirror. A second 20cm focal
length parabolic mirror is used to focus the emisan the BBO. Signals are detected
with a photomultiplier tube (PMT) and processechgsa lock-in amplifier referenced to
the 1kHz repetition rate of the laser system. Basd filters centered at either 510nm or
560nm are used to suppress scattered light in emeets conducted on the adenine and
thymine systems, respectively. The transmissioectsp of the filters are chosen to
match the peaks of the fluorescence emission fertwo families of molecules. The
peak powers of the incident 265nm, 300fs lasergsuése 5GW/ch Shorter UV pulses
are not employed because appreciable solute idmzas induced at greater peak
powers®® The time resolution of this setup is approxirhaf0fs.

Thymine, thymidine, 9-methyladenine, and adenoaneepurchased from Fischer
Scientific. The thymine dinucleotide was purchasean Midland Certified Reagents.
All systems are dissolved in an 85:15 mixture ofthmmaol:water because this

combination produces a glass with high optical ipadt 100K* The solutions are
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contained in a 0.5mm thick fused silica cuvette nted on a low-noise rotating sample
holder inside a liquid nitrogen cooled cryostat {@d Instruments Optistat-DNY. In
the TG experiments, each of the three incominggsufssesses a fluence of 4« 66"
photons/criand a peak power of 1.4GW/émBy summing the fluences of pulses 1 and
2, it is estimated that approximately 0.4% of theleoules in the focal volume are
photoexcited. The use of larger laser fluencest iesvoided with 25fs pulses because
photoionization of the solute becomes problematigraater peak powers, discussed and
shown in Chapter # Finally, it should be noted that the absorptiud dispersive signal
components are distinguished using the dispersigental grating induced by fast non-
radiative relaxation in the base. Further infororaton this “phasing” procedure is
provided in the Supporting Information.
6.4. Results and Discussion

In this Section, the mechanisms governing grouatestibrational cooling are
discussed and the deactivationmaf excitations in the thymine family of systems shrow
in Figure 6.1. The two experimental techniques leygd in this work provide
complementary information. TG measurements yik&ltotal amount of time needed
for a system to recover equilibrium following ligabsorption. Equilibrium recovery is
dominated by ground state dynamics at 300K becthgsexcited state lifetimes are short
compared to the time scale of ground state vibmaticooling. By contrast, TG is much
more sensitive to excited state relaxation at ceypog temperatures because the
lifetimes of these systems increase as the temperdecreases:> In addition to TG,
TRF measurements are employed at 300K to distihgtasitributions from ground and

excited state processes to the total equilibriucovery time.
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6.4. A. Probing Ground State Vibrational Cooling Dyhamics

The time scale of ground state vibrational coolmglerived using TG and TRF
experiments conducted at 300K, which are showniganrg 6.3. The TG measurements
primarily reflect ground state bleach nonlineastiand demonstrate that equilibrium
recovery occurs within approximately 5 picosecon@iee TRF signals show that the*
lifetime is sub-picosecond, thereby confirming thaedund state dynamics dominate the
TG response at 300K. In these TRF measuremerstsy; faulses with 300fs durations
were used in order to achieve adequate signalgttremithout appreciable ionization of
the solute (i.e., peak power held under 5 GWjcnFor this reason, it is possible that
these experiments miss some of the shortest demapanents found in earlier work on
some of these same systethsNonetheless, the present TRF measurements aid use
and well-motivated because the time resolutionuiicsent to establish how ther*
lifetimes vary within this family of molecules ihis particular solvent mixture.

The TG and TRF time constants obtained for allesystat 300K are summarized
in Figure 6.4. As in work presented on thymineCimapter 5, the TG signals are fit with
sums of 2 exponentials (cf., appendix A3).Short-lived (<300fs) rising exponentials
reflect interference between ground state bleadh excited state absorption signal
components, whereas picosecond exponential detag tare associated with the overall
recovery of equilibrium. The time scale of viboatal cooling in the ground electronic
state is estimated by solving coupled differerggliations for a two-step kinetic process.

The sequence involves three distinct species: ldatrenically excited molecule,

*

S .; the vibrationally hot system in the ground elentc state,

T ground ?

the equilibrium
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system in the ground electronic sta; The (irreversible) relaxation scheme can be

bund *

written as
S,m* e > %round e > %round (616)
- (a) (b) (c)
=)
S
f_g _ o Thymine
=) Thymine Thymidine Dinucleotide
n TG TG TG
0.1 1 10 0.1 1 10 0.1 1 10 100
Delay (ps)
—_ (d) (e) Thymine (f)
g Dinucleotide
~ Thymine Thymidine
e TRF TRF
=
w
0-

2 0 2 42 0 2 42 0 2 4
Delay (ps)

Figure 6.3. TG (top row) and TRF (bottom row) experiments aomducted on the

thymine family of systems at 300K. The solutes @issolved in an 85:15 mixture of
methanol:water. The decay of the TG signal refleduilibrium recovery, whereas TRF
provides information specific to thet* lifetime. The absorptive part of the TG signal
field displayed in panels (a)-(c) corresponds tthleach” of the ground state. Fitting
parameters are tabulated in Appexdix 3.

wherek,. andk, are rate constants corresponding to internal cemwerand vibrational
cooling, respectively. The TRF measurements yik|d directly, whereas the TG

experiments detect growth in the populationSpf The rate constantg,., presented

und *
in Figure 6.4 are parameterized to generate grdurktics that reproduce the time

constants obtained in the TG experiments.
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Figure 6.4. TG and TRF measurements conducted at 300K protde constants
associated with equilibrium recovery (red) andithelifetimes (blue), respectively. The

inverse of the vibrational cooling rate in the grdwstate k. (black), is estimated using

the two-step kinetic scheme defined in Equatiod@B. The error bars correspond to
twice the standard errors of the fits.

The data show that the time scale of vibrationalliog speeds up markedly with
the sizes of the molecules. Section Il definesasgects of the mechanism responsible
for this rate enhancement. First, the density wélear states on the acceptor moiety
increases with the molecular size. Growth in thesity of states is incorporated through
the sum over final states] in Equation (7) and the sum over acceptor coates @) in
Equation (9). While the number of terms in Equat{@) grows with the molecular size,
it should also be recognized that the argumenhefexponential constrains the number
of acceptor states that contribute to depopulatioa particular donor state. The second
important factor governing the VET rate is the fatdion between donor and acceptor

states. The operator in Equation (9) defines tiveraction as a sum over the quadratic
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force constants associated with coordinates locatedhe base and substituent. The
largest (through-bond) couplings should naturaly found for coordinates on the
substituent that are in closest proximity to theeba According to Equation (12), VET
should be most rapid immediately following intermahversion because the transfer of
vibrational quanta then involves the most highlgited levels in the base. It has been
suggested that spatial overlap in the donor anepdoc states is a prerequisite for
efficient population flow. This perspective im@ia delocalized basis set and should be
preferred for the description of intramolecularraifional energy redistribution processes
in which the donor and acceptor coordinates aratémton the same moiety>®

In summary, the rate enhancement displayed in Eigu primarily reflects an
increase in the size of the substituent. The ei€d/ET onto the deoxyribose ring is
exposed by comparing thymine and thymidine, wheha$ onto the adjacent unit is
similarly uncovered by comparing thymidine and ttiaucleotide. The data do not
provide the identities of the dominant donor andegtor coordinates or the magnitudes
of their couplings. However, the sensitivity oktkquilibration time to the size of the
substituent underscores the importance of the eavdionding between the base and
substituent. The absence of through-bond mechao@#lings in the solute-solvent
interaction potential is apparently why solute-tdwent VET is slower than the
intramolecular VET dynamics examined in this mietwf methanol and watét. This
convenient separation in time scales may not gémeréo purely aqueous solutions
where the rate of solute-to-solvent VET is acceé&tdy Most importantly, this set of

experiments establishes that the substituent fomgtas reservoir for excess vibrational
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guanta initially located on the photoexcited ba3ée influence of this reservoir on the
excited state dynamics is investigated next.
6.4. B. Coupling Between Internal Conversion and Mdrational Energy Flow

Internal conversion processes initiating in #x® electronic states are monitored
directly at 300K using TRF measurements. Howeaaelifferent approach must be taken
at lower temperatures because efforts to carryT&®FE experiments in a cryostat were
thwarted by technical problems (e.g., light scaitgr light collection efficiency).
Fortunately, as shown in Figure 6.5, high-quali€y Signals can still be obtained with the
samples inside the cryostat. The increases inm@édime constants found below 300K
reflect growth in themn* lifetimes at lower temperaturéd® In Chapter 5 the
equilibrium recovery rate in thymine was found ®dxperimentally indistinguishable at
100K and 300K, which indicates that the vibrationabling rates change negligibly in
this temperature range. It was concluded thatimgaif the primary solvent shell is
primarily responsible for this insensitivity of theibrational cooling time to the
equilibrium temperature of the sampfe The transfer of vibrational energy to librational
modes of the solvent, whose frequencies are grélader lgT, also plays an important
role3%*° Here it is assumed that temperature independerdtional cooling rates persist
in thymidine and the dinucleotide because (i) apipnately ~4eV of energy is similarly
released into the surrounding solvent on the tioaesof a few picoseconds and (ii) high

frequency VET channels should also operate infthéBogen-bonding solvent mixture.
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Figure 6.5. The time scale of equilibrium recovery is prohesing TG spectroscopy at
100K (left), 166K (middle), and 233K (right). Abgdive parts of the TG signals are
displayed for thymine (top), thymidine (middle),dathe thymine dinucleotide (bottom).
Each transient is fit to a sum of two exponenti@ls., one rising and one decaying
component). Fitting parameters are tabulated ipefyplix 3.

The determination otrn* lifetimes at low temperatures follows a kineticadysis

similar to that described in the previous sectioRirst, k. is obtainedby assuming

temperature independent vibrational cooling ratesvbeen 100K and 300K. The rate

constants k., are then adjusted until the growth in the popaiabf the equilibrium

species,S,,.q» reproduces the time constants found in the T@emxents. The TG time

constants obtained at all temperatures are sumethnizFigure 6.6. Figure 6.7 presents
the n* lifetimes extracted from these data. While thpgproach is indirect, it provides

robust physical insight into the effect of temparat on thenn* lifetimes. The

194



assumptions are physically reasonable and posdibbeepancies are taken into account

by setting the uncertainties equal to twice theddad error.

6
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Figure 6.6. Summary of transient grating time constants oletifor all thymine
systems at all temperatures. The error bars quynekto twice the standard errors in the
fits.

The present study establishes two important tramtiee nr* lifetimes: (i) thenn*
lifetimes of thymidine and the thymine dinucleotidgecrease with increasing

temperature; (ii) thetn* lifetimes increase with the sizes of the substitis at all

temperatures. The Arrenhius equatidfi= Ae ='F"

, iIs a sensible starting point for
describing the physics behind these two observationin Figure 6.7, an Arrhenius

analysis is carried out on the internal converdiome constantsk., at temperatures

IC?

ranging from 100K to 300K. The fitting parametersnmarized in Table 6.1 suggest
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that VET onto the substituent influences both tffective energy barrierg,, and the

frequency factor,A. Next discussed are the physical insights derfveah these fitting

parameters.

—l— thymine (a)
—l— thymidine
—l— dinucleotide

©t* Lifetime (ps)
N
o

0.0 T T T T T
100 150 200 250 300
e Temperature (K)
. thymine (b)
0.5- L [ .
— n
' 0.0 o
= = thymidine
.ﬁ% -0.51
5
-1.04
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Figure 6.7.(a) nr* lifetimes obtained for the thymine family of sggtis at temperatures
ranging from 100K to 300K. The lifetimes increag¢h the size of the substituent at all

temperatures. (b) Arrhenius plots for internal aension ratesk,. . Fitting parameters are
given in Table 6.1.
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Table 6.1.Arrhenius Fitting Parameters for Figure 6.7

@parameter Thymine Thymidine Thymine Dinucleotide
A (meV) 7.812.6 7.242.2 4.5+1.5
E,(meV) 1.7+£0.6 11.0+2.4 12.8+3.8

(a) Ranges in the parameters represent the standard err

These data are consistent with the presence ofnargg barrier between the
Franck-Condon region of ther* surface and the conical intersection(s) leadiagkbto
the ground electronic state. The influence of ttdsrier on the internal conversion
process is illustrated in Figure 6.8 (it is alssgible that short-livednt intermediate
states are involved but the point is the same)e fliotoexcited base initially possesses
excess vibrational energy because it is excited tiea peak of the linear absorption
spectrum. This excess energy can be used to suatriioel energy barrier on the path to
the conical intersection. However, as time progges VET from the base onto the
substituent causes the wavepacket to sink deefiethe potential energy well, thereby
suppressing internal conversion. In this inteigien, thenn* lifetime of thymine is
insensitive to temperature because it is not conigidonded to an intramolecular heat
bath (and solute-to-solvent VET is slower than rimé conversionj> By contrast,
thymidine rapidly loses vibrational energy to theodyribose ring and therefore must
approach the conical intersection through a thdymattivated process. Thenn*
lifetime of the dinucleotide is apparently longban that of the nucleoside because the
larger heat bath associated with the neighboringallows a greater amount of heat to

flow out of the base. The 13meV barrier size iathd by the present data is in
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reasonable agreement with the ~50meV barrier ricealculated for isolated thymiré.

In making this comparison, it should be recogniteat the size of the barrier can only be
estimated based on the present experiments becaisenal conversion and
intramolecular VET occur on similar time scales.

The Arrhenius frequency factorsi\, in Table 6.1 decrease as the sizes of the
substituents increase. In transition state thedryreflects the frequency with which the
energy barrier is encountered. The frequency faidointerpreted in terms of the
distribution of geometries in the photoexcited eniske in Figure 6.8. That is, the
transfer of vibrational energy to the substitueatuises the wavepacket to become
narrower in addition to sinking deeper into thegmbial energy well. Narrowing of the
wavepacket reduces the probability for a portiothefensemble to spread into the region
of the barrier, which in turn decreases the prdhiglihat the barrier is encountered.

The relaxation scheme shown in Figure 6.8 pertairig to relaxation processes
in whichz* singlet excitations rapidly deactivate and repapeithe ground state. This
is not the only relaxation pathway in thymine syst&’ Some of the relaxation
pathways produce long-lived triplet states. Theslighal amplitude at long delay times (
T >300ps) is one signature of triplet formation. hdltigh it has not been studied
guantitatively, a significant increase in (steathbtes) visible luminescence is observed at

temperatures below 200K, which is also consistetit tiplet formation.
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Figure 6.8. (a) Photoexcitation produces a vibrationally “h@tavepacket which the
relaxes through VET onto the substituent. This lo§ heat causes the wavepacke
narrow and sink deeper into the potential energyl, vikereby suppressing interr
conversion.(b) The two VET channels indicated in panel (a)dnavn on the molecul:
structure of the thymine dinucletide. Vibratiomalergy first flows onto the deoxyribo
ring then onto the adjacent u

Such intersystem crossing dynamics, while intemgstare beyond the scojof
this study. The present experimental approacmsensitive to intersystem crossil
because TG is used to monitor the return of pojmuiab the ground electronic state (i.
the ground state bleach nonlinearity is prot* Therefore, the time constants showr

Figure 6.4, 6.6, and 6.#ainsensitive to processes resulting in the prodomf lonc-
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lived excited states. It is suggested that a stfdyiplet formation should combine (i)
time-resolved luminescence measurements in thbleispectral range and (ii) transient
absorption experiments in which long-lived excitgdte absorption nonlinearities are
detected.
6.4. C. Effect of Solvent Viscosity on Kinetics

Use of the Arrhenius analysis in Section IVB imfilicneglects the effect of the
solvent’s viscosity on the probability of barriemossing. This is generally not a safe
assumption. Kramers established long ago thatreover in the rate of barrier crossing
should be found as a function of the friction edron the reaction coordiarfte.In the
high friction limit, for example, the rate is snmallithan that predicted by transition state
theory and scales as the inverse of the viscd5itlyor practical purposes, the friction is
often taken to scale linearly with the viscositythe bath (i.e., Stokes LaR®). Now
consider that the viscosity of the 85:15 mixture moéthanol:water increases from
approximately 1.3cP at 300K to 215cP at 166Kin addition, the solvent undergoes an
astronomical (orders of magnitude) increase inosgg when it freezes near 150K. The
fact that the measured internal conversion rateesdry only a factor of 3 between 100K
and 300K suggests that the viscosity of the sohamiples weakly to the reaction
coordinate. Electronic structure calculations dade that the reaction coordinate for the
thymine family of systems primarily involves outplane displacement of the oxygen
atom neighboring the methyl grofp. Results indicate that rigidity in the surrounding

solvent does little to suppress this out-of-plaration.

200



—um—9-methyladenine
—m— gdenosine

RN
(@)
1

RN

o
1

L

I

/c.n
/
\

nn”* Lifetime (ps)

O
o

100 150 200 250 300
Temperature (K)

Figure 6.9. Excited state lifetimes of 9-methyladenine (black)d adenosine (red)
obtained using a procedure analogous to that applighe thymine family of systems
(cf., Equation (16)). The data show that the ilifiet of 9-methyladenine is temperature-
independent, whereas that in adenosine increasasfdgtor of 2.5 in the frozen sample
at 100K. This behavior is interpreted as a vidgodependent effect. The full set of
experiments used to generate these time constan{meisented in the Supporting
Information.

In this Section, 9-methyladenine and adenosineeraenind in order to evaluate
the hypothesis that viscosity dependent effectaatadake hold in the thymine family of
systems because of minor out-of-plane distortionghe equilibrium geometry at the
conical intersection. The key idea motivating thexperiments is that the conical
intersection in adenine is accessed through saamifi ring puckering, which involves
relatively large out-of-plane displacements of saveheavy atom&  Viscosity

dependent effects are postulated to arise in tlemiad systems because the reaction

coordinate is more likely to couple to the surrangdsolvent. Figure 6.9 presents
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excited state lifetimes determined for 9-methyladerand adenosine. All of the data
used to generate these time constants are shote iSupporting Information. Similar
to the thymine nucleobase, the lifetime of 9-medldgnine is independent of temperature
in the 100K-300K range. By contrast, adenosineilsteh temperature independent
dynamics from 166K-300K but possesses a longdinifein the frozen sample at 100K.
It is quite possible that this is a viscosity degemt effect. However, given the enormous
viscosity increase in the frozen sample, it is sehe surprising that that lifetime
increases by only a factor of 2.5. This appareinttiicates that the rigid environment
does little to suppress out-of-plane motions in slodute. It is also peculiar that the
dynamics in 9-methyladnenine are apparently visgosdependent. It may be that the
excess vibrational energy present in the base pesncompetition with the friction
imposed by the environment.

Overall, the dynamics observed in 9-methyladering adenosine suggest that a
realistic description of the internal conversiorogesses will probably require a fairly
sophisticated model. Nonetheless, the weak seitgitio viscosity observed in
adenosine reinforces the interpretation that thesmements are indeed sensitive to
thermally activated barrier crossing dynamics i ttmymine family of systems. The key
issue is apparently whether or not out-of-planenggtac distortions at the conical
intersection are sufficient to displace (couple to¢ surrounding solvent molecules.
Molecular dynamics simulations will hopefully offedeeper insights into these

intermolecular interactions and their effects ariinal conversion.

6.5. Concluding Remarks
In summary, femtosecond laser spectroscopies hase bonducted over a wide

range of temperatures (100K-300K) to investigateugd and excited state relaxation
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processes in the thymine family of systems showRigure 6.1. Transient grating and
time resolved fluorescence experiments were usestablish that the substituent of the
base functions as a heat bath to which the baseagadly transfer excess vibrational
guanta (cf., Figure 6.4). An Arrhenius analysisht@nn* lifetimes in the thymine family
of systems then showed that the amount of excdsatianal energy dissipated by the
base increases with the size of the substituentKgjure 6.7). This intramolecular heat
flow suppresses nuclear motion over the approxirhdteeV energy barrier between the
Franck-Condon geometry and the conical intersecteading back to the ground
electronic state. Figure 6.8 interprets the ptsysiderms of the position and width of an
excited state wavepacket. Interestingly, the sdlwescosity has a negligible effect on
the internal conversion rate in the thymine systembereas thernn* lifetime of
adenosine increaOses by a factor of 2.5 when theico freezes. The sensitivity to the
solvent viscosity observed in adenosine may béated to relatively large out-of-plane
atomic displacements at the geometry of the comtaisection.

The principal finding of this study is that the pess illustrated in Figure 6.8
contributes to the measured dynamics. Moreoveta dalicate that the transfer of
vibrational energy onto the deoxyribose ring cospteost significantly to the internal
conversion rate, whereas the neighboring unit exdmucleotide serves as a secondary
heat bath. Because internal conversion and VETrome similar time scales, the size of
the barrier on thern* surface can only be estimated based on the presgreriments.
Measurements in which these systems are excitédeat electronic origins would be
helpful in this regard because a large amount cégx vibrational energy would not be

imparted to the base. It should also be emphasihatl only the fastest internal
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conversion processes are investigated in this wofhiymine is known to possess
multiple internal conversion pathways, some of Wwhiavolve an intermediate nf
electronic stat€? The formation of long-lived triplet excitations ianother decay
pathway that is beyond the scope of the presedystu

Future work will consider the implications of VETqguesses for the electronic
structure in natural DNA. Emerging from recengiéture is a physical picture in which
resonances with fairly localized (2-3 units) Fren&erciton states first absorb the UV
light before transforming into excimers on the X0@ime scale (i.e., exciton self-
trapping)?’ Such dynamics are fairly ubiquitous farstacked systems with modest
intermolecular Coulombic couplings and strong ssknlvent interactions (i.e., large
fluctuation amplitudes). For example, dimersoHperylene have long been known to
relax through similar pathway3® Intermolecular vibronic couplings may play some
role in the self-trapping process. Such vibronici®ns, which were originally studied
in molecular crystal&’®® have now been implicated in light harvesting pirateand
molecular aggregaté&’?> Other research in the Moran laboratory has shoat
particularly interesting effects arise when hegermeity in the site energies is offset by
the frequencies of intramolecular vibrational motfes Thus, one possibility is that
vibronic excitations underly (short-lived) deloz&#d states in systems with realistic
sequence disorder. In this scenario, both VET exaiton self-trapping will limit the
vibronic exciton lifetimes. The present study hiojig contributes to the understanding
of intramolecular VET dynamics in the present systeand that this knowledge can be

integrated into a comprehensive picture of eledtretructure in natural DNA.
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Chapter 7 . Nonlinear Optical Signatures of Ultravblet Light-Induced Ring
Opening in a-Terpinene
7.1. Introduction

Among the most elementary processes in organic istignare electrocyclic ring
opening reactions in which conjugated cycloalkeaes transformed into conjugated
polyenes (e.g., cyclohexadiene becomes hexatriehelhe stereospecificities of these
reactions depend on whether they involve conroyatordisrotatory twisting around the
broken sigma bond. The Woodward-Hoffman rulesrage knowledge of nodes in the
molecular orbitals to predict the particular typgenmotion involved in the ring opening
process>*.  While very elegant and powerful, these rulesvemiently hide many
intricacies of the physics behind these reaction&or example, research conducted on
cyclohexadiene (CHD) shows that photoinduced ripgning is preceded by a sequence
of sub-100fs internal conversion transitiois. Details of these excited state dynamics
have only recently come into focus in photo-ionmatmass spectrometry experiments
employing extraordinarily short ultraviolet laserges®,

In this chapter, femtosecond laser spectroscopiesuaed to investigate the
excited state dynamics preceding ring opening deavative of CHD,a-terpinene ¢-
TP), whose structure is shown in Figure 7.1. Sinmnélaxation processes are expected to
follow photoexcitation in CHD andi-TP because the aliphatic substituents weakly

perturb the conjugated molecular orbitals in the rin§®. Given that similar behaviors

Reprinted with permission frofdew J. Physl5 025007 (2013)
Copyright 2013. Institute of Physics.



are anticipated, it is useful to review what iresently known about photoinduc
relaxation in CHD*®. Figure 7.2 presents a schematic for the relepatential enery
surfaces. Photoexcitation of the 1B state, whishai HOMC-to-LUMO transition,
initiates (mostly) symmetric wavepacket motion tosd&ga conical intersection with |
optically forbidden 2A state characterized by a ldgwccupied LUMO orbital. Th
intemal conversion process between states 1B and 2gepsss a time constant of 55
Subsequent electronic population transfer fromesg# to the ground state occurs
approximately 80fs. Ring opening and -of-plane symmetryreaking motions ar
thouglt to occur near the conical intersection between dlound state and state 2
Adiabatic relaxation in the ground electronic stakten separates CHD from t
hexatriene photoproduct, which forms with quantuficiencies of 40% in solutio®*’
and 100% in the gas pha¥e The origin of the differerreaction yields observed in t

gas phase and solution is presently unkn’.

hv

Figure 7.1. Photoinduced ring opening reactiona-terpinene. This reaction schei
shows only one of the possible isomers generatedigih ring opening
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The primary goal of this work is to uncover the gicg behind analogous internal
conversion transitions im-TP. To facilitate comparisons with CHD, hereafter the
excited states of-TP will be referred to in the same notation shownFigure 7.2.
Obviously, o-TP does not possess 8ymmetry; however, ita molecular orbitals are
similar to those in CHD. Notably, the ultrafasrtsition between the 1B and 2A states
has never been directly monitored (in the time daindor any member of the
cyclohexadiene family of molecules in solution hesm of insufficient time resolution.
The direct obtainment of these time constants ialaable contribution but deeper
physical questions will also be addressed. Sulislffotoinduced electronic relaxation
processes hold a special place in condensed pgasentts because the environment that
surrounds the system generally does not equilitmatthis time scal&®?°. Here the term
“environment” refers to all of the nuclear coordesin the solute and solvent which are
relegated to a heat bath in a reduced quantum meetaescription. Traditional kinetic
theories do not apply in the sub-100fs regime bsedliey generally assume that the bath
maintains equilibrium throughout the process oéliest. In essence, the key issue is that
the correlation functions governing non-radiativansitions do not fully decay until a
sufficient number of phase-randomizing collisionashoccurred. Non-exponential
population transfer is one consequence of this cxdémce between electronic and
nuclear relaxation time scales. Non-exponentidkrimal conversion Kkinetics are
examined ini-TP with the goal of exposing the vibronic coupBrigopm which such non-
Markovian dynamics originate. The extraordinarygbs associated with vibronic
interactions at conical intersections makd P an excellent model for photophysical

studies?t =
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Figure 7.2. Relaxation scheme for cyclohexadiene (CHD). Phatibation into the 1E
state initiates (mostly) symmetric wavepacket motiowards a conical intersection w
state 2A. State 2A transfers population to theugdostate within 80fs Ground state
recovery is accompanied by asymmetric nuclear motioRoughly 40% of th

photoexcitations produce hexatriene (HT) in solutfonly one of the isomers is sho
above). Similar dynamics are thought to mediageriing opening process a—terpinene
(o-TP). In this work, the electronic statesa-TP are referred tm this same notation f
facilitate comparisons with CHD.  This figure islapted from Referenc?® with

permission of the American Chemical Soci

Compared to the gas phase, measurements in solcioinont the addition:
problems of dispersion management and undesirelineanties in the sample mediur
Propagation effects can be minimized by makingstraple very thin (1Q0n or less*.
However, it is generally not possible to probe dgits curing the timeof laser pulse

overlap, because the electronic polarizability bé tsolvent gives rise to a gt-
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instantaneous “coherence spike™®’. Access to the sub-100fs time scale is affordeyl o
by minimizing the laser pulse durations and, imfuhe width of the coherence spike.
Motivated by observations of extremely fast dynanitie present study makes use of
new improvements in the time resolution of the fauave mixing apparatus. In earlier
chapters, the initial implementation of an argdtedi hollow-core waveguide capable of
generating 25fs laser pulses is described. TherB®®andwidth was sufficient to carry
out two-dimensional photon echo spectrosocopies components of DNAZ3%
However, this earlier setup required improvementsvio areas. First, the UV bandwidth
was limited by the 180fs duration of the 800nm ihgvpulse derived from a Titanium
Sapphire amplifier. Second, UV bandwidths muchaties than 800cth could not be
compressed because of residual third-order dispersaaccumulated in a prism
compressor. In the chapter, a newly upgraded Isgstem is employed for 90fs pulse
durations at 800nm and use mirrors that impart tg@roup delay dispersion for UV
pulse compression. Now, dynamics at times as s®nr0fs following photoexcitation
can be observed.

7.2. Experimental Methods

7.2. A. Generation of 20fs laser pulses with croseedal phase matching in a hollow-
core waveguide

It was shown more than a decade ago that broadb¥nidser pulses are readily
generated in argon-filled hollow-core fibers drivey sub-30fs, 800nm pulse$>*
These devices are typically configured to operaith wach laser beam in the (lowest
order) EH; mode. EH; modes couple well to laser beams with Gaussiatiaseiofiles
at the entrance to the fiber and are subject t® dtenuation than higher order modes

%36 For these reasons, such auto-modal phase mgt¢éAMP) is generally desirable
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because it yields (low-order) UV pulses with theajest efficiency. Cross-modal phase
matching (CMP) describes four-wave mixing processbsrein the three laser beams
occupy different modes. CMP has been discusseddudr systematically leveraged as a
means for optimizing the UV bandwidth. Indeed, ANMRould be preferred when
extremely short near IR laser pulses are availfdslpumping an apparatus. Limitations
to AMP were explored by Bradforth and co-workersowbund that 25fs pulse durations
are still attainable with AMP (i.e., all beams ikiff) and 100fs, 800nm driving puls&s

In this Section, CMP is shown to be capable of gaiveg 20fs pulse durations despite
beginning with 180fs pulses at 800nm. The attamnoé extraordinary bandwidths with
modest resources suggests that short UV pulseb@dthme readily available.

In the setup, 40uJ pulses at 400nm and 800nm aresdd into a hollow-core
fiber with a diameter of 75 purfP*> The UV (267nm) pulse energies range between
150nJ and 800nJ depending on the alignment andsyees Here UV bandwidths
achieved are compared before and after a recemad@go the laser system in which the
pulse duration at 800nm was reduced from 180fs Gfs &y switching from fiber
oscillator seed pulses to Ti:Sapphire seed pul$ed-igure 7.3, the UV bandwidths are
plotted versus pressure before and after the upgrelte 800nm beam propagates in the
lowest order mode, whereas the 400nm beam is faiwgmopagate in a higher order
mode by slightly misaligning it from the fiber axi®Notably, four well-resolved peaks in
the bandwidth are observed below 900 Torr. Cornedimg peaks in the pulse energy are
evident but are not as pronounced. In these meamnts, the bandwidth was first
optimized at 850 Torr then the pressure was scammgdut modifying the alignment.

Thus, measurements conducted before and afterppe@de can be directly compared.
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This procedure is probably why the pulse energy l@attwdth do not exhibit identice

profiles (i.e., the pulse energy and stability o re-optimized at each pressure

(b) 250 Torr 500 Torr

650 Torr 850 Torr

—— 180fs, 800nm R (C} —ili— 180fs, 800nm ]
1% 90fs, 800nm /\ 600. —8— 90fs, 800nm _I_'\-
1000+
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Figure 7.3. (a) Photographs of the 400nm and 800nm beams axih®f the hollow
core fiber at 850 Torr. (b) Photographs of thertdaser beam at the fiber exit at f
pressures where phase matching is observed. Tt-width halffnaximum spectre
widths (c)and pulse energies (d) at 267nm are plotted wipeaet to the pressure in t
fiber. The blue and red points respectively cqroesl to measurements conducted \
180fs and 90fs pulses at 800

Nonetheless, the welksolved peaks in the bandwidth signify the pressiat vhich
phase matching occurd-or this resears, it is most important that the k1 UV mode
generated at 850 Torr possesses a spectral widthstimore than twice as large as 1
produced with AMP at 250TorrThe lroader bandwidth afforded by CMNis attributed

to enhanced selfhase modulation at higher presst
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The particular modes associated with the four mealiities observed in Figure
7.3 can be assigned by examining the phase misnfiatd¢he process. The wavevector

for light propagation within the fiber is given B

27n(4,P ’

k(4, P):M 11 Ut (7.1)
A 2\ 2ra

where n(4, P) is the refractive index of argoni(is the wavelength and® is the

pressure),a is the fiber radius, and, , is the modal constant. Phase matched UV

generation is achieved under the conditiork = 2k,,,— kg,o— Ky Where the laser

wavelengths are written as subscripts. Table Wrhnsarizes the particular modes
associated with each of the four peaks observéteityV bandwidth. The CMP process

Table 7.1.Summary of phase matching conditions for argdedihollow-core fiber

Pressure | Pressure (Torr) EH Mode at | EH Mode at | EH Mode at
(Torr) Calculated 800nm 400nm 267nm
Measured
250 253 EH, EHi1 EHi1
500 390 EHs EHss EHys
650 640 EH, EHi1 EH2;
850 790 EH; EHi, EHi1

employed in the experiments is calculated at 790&o0d measured at 800-850 Torr. It is
predicted that 800nm and 400nm input beams reséetpropagate in EH and EH;
modes, whereas the 267nm UV beam occupies the tasdsr EH; mode. The 800nm

beam generally appears Gaussian at the exit ditbedue to the relative attenuation of
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higher order modes. However, higher-order 400nndescare observable at the exit of
the fiber under CMP conditions. Propagation of 40&nm pulse in the Efl mode is
nominally forbidden for laser beams with (free-gjacGaussian profiles, but this

restriction is relaxed when the laser beam is detifrom the fiber axig>.
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Figure 7.4. (a) Transient grating signal amplitude measuredyiclohexane with 20fs
laser pulses at 267nm. (b) The dispersive pattaofsient grating signal field reveals

oscillations with a 42fs period, which corresponcatRaman active vibrational mode of
cyclohexané®.

Of course, the broad UV bandwidth afforded by CMRiseful only if it can be
compressed. In this work a dual compressor igzatll composed of fused silica prisms
(85mm separation) and a pair of mirrors that impeegative group delay dispersion
(Femtolasers). Prototypes for these mirrors wéiaacterized in earlier work. The
chirped mirror compressor is configured for 40 eeflons with s-polarized laser beams.
Figure 7.4 presents a transient grating FROG spgietm acquired with cyclohexane
wherein a vibrational coherence with a 42fs peir®dmpulsively excited. The laser
pulses have time-bandwidth products of approxingaded5. Analysis suggests that the
positive third-order dispersion (TOD) accumulatedtihe prism compressor is nearly
fully compensated for by negative TOD imparted bglettric mirrors (CVI, TLM1),

waveplates, and prism wedges. One drawback assdciath CMP at 800-850 Torr is
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that multiple modes are more readily produced slttv. Fortunately, the suppression
of multi-mode operation is relatively straightfomgldbecause this condition usually gives
rise to several distinct peaks in the UV laser spet.
7.2. B. Transient grating and photon echo spectroepies

Transient grating (TG) and two-dimensional photamae (2DPE) experiments
involve a sequence of three laser pulses whosg tielas are defined in Figure 7.5. TG
measurements use a motorized translation stageatoIs (with 7=0), the interval in
which internal conversion and ring opening dynanaicsur. 2DPE additionally scans
from -100fs to +100fs (at varioub) by moving fused silica prism wedges in the paths
pulses 1 and 2%°. Fourier transformation with respect to yields the excitation

dimension of the 2DPE spectruny, ; the emission dimensiong,, is obtained by
dispersing the signal pulse in the spectrometdre ADPE signals af-TP fully decay by

|r|:40fs because ther* resonance possesses a broad line width. The anudugiass

associated with a delay of 40fs stretches a 2@k lpulse at 267nm by less than 0.02fs.
Therefore, dispersion associated with displacemefitise wedges has a negligible effect
on the 2D line shape.

A diffractive optic-based interferometer descritbedn earlier publication is used
to carry out TG and 2DPE experimefs In this setup, the diffractive optic generates a
boxcars laser beam geometry in which signals alleated under the phase matching

condition,k , = -k, +k , +k ;. Three of the laser pulses induce the nonline&rjzation,

whereas the fourth (attenuated) pulse is usedrateeence field for signal detection by
spectral interferometry**2 In all experiments, signals are detected usingaek-

illuminated CCD array (Princeton Instruments PIXIB0B) mounted on a 0.3 meter
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spectrograph with a 3600 g/mm grating. Integratiores range betven 10(-200ms and

are adjusted based on the signal intens

Pulse 1 Pulse 2 Pulse 3 Signal
I: 'I: rl:
/\T/i\ 4 /i\ ! M\
time

Figure 7.5.Pulse sequence used in TG and 2DPE spectroscdpiestoexcitation of th
system takes place during the experimentally ctlettalelay, r ; internal conversion ar
ring opening dynamics occur during the populatiomet T; the signal is radiated in tl
emission time,I. TG experiments scarT with 7=0, whereas 2DPE uncove
correlations in the excitation and emission freqies) », and w,, at variousT. All

three pulses are centered at 375C* and have 20fs durations. This figure is adaj
from Referencé® with permission of the American Chemical Soci

TG anisotropy measurements are conducted by iatenlg sets of 5 scans wi
parallel and perpendicular pump and probe eledieid polarizations. A total of 2
scans are collected for each tensor elementgnal amplitudes for the two tens
elements are also compared at various delay timesnsure that the value of t
anisotropy is correct. It isonservatively estimatethat this procedure results in
uncertainty of 0.04 in the anisotropy. The polaita condition is varied by rotating
half-waveplate in the path of the “pump” laser beam,(palses 1 and 2)

Solutions ofa-TP are prepared in cylcohexane witrtical densities of 0.8 in
100um path length. Signal contributions from the solvergtre not observeat T >40fs
with this optical density. 2DPE spectra are cdeécfor propagation effects usi
established proceduréd The optical density of the solution has a mieffect or the
2DPE line shapes because the linear absorptioideat changes little within the las

bandwidth®. The sarmle solution, which has volume of 50rflows through a gravit-
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fed jet with a 100 micron path lengfi. Use of the jet minimizes dispersion and
significantly suppresses scattered light (compaoea cuvette). Absorbance spectra are
measured before and after the experiments to ecorifie absence of sample degradation.
Each of the three incoming laser pulses used inTtBeand 2DPE experiments has a
fluence of approximately 3:8.0" photons/crh and a peak power of 1.4GW/ém
Approximately 0.2% of the molecules are estimatetld photoexcited using the sum of
the fluences for pulses 1 and 2. Low pulse enemiest be employed because high peak
powers, which scale as the inverse of the pulsatiur, can readily induce (undesired)
ionization of the solute and solvefit
7.3. Results and Discussion
7.3. A. Analysis of Linear Absorption Line Shapes

In this Section, line broadening mechanisms armeaied ina-TP by modeling
the absorbance spectrum. The absorbance line shraqmeles information on solute-
solvent interactions, Franck-Condon progressionsthia intramolecular modes, and
excited state lifetimes. To extract this informoati the spectrum is simulated using a
framework for the optical response wherein vibropmupling is incorporated with
Brownian oscillator coordinates. Two such modes sufficient to fit the absorbance
spectrum ofa-TP. First, consider the fluctuations in the* resonance frequency
imposed by thermally driven motions of the solvantl low-frequency intramolecular

vibrations. The spectral density associated With overdamped motion is written s

o\

o® +A° (7:2)

Coo(®)=22

221



where 1 is the reorganization energy and' is the time scale of the bath. Second, it is
known that the C=C stretching mode dominates tgadrifrequency intramolecular part
of the vibronic response in CHD and its derivativéd’ Contributions from other
vibrations, whose couplings are much smaller, cameouniquely parameterized based
on the absorbance spectrum alone (i.e., resonamrea®R data would be needed).
Therefore, only the C=C stretching mode is incoaped using the (underdamped)

spectral densit§’

Cuo (a))zédza)vz[5(a)—a)v)—5(a)+a)v)] (7.3)

where d is the dimensionless displacement and is the mode frequency. The two
components of the spectral density are added tege@®(w) = C,, (»)+ C,p (@), and

the line broadening function is generated with

(t)——jd 1- cos(a))

= coth( phw 12)C(w) + 2—[

s'r(a;) Lo (7.4

With g(t) in hand, the linear absorbance line shape is ctedpsing

JA(a))=j:dteXp[i(a)—a)M*)t—g(t)—(yt)b] (7.5)

where @ . is thenn* electronic transition frequency (i.e., electromidgin), b reflects

depopulation of therr* state, andb governs the shape of the population decay. The
transition dipole is not used as a fitting parambtrause the information encoded in the

absorbance line shape is of interest (not the nadgmiof the extinction coefficient).
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Table 7.2. Fitting Parameters for Linear Absorbance Line Shape

Non-exponential Lifetime Exponential Lifetime
Parameter . .
Broadening Broadening
@_. 34130 crit 34100 cnit
P 1500 cn 1150 cnt
At 100 fs 100 fs
o, 1450 cnitt 1450 cnit
d 1.98 1.98
@, 50fs 33fs
@p 4.47 1.00

@ ifetime broadening parameters,andb, are taken directly from the measured
anisotropy decay.

Measured and calculated absorbance spectra arensimoWwigure 7.6, and the
fitting parameters are given in Table 7.2. ThenEkaCondon progression associated
with the C=C stretching mode is clearly evidentpiiesthe fairly broad line width od-
TP. This aspect of the spectrum differs from CHDeve the vibronic structure is
unresolved because of the extremely shattlifetime ®*>* The absorbance spectrum
is fit by constraining the reorganization energy, to be consistent with the value
obtained in an earlier resonance Raman intensiiysis for CHD'. The frequency and
displacement of the C=C stretching mode are thderakned based on the vibronic
progression in the spectrum. In parameterizing sbésation rate, A, the 2DPE
measurements presented below are taken into accdumgty show that a component of

the bath relaxes on the 100fs time scale. Thealfirdsorbance spectrum is weakly
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affected by the time scale of the batki}', when it is greater than 50fs. The low energy
tail of the absorbance spectrum is quite senstvihe population decay parameteys,

and b. The spectrum is fit under the assumptions oh bwin-exponentiall{=1) and
exponential b=1) dynamics. The lifetime broadening parametergaen directly from
the analysis of transient absorption anisotropyw geésented below in order to minimize

the number of adjustable degrees of freedom. ,Fiystis set equal to the value

determined with a direct fit of the anisotroply=4.47). The fit is quite reasonable and
the lower-frequency side of the calculated spectagrees well with the measurement.
The spectrum calculated with=1.0 is also in fair agreement, but overestimates t

Lorentzian character in the 32000-34000crange.

Notably, these fits focus on the line shape be3®@00cnT because of interference with

a higher energy resonance. This portion of thetspe provides adequate constraints

for the parameterization of the model.

(a)
B
<
o
Measured Measured
0. ——Fit — Fit
32 34 36 38 40 42 44 32 34 36 38 40 42 44

o/21c (10°em™) o/21c (10° cm™)

Figure 7.6. Measured (black) and calculated (red) absorbapeetra fora-TP. The
data are fit under the assumption of both (a) ngoeential and (b) exponential
population decay. Absorbance spectra are compugedy Equation (5) and the fitting
parameters given in Table 7.2. These fits focusthen absorbance line shape below
38000cnT because of interference with a higher energy rasos
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Non-exponential population decay should come asumprise fora-TP and other
derivates of CHD because their internal conversates are comparable to the fastest
nuclear relaxation processes (e.g., solvation amdamolecular vibrational energy
redistribution). In the reduced description of uen mechanics often employed for
condensed phases, rate constants are defined aéhimtegrals of correlation functions
involving the operator that couples the initial dimhl states>**?® Processes that take
place on time scales for which such integrals hastefully converged generally do not
exhibit exponential kinetics. Nuclear motions ondensed phases span a broad range of
frequencies and time scales, so predictions regarekponential versus non-exponential
kinetic behavior can be difficult to make in somases. However, the internal
conversion transition im-TP is so fast that it competes even with the dD@fsl
dephasing processes that govern the absorbanceHage. It is certain in-TP that
internal conversion takes place on a time scalerevtiee nuclei are still adjusting to the
presence of ther* excitation.

7.3. B. Probing Internal Conversion Dynamics With Tansient Absorption
Anisotropies

In this Section, internal conversion dynamicsuiP are probed using transient
absorption signals obtained as the absorptive paftsTG signal fields. The
measurements are conducted with both parallel argpepdicular pump and probe
electric field polarizations in order to isolateetlelectronic relaxation process (i.e.,
suppress contributions from nuclear relaxationhe Bnisotropy generated using these
tensor elements is sensitive to electronic relaratbecause the dipoles connecting

different pairs of electronic states in a moleayd@erally have different orientatioffs*®
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Sensitivity to the internal conversion process TP derives from excited state
absorption (ESA) nonlinearities because the lgsectsum is resonant with only state 1B
(i.e., themnn* electronic state). The key point is that depapioh of the 1B state occurs
concomitant with the decay of the component of dpéical response associated with
ESA. Internal conversion causes the signal fielthqmation to rotate because ESA
possesses contributions from resonances with tramglipole orientations different than

the transition dipole connecting the ground stathé 1B excited state.

4
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Figure 7.7. (a) Absorptive (real) parts of TG signal fieldeasured fora-TP with
parallel (black) and perpendicular (red) pump ambe polarizations. In this
representation, signals with positive and negasiggs correspond to a photoinduced
absorption and bleach, respectively. (b) The measwanisotropy is fit under the
assumption of (red) exponential and (blue) non-egptial relaxation dynamics. Fitting
parameters are given in Table 7.3. (c) TG sigradsuired with parallel and
perpendicular pump and probe polarizations are laited using Equations (Al1l) and
(A12) with the parameters given in Table 7.4. NtBasured and calculated anisotropies
are compared. The parameter, captures the non-exponential shape of the pdpualat

decay, whereds possesses small contributions from nuclear dynamic§hese data
suggest that the depopulation of state 1B follow&aassian-like temporal profile.
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Transient absorption signals acquired with both alpelf S(T), and
perpendicular, S (T), polarizations are presented in Figure 7.75(T) bleaches

instantly following the “coherence spike” @t=0, whereasS, ( T) changes sign nedr

=200fs. This sign change is an indication that ES#linearities contribute to the

response at short delay times. The anisotropysisgenerated with

L S(M-s(7
= sm2s(y 70

then fit using the following function

F(T)= A+ Aoy ~(T/n) |+ Aext-Tk,) (7.7)

F(T) includes both an exponential term and a term iichvthe exponentb, enables

non-exponential behavior. This phenomenologicatfion is motivated by its ability to
distinguish exponential and non-exponential behavieith a minimum number of
parameters.

The anisotropy is fit both withh as a free parameter and withset equal to 1.0
(see Table 7.3). The full shape of the decay puwrad withb=4.47, whereas only the
dynamics afterl =0.15ps are well-described usiibg1.0. For example, note that the fit
of the anisotropy withb=1.0 diverges atl =0.10ps. The non-exponential term is
assigned to population transfer from state 1B @atesPA. Assignment of the 130fs time
constant is not as straightforward. One interpietais that it reflects the return of
population from state 2A to the ground state. His tscenario, the anisotropy derives

sensitivity to the depopulation of state 2A throwmhesonance between state 2A and a
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higher energy excited state. A second possibikgnsidered less likely, is that the
anisotropy reflects only the depopulation of steBe In this interpretation, the two decay
components would correspond to distinct sub-popriatprepared by photoexcitation.
Simulations of wavepacket dynamicsdflP, similar to those carried out on CHP™,
will be helpful for establishing a detailed micropec interpretation of the measured
dynamics.

Table 7.3. Fitting Parameters for Transient Absorption Anieptes

@Parameter Non-exponential Decay Exponential Decay
A, 0.48+0.02 0.47+0.02
A, 2.27+0.28 36.61£4.9
7, (fs) 120+3 332
b 4.47+0.58 1.00+0.00
A, 1.39+0.46 0.54+0.18
7, (fs) 130+20 189+48

@Ranges in the fitting parameters correspond toenthie standard error.

The anisotropy is simulated using the model oudiire appendix A4 to further
explore the origin of the dynamics in the signdipiaation. Decomposing the nonlinear
response function into individual terms more dire@ddresses the temporal profile
associated with depopulation of state 1B becauseé#nameteb in Equation (7) may
possess contributions from fast nuclear relaxatibhe model aims to capture the “true”

non-exponential character of the population dynami¢h 7. As in Equation (7), it is
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assumed that the two decay componeftsand r, , respectively represent depopulation

of the 1B and 2A electronic states. The model alsomduces an inertial solvation time

constant,z_,,, and a vibrational cooling time;,., associated with the formation of an

solv ?

open-chain photoproduct. In Figure 7.7, the sigr@aé fit with7y set equal to both 4.47
and 2.00 in order to evaluate the extent to with gbpulation dynamics differ from the
directly measured shape of the anisotropy decagigih=4.47). The fits are reasonable
in both cases but are slightly better wighr2.00 atT <0.15ps, which suggests that the
internal conversion process is indeed non-expoaknlihe model calculations also make
clear that the anisotropy decay convolves the dejptipn of state 1B with the inertial
part of the solvation process. Based on the aisabfghe data summarized in Appendix
A4, it is conservatively suggested that the truealyics may range anywhere betwegn
=1.7 andn=3.2. Most importantly, these simulations supploet interpretation that state
1B is depopulated in a non-exponential fashion.
7.3. C. Signature of Solvation Dynamics in Photondho Line Shapes

The anisotropy measurements presented above areargyi sensitive to
electronic relaxation. In this section, 2DPE spmsttopy is used to investigate the
nuclear dynamics initiated by photoexcitation. was established in the first 2D
electronic spectroscopy experiments that solvatidoces a loss of correlation between

the excitation,»_, and detectiony, , frequencies™. In essence, the 2DPE line shape

becomes more circular in appearance as the lobargogeometry loses memory of its
initial structure. The present measurements exansimilar signatures of solvent

reorganization. In addition, the fast internal wersion transitions im-TP give rise to
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vibrational cooling processes in the ground elettrcstate, which also influence the

2DPE line shapes.

36.5 37.0 37.5 38.0 36.5 37.0 37.5 38.0 365 37.0 375 38.0 365 37.0 37.5 38.0
o (103 cm_1) o, {103 cm_1) o (103 cm_1) o, (1 0® cm_1]

Figure 7.8. (a) Absorptive (real) parts of 2DPE spectra aaglifor o-TP at () T
=100fs; (b) T=125fs; (c) T=225fs; (d)T=500fs. The magic angle polarization condition
is employed.

2DPE spectra acquired at delay times ranging flon100fs-500fs are presented

in Figure 7.8. The spectrum &t =100fs possesses an elongated shape signifying

correlation betwee, and »,. Solvation gradually washes out these correlatiamtil

the spectrum acquires the fairly circular appearafmind at T =500fs. To analyze

dynamics in the line shapes, diagonal £ », ) and anti-diagonal{»_ =, ) slices of the
2D spectra are fit and the ratio of Gaussian widths/T",, with respect tol is plotted

and shown in Figure 7.9. A fit to a sum of 2 exguatnals reveals processes with 19.8fs
and 36.8ps time constants. The robust conclusidretdrawn is that distinct classes of
dynamics take place on time scales near 100fsratitei10’s of picoseconds range. The
shorter time constant is assigned to reorganizapibthe solvent and intramolecular
vibrational energy redistribution. Because theralldime scales for these processes are
generally greater than 20fs, it is suggested tiatheasurement is primarily sensitive to
the departure of the wavepacket from the Franckdbnngeometry. The 36.8ps time
constant, which is not well-determined because rirge of the fit does not extend

beyond T =500fs, most likely represents solute-to-solvetiraiional energy transfer in
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the ground electronic state. Evolution in the 2DPE shapes al <200fs confirms that
internal conversion and nuclear relaxation proces®eur simultaneously i@ TP. The
non-exponential internal conversion kinetics exietbibyo-TP are a natural consequence

of this coincidence in time scales.

1.00 |
(a) (b) —— Residual
— Fit
0.901 0.02-
N T
=~ Vibrational 5
& 090 Cooling g 0.00;
x
0.70f solvent .
Reorganization —a Measured .
0.60 —Fit
100 200 300 400 500 100 200 300 400 500
T T (fs)

Figure 7.9. (a) Ratio in the anti-diagonal;,, and diagonall,, 2DPE line widths
obtained for o-TP with magic angle polarizations. The ratio ig ftising
F(T)= A)+Zi2=1 Aexp(-T/z ), where A/ =1.35, A =-0.45,7,=19.8fs, A,=-0.48, and
r,=36.8ps. (b) The residual corresponding to panel) (@@ fit using
F(T)= A+ Aexp(-T/z4y,) siM 2r(T-T) /W, where A =-0.010, A =0.026, T,
=36.4fs, 74, =590 fs, anav=63.7fs. The 523cth recurrence is assigned to a
vibrational mode involving both C=C torsion and HR@otion on the vinyl group. This

suggests that the 523¢nmode possesses a large excited state potentiajyegeadient
(on the 1B surface) at the equilibrium geometryhef molecule.

Figure 7.9 reveals a coherent quantum beat in EifeE2line shape. The residual

of the fit in panel (a) is fit with a damped sinen€tion. The recurrence in_,/ T,

corresponds to a vibrational mode with a wavenuntdfeb23cni’. Strong vibronic
coupling implies that the vibration probably invess motion of the ring (not the
substituents) in the vicinity of ther* excitation. Thus, the modes of CHD, which are
well-characterized, are a natural starting poimtrfaking an assignment mTP. The

C=C torsion (507cm in CHD) and hydrogen out-of-plane (HOOP) wagginagde on the
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vinyl group (562crit in CHD) are the most likely candidate's A computational normal
mode analysis conducted @RTP at the B3LYP/6311G(d) level yields a vibratiah

528cm’ with both HOOP and C=C torsion character (the wation is performed in a
dielectric cyclohexane medium using the IEFPCM nfjode Therefore, the 523c¢m

recurrence in-TP is assigned to a normal mode composed of bagh MOOP and C=C
torsion motions.

Detection of the 523cthmode indicates that it is associated with a spespntial
energy gradient in the 1B state at the equilibriggometry (i.e., Franck-Condon
activity). These recurrences must represent wankgpanotion in the ground electronic
state because they persist at delay tinflesthat are long compared to the lifetime of the
1B state®®. Thus, the coherent dynamics displayed in Figugehave a different origin
than those detected in photo-ionization mass speetiry experiments on CHD where
excited state wavepacket motions are interrogateginally, it is noted that this quantum
beat is not detected in the TG or 2DPE amplitud@®PE electronic spectroscopies
applied to other systems have similarly expose it beats in the 2D line shap&s®
The present observation underscores the power &fE2Bpectroscopy for uncovering
physics hidden from conventional techniqge¥°>
7.4. Concluding Remarks

This investigation of photoinduced relaxation pss®s ine-TP employs TG and
2DPE spectroscopies with exceptional time resatutio the deep UV spectral region.
The finding of non-exponential depopulation of fifetoexcited 1B state is the primary
contribution of this work. This non-Markovian bei@ is concluded to be a natural

consequence of the coincidence between electroicnaclear relaxation time scales in
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a-TP. Kinetic models generally assume that equilibris established in the bath on a
time scale much shorter than that correspondingidon-radiative transitions in the
system. This approximation does not holduifiP or the parent molecule, CHD, which
also possesses a sub-100fs internal conversiositican a-TP is now believed to be the
only system in the CHD family of molecules for whithe ultrafast internal conversion

process between 1B and 2A has been directly tirmehred in solution.

N
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Figure 7.10. Residual sum of squares (RSS) for (a) anisoteomy TG signals acquired
with (b) parallel and (c) perpendicular pump andber electric field polarizations. The
RSS in (b) and (c) are divided by®(Qe., the signal levels are arbitrary). Formufias
the RSS are given in appendix B. It is concluded the depopulation dynamics of state
1B follow a non-exponential temporal profile in whiz ranges from 1.7 to 3.2.

It would not be surprising to find similar non-Markan population transfer
dynamics in CHD and its other derivatives (ecgphellandrene). An often-cited 20fs
internal conversion time scale for CHD in solutimmas determined indirectly using a
resonance Raman intensity analySis This number is not disputed but it is suggested
that non-Markovian population decay is more comesiswith the linear absorption line
shape. As inu-TP, the lower-frequency side of the absorbancetsp® of CHD is
primarily sensitive to lifetime broadening. Prelivary model calculations find that the
Lorentzian character is greatly overestimated iis ttegion of CHD’s absorbance

spectrum when a 20fs exponential decay processsssneed. Future work in the
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laboratory will directly probe internal conversialynamics in CHD and its derivatives
with the goal of obtaining more detailed knowleade¢he excited state dynamics.

The shape of the anisotropy decayiiP suggests that the depopulation of state
1B rapidly accelerates within the first 100fs afpbiotoexcitation. That is, the population
of state 1B follows a Gaussian-like temporal pefibr which the magnitude of the first
derivative increases fronh =0fs to T =100fs. Data suggest thatTP is subject to two
phases of nuclear motions similar to the symmetrid asymmetric geometry changes
that take place in the 1B state of CI4DIn a-TP, it is hypothesized that the excited state
wavepacket undergoes several recurrences in the Gtr€tching coordinate before
displacement along the C=C torsion/vinyl HOOP cdoéde finally sets it free from the
Franck-Condon region of the 1B potential energyfate. The unconfined wavepacket
then transitions from state 1B into state 2A by whwg conical intersection.n support
of this interpretation, the Franck-Condon progmssf the C=C stretching mode in the
linear absorbance spectrum makes clear that thi#edxstate wavepacket recurs 3-4
times at the Franck-Condon geometry before tramsitg into the 2A state (i.e., the
period of the C=C stretching mode is 23%) In CHD, the photo-initiated wavepacket is
known to depart from the 1B state through asymmetotions. Similarly, based on the
observation of a vibrational coherence in the 2D&da, it is suggested that the
wavepacket ini-TP leaves the Franck-Condon geometry in the doeodf a normal
mode involving both C=C torsion and HOOP motiontlea vinyl group. The relatively
slow onset of the population transfer procesd a0fs may reflect the suppression of
motion along this quasi-out-of-plane coordinate @sgxd by solvent friction. Theoretical

models will be used to establish a more detailect@scopic picture of the dynamics.
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Table 7.4. Model Parameters for Transient Absorption Anisotsp

@parameter n=4.47 17=2.00
My 15 0.9014, 45 0.9014, 45
Hyy on 113w, 45 113w, 55

Lp 0.6014, 15 0.604, 45
a 55° 60°
B 65° 60°
17 40° 40°
7 120 fs 120 fs
7, 130 fs 130 fs
-~ 20 fs 20 s
- 250 fs 270 fs

@ Model outlined in Appendix A4.
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Chapter 8 . Toward Two-Dimensional Photon Echo Spémscopy with 200nm
Laser Pulses

8.1. Introduction

Two-dimensional photon echo (2DPE) spectroscopy dragrged in the past
decade as a powerful tool for uncovering a widdewarof phenomena in condensed
phases'®. Experiments carried out in the visible and irérh spectral ranges have
transformed the understanding of processes ranfgarng electronic energy transfer to
bond making and breaking in liquiti$®. Knowledge of photo-induced dynamics in small
molecules and biological systems motivates apptinat of 2DPE in the 200-300 nm
wavelength rang&'? However, measurements conducted in the deep &\¢rallenged
by dispersion management and the suppression afsined photo-ionization processes.
2DPE experiments reported near 267 nm (i.e., timd ttarmonic of a Ti:Sapphire laser)
are at the present technical frontt&f® Further progress into the deep UV must contend
with experimental difficulties that grow steeplytags wavelength becomes shorter.

In this chapter, the development of transient gra{iTG) and 2DPE experiments
is described employing 200 nm laser pulses. Thikwaverages the recent construction
of a four-wave mixing spectrometer operational r#8# nm®°. Several technical issues
relevant to the present study were addressed tkisgapparatus. Here, 60 fs, 200 nm

laser pulses generated through filamentation ddrld®ams in both air and argon are

Reprinted with permission fro@ptics Expres21, 2118-2125. (2013)
Copyright 2013. Optical Society of America.



characterized. The 200 nm light intensities, banithd, and pulse durations are
compared in the two gases. It is shown that TG 2D&E experiments are readily
carried out at 200 nm with a (passively phase-ktaii) diffractive optic-based four-
wave mixing interferomete?’. These proof-of-principle experiments, which exagnihe
DNA nucleoside adenosine, are performed in a tworcoonfiguration, where 200 nm
light is used to probe the dynamics initiated lpaa of 267 nm laser pulses.
8.2. Generation and compression of 200 nm laser [sas

One of the primary challenges facing nonlinear spscopies at 200 nm is the
attainment of sufficiently short laser pulses. Mations for using gases as nonlinear
media in deep UV laser pulse generation have bemugked in earlier chapters and in
published work®%. Nonetheless, it is useful to briefly consider wiynlinear optical
crystals such as BBO are not well-suited for thpliaptions. For example, the phase
matching bandwidth associated with 200 nm sum-keqgy generation in a 3@n thick
BBO crystal is approximately 240 ¢hwith incident 800 nm and 267 nm laser pul§es
A 30 um thick BBO is chosen for illustration because twisuld result in the greatest
conversion efficiency for the 90 fs, 800 nm pulsssailable in the laboratory. The key
issue is that the bandwidth of the 200 nm pulsesdu# exceed the bandwidths of the
incident pulses. By contrast, it has been dematestrthat bandwidths exceeding 1500
cm? can be produced at 200 nm in gaseous m&dia Moreover, as will be shown
below, the bandwidth achieved at 200 nm is actugibater than the bandwidths of the
incident laser pulses because of self-phase madalah the gas. The bandwidth
obtained at 200 nm is more than two times largantthe bandwidth of the 800 nm

fundamental pulse produced by the laser system.
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Al-coated mirrors
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Figure 8.1. (a) Setup used for 200 nm pulse generation and wssEN. (b
Diffractive opticbased interferometer used for TG and 2DPE measumtsimEhe
200 nm Iaer pulse probes the holographic grating inducetthénsample by th
pair of 20 fs, 267 nm pulses.

In earlier work,efficient generation of 200 nm light was achieveddonfining
the nonlinearity to a hollo-core waveguide filled with argof®?% Initial attempts
utilized this approach, but hi-quality laser beams with the requisite pulse emsr{50
nJ) could not be obtainasithout damaging the waveguide. Therefore, filatagar is
usedin a pressurized cell to produce 200 nm laser gulsth energies exceeding 100
The experimental apparatus used for pulse genaratid characterization is depictin
Figure 8.1. In this setup, 800 nm and 400 nm laséses with 9-100 fs durations ar
focused into a 30 cm long gas cell, which is filmith either air or argon. The foc
lengths and incoming pulse energies, which arerginehe figure, are chos based on

the conversion efficiency and beam quality at 260 Within the filament, 200 nm ligt

is generated through a cascade of -wave mixing process€€® To begin, the thir-
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harmonic is produced by way of the nonlineariky, = 2k,,,- k,,, Where the subscripts

80(’

denote the laser wavelengths. The 267 nm pulse feeds a second process,

Kyoo = 2Kogr— Koo that yields 200 nm light.

The 200 nm laser beam is collimated, sent througiriem compressor, then
undergoes only two reflections on aluminum-coatedrars before it enters the
diffractive optic-based interferometer shown inu¥eg8.1(b). This interferometer, which
was designed for operation near 267 1irif, is quite lossy at 200 nm. The pulse energy
at the sample position is only 2 nJ (98% loss terfierometer). For this reason, one-
color, 200 nm four-wave mixing experiments are pratsently possible. Still, TG signals
are readily detected when a pair of 20 fs, 267 aser pulses is used for optical gating.
These 267 nm laser pulses are derived from a hallme fiber setup described
elsewheré”.

The 200 nm output of the filamentation processummarized in Figure 8.2.
Similar laser spectra are generated in argon anchawever, the pulse energy is 30%
larger in argon than it is in air near 760 TorrheTspectral widths increase slightly with
pressure between 380 Torr and 1140 Torr. A spestiath of roughly 500 cil is
measured at 760 Torr, which corresponds to a Fotna@sform-limited electric field
duration of 42 fs. Notably, this 500 &nspectral width is more than two times larger than
the widths of the incident 800 nm and 400 nm Igméses. As mentioned above, one of
the primary advantages of using gaseous nonlinealians that self-phase modulation
enables the production of 200 nm pulses that g@ifeiantly shorter than those used to

drive the nonlinearity.
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Figure 8.2. (a) Spectra of 200 nm light genere in air and (b) argon at tf
pressures indicated in the figure legends. (c)d algergies measured at 200
in air and argon. (d) Spatial profile of 200 nmelabeam derived by processini
photograph with the image utility in Matlab. (e) ddgraphs c filaments
generated with individual 800 nm and 400 nm lassniis are shown below t
filament obtained when both beams are overlappdtesd filaments wer

produced in air at atmospheric press

The spatial quality of the laser beam iste good, although it is slightly elliptic
(see Figure 8.2(d)). The width is roughly 7% greatehe vertical dimension than it is
the horizontal dimension. At the exit of the prisompressor, the beam is roughly 1 t
in diameter and it diverges rligibly on the remainder of its 1 meter path to
diffractive optic. Note also thatthe spatial quality degrades considerably at a
pressures above 1000 Torr. Figure 8.2(e) shows ttiatfilament produced by tt
overlapped beams is displaced by rcdy 5 mm with respect to those generated by
individual beams. The combined filament is also riyedwice as large as tho:

corresponding to the individual beams. Filamentxipced by individual laser beams .

known to behave similarly with variation the light intensity”.
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TG spectrograms obtained with three different prissmpressor configurations
are compared in Figure 8.3. The intervh),is the delay between the time-coincident 267
nm pulse-pair (i.e., the gate pulses) and the 200 pulse. The prism compressor
compensates for the ~116G fgoup delay dispersion accumulated in the exitieim of
the pressurized cell (3 mm GaFand the diffractive optic (1 mm fused silica). dach
measurement, the prisms are inserted to minimigeathount of second-order dispersion
at 200 nm, whereas the amount of third-order dsperincreases with the prism
separation. Third-order dispersion dominates trespltwith fused silica prisms separated
by 10 cm. Some improvement is observed with a fisdlézh prism separation of 6.3 cm,
but higher-order dispersion is still apparent ia §pectrogram. The best result is obtained
with Cak, prisms, which impart less third-order dispersibart fused silica prisms near
200 nm. While these measurements are useful fdua&wag the sensitivity of the pulse
width to the type of glass and prism separationaecurate determination of the pulse
duration requires use of a thinner medium. Thetspg@ms in the top row of Figure 8.3
are temporally broadened by group velocity mismgd@kWM) between the 267 nm and
200 nm pulses, which walk off by approximately 188n the estimated path length of
100 um.

TG spectrograms measured with 200 nm pulses gedemtair and argon are
compared in the bottom row of Figure 8.3. In thdat, a 5Qum thick BBO is used as
the nonlinear medium to suppress effects of GVMe 267 nm and 200 nm pulses walk
off by approximately 43 fs when the electric figblarizations are aligned to the
ordinary axis of the crystal. Numerical simulatioestimate that the wavelength-

integrated temporal width of each spectrogram aatbened by a factor of 1.25 compared
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to a hypothetical medium with no GVM. The spectsahdwidth measured in argon is
slightly larger (see Figure 8.1); however, the pal&@pparently) cannot be compressed to
shorter durations because of higher-order dispersids shown in Figure 8.3(f), the
pulse durations range from 56-63 fs depending enpilessure and the gas. The time-
bandwidth products are near 0.65 if Gaussian peitselopes are assumed. Of course,
the quality of the compression can be improved sipgiboth gratings and prisms in the
compressor®. This will be possible if the optics are upgraded 200 nm light. The
present amount of loss in the interferometer presvéime introduction of gratings in the
compression scheme.

8.3. Transient grating and photon echo spectroscogs

TG and 2DPE spectroscopies are demonstrated in gbdion using the
experimental setup shown in Figure 8.1. For thesasurements, signal detection by
spectral interferometry is accomplished using #ead 200 nm laser beam produced at
the diffractive optic as a reference fiéftl The sample consists of a 10 thick jet of
adenosine in aqueous solution (OD=0?5) Adenosine is chosen as a model system
because its response to photo-excitation at 267hasnbeen characterized in previous
work % The present experiments are conducted in a th@-@mnfiguration in which
light absorption at 267 nm precedes emission atr#fi0 Figure 8.4 shows that the two
laser pulses are resonant with separate electstaies. These electronic resonances are
primarily localized on the base (not the deoxyribagsg), and thus are also found in the

adenine nucleobase.
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Figure 8.3.(Top Row) TG spectrograms acquired with 20 fs, 86¥ gate pulses
in a 250um thick fused silica window. Fused silica prisme aeparated by (a) 10
cm and (b) 6.3 cm. (c) Calcium fluoride prisms separated by 10 cm. These 200
nm pulses are generated in air at atmospheric ynesgBottom Row) TG
spectrograms acquired with 20 fs, 267 nm gate puisea 50um thick BBO
crystal. (d) Measurements conducted with 200 nnsgmubenerated in (d) air and
(e) argon. (f) Pulse durations at 200 nm derivexnfivavelength-integrated TG
signals obtained with a 50n thick BBO crystal.
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Figure 8.4.Experiments conducted on adenosine in aqueousm@okt pH=7. (a)
Spectra of laser pulses overlaid on absorbancerspe®f adenosine. (b) Real
(absorptive) parts of TG signals acquired with 2&Y pump pulses and either 267
nm (red) or 200 nm (blue) probe pulses. (c) Sigietected at 200 nm plotted
with respect to the coherence time, Absolute value of rephasing 2DPE signals
acquired at (dy =250 fs, (e)r =500 fs, and (f)r =1000 fs.
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In adenosine, internal conversion between the pbawrtited nn* state and the
ground state takes place in less than 508.fSeveral picoseconds are then required for
the solute, which is in a “hot” ground state foliag internal conversion, to transfer more
than 4 eV of excess vibrational energy into theaurding solvent. It has been shown
that vibrational cooling governs the decay of tlmeugd state bleach nonlinearity near
267 nm?. Because the resonance at 200 nm shares a conmmamndgstate, its bleach
recovery should report on essentially the same myjes observed at 267 nm. This
prediction is tested by comparing measurementsttiée 267 nm and 200 nm probe
pulses in Figure 8.4(b). The similarity in the twransients suggests that the desired
nonlinearity is detected (i.e., photo-ionizatioroggsses do not dominate the signal),
which is consistent with the relatively low 0.3 GM peak power of the 200 nm pulse
5. The comparable signal qualities found with 26Y and 200 nm probe pulses indicate
similar amounts of noise in the signal phase; #a (absorptive) signal component is
plotted, not the absolute value.

2DPE signals are acquired by scanning the delaydmsst the two 267 nm pulses,
r, with sub-cycle steps of 0.16 fs. The signal det@at 200 nm withr =250 fs, which is
displayed in Figure 8.4(c), reflects the waveforssaciated with absorption of 267 nm
light. The signal oscillates at the period of the* resonance (~0.9 fs), whereas
macroscopic dephasing controls the shape of thaydenvelope. The signal is Fourier

transformed at each detection wavelenggh(j.e., pixel on CCD detector), to obtain the

2DPE spectra shown in the bottom row of Figure Hese spectra represent the

absolute value of the 2DPE rephasing pulse sequence
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In essence, 2DPE spectra correlate absorption amdgsien frequencies as a
function of the delay between these two evedts,The signals reported here reflect
correlations between two different electronic resares. That is, the solute evolves in
coherences between different pairs of electronatest during the delays; and t.
Correlations inz andt can generally be exposed when the laser bandvsdgneater
than the homogeneous line widths of the electroesonances in the soluf@ It is not
necessary for the bandwidth to exceed the totairbbsce line width, which is generally
dominated by macroscopic (inhomogeneous) dephasirag room temperature liquid.
Thus, the present 500 €nbandwidth at 200 nm should be sufficient for resavsome
dephasing processes in aqueous solutions. Solote®ri-polar solvents may also be
well-suited for measurements at 200 nm becauseltheiwidths are generally narrower.

A preliminary inspection of the 2DPE signals in Urig 8.4 suggests that the line
shape changes fairly little witl, which is consistent with earlier 267 nm, one-colo
experiments at ambient temperatut®$’. Notably, these spectra are measured at delay
times, T, for which the three incoming laser pulses are oxarlapped in the sample;
2DPE spectra cannot be reliably measured duringepolerlap because the quasi-
instantaneous, off-resonant response of the soluiominates the signdf!® One
prominent change observed in the 2DPE spectra imitfeasingT is an increase in the

signal amplitude a,<199.5 nm. These dynamics are tentatively assigneblute-to-

solvent vibrational energy transfer because ofatpeement in time scalé% Previous
studies of vibrational cooling in DNA nucleosidesdaother systems suggest that the

“hot” ground state wavepacket gives rise to a digimanponent that shifts towards

250



shorter wavelengths with increasifg?®* This spectroscopic signature of vibrational

cooling is consistent with the data.
8.4. Conclusions

The development of TG and 2DPE experiments empdp200 nm laser pulses is
motivated by studies of elementary relaxation psees in small molecules and
biological systems. In this work, pulse duratioesn60 fs have been achieved at 200 nm
using filaments produced in both air and argormé-resolved spectroscopies in solution
involving shorter 200 nm laser pulses have nevenlreported. As discussed in related
work at 267 nm, diffractive optics are useful iR$k applications because they facilitate
sensitive interferometeric signal detection andyim, the use of low laser fluent&*3!
The experimental setup is already capable of caimpudigh-quality TG experiments
with sub-100 fs time resolution. Thus, studies ofwale range of photochemical
processes in small molecules are now possible.

For 2DPE spectroscopies at 200 nm, it will be intgoalr to increase the laser
bandwidth and implement more robust methods ofelpn management. A previous
study shows that broader bandwidths can be obtaingdshorter incoming 800 nm and
400 nm laser pulse®. It is envisioned that compression to the desk@&0 fs pulse
durations will be possible with greater laser floes1because a compressor based on both
gratings and prisms can then be emplofeth this setup, the available laser fluence can
be increased by a factor of 15 if the present atumi-coated mirrors are replaced with
dielectric-coated mirrors. If necessary, it is ggssible to increase the amount of laser

power used to generate the 200 nm pulses.
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Chapter 9 . Concluding Remarks

Numerous processes in nature and technology dapanthtely on the dynamics
of excited electronic states in molecules. Examspleclude photosynthesis, DNA
photoprotection, and power conversion in photovoltzells. The energy imparted by
photon absorption can drive chemical reactions Wwistore the energy in chemical
bonds, initiate chemical reactions, or dissipatee¢hergy as heat in vibrational motions.
Non-radiative relaxation processes span a broagkrahtime scales in different systems.
On the femtosecond time scale, these processesetemwith even the fastest molecular
motions. Conical intersections, which were disedsi® Section 1.2, promote extremely
fast internal conversion transitions between etgutr states. Conical intersection are
ubiquitous in natural systems; they provide phdtbitity to DNA™? as well as drive
crucial reactions for human life such as the cogatdf Vitamin D in the skih
Understanding physics surrounding conical intersactdynamics requires sensitive
spectroscopic techniques with cutting edge timelwti®n >

The past decade has seen tremendous growth inabpt@logues of NMR
spectroscopy. In particular, two-dimensional (Zpgctroscopy, which employs a spin
echo-like pulse sequence, has yielded transformatisights into processes ranging from
energy transfer in photosynthesis to bond making) lareaking in liquids. The success
of these experiments has inspired predictionsttiet will one day be extended to the X-

ray regime of the electromagnetic spectfurtlowever, at the time that the research in



this thesis was initiated, the visible wavelengtlgime represented the high frequency
limit at which experiments had been conducted.By combining 2D spectroscopy

techniques with specialized deep UV laser pulseeggion techniques, this dissertation
presented experiments conducted in the ultravi@gime with the best time resolution

and signal-to-noise ratios to date. Technical lehgkes including suppressing sample
photoionization, generating ample laser bandwidding| dispersion management all had
to be overcome. These were discussed in detdikiprevious chapters.

Adenine nucleobases were interrogated at room tenpe in the first
applications described in Chapter 4. These pré@ikociple experiments established
the viability of the technique at 267nm and set thage for the measurements at
cryogenic temperatures presented in Chapter 5.re,Hewas found that the thymine
nucleobase transfers vibrational energy into tHeest at a rate at is insensitive to the
temperature of the equilibrium system. Additionaasurements showed that this is a
ubiquitous property of the nucleobases. In Chaftethe lessons learned from these
studies were then applied to understand the irgtgrpf excited state deactivation and
intramolecular vibrational energy transfer in a fignf molecules chosen to uncover the
impact of bonding to the DNA backbone. This stwegs motivated by previous work
which found that a majority of excitations in a nebdouble helix with a realistic base
sequence returned to their ground state with thmesalynamics as an isolated
nucleobasé.

Chapter 7 presented a study of ring opening reastin which alpha-terpinine
was investigated using a newly upgraded experinhesgiaup which was discussed in

Chapter 3 and also in Chapter 7. Here, dynamicghensub-100fs time scale were
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uncovered for the first time in solution. It w&sund that, upon photo-excitation,
specific vibrational modes in the ring opening eyt are set in coherent motion.
Displacement along these same Franck-Condon acbeedinates is associated with
passage through the conical intersections involaagof plane twisting motion of the
carbon double bonds (Figure 9.1). These vibrationations manifest as weak
oscillations in the experimental data in both alpdrpinine and CHD , thereby
underscoring the value of the extremely sensithterferometric detection employed in

this work.

Figure 9.1. Gaussian simulation of the vibrational mode sehotion by UV photon
excitation. Shown are the two turning points @& tscillation. Note the strong
displacement about twisting of the carbon doubledsocomparing (a) to (b). This is the
coordinate thought to be most important for passhgrigh the conical intersection in
these ring opening systems.

Results obtained for the ring-opening systems Ilalications for the coherent
control approaches discussed in Section 1.5. ingigif the carbon double bonds is an

important parameter in the conical intersectionsti#tes 1B/2A and state 2A/ground

(Figure 9.1). The trajectory of the wavepackettts excited/ground state conical
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intersection primarily determines the outcome o€ tphotochemical reaction. If
coherence along this displaced mode is maintaiheodugh the sequence of internal
conversion transitions, then one could potentiatiptrol the outcome of the reaction by
altering the force field at the Frank-Condon geawnefThis idea is illustrated in Figure
9.2. Experiments and models are now under devedapio test this hypothesis. Such a

discovery would have profound impact in the fiefdjaantum control.

2A

Ground
<—> State

—
Ring Deformation

Figure 9.2. (a) Photo excitation places the wavepacket ofitigeopening molecules on
excited state 1B, setting in motion twisting aboatbon double bonds. (b) Transitions
between energy states occur impulsively compargetiod of wavepacket oscillation.
(c) Once the wavepacket returns to the ground,stateerent motion about the ring
deformation/twisting motion persists.
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As mentioned in the opening chapter, the end gofalextending these
spectroscopies to shorter wavelength is attainheg dbility to perturb molecules by
photo-ionizing core electrons and subsequently todng their relaxation, thereby
observing the timescale of electron motion. Thisrea group of researchers in the
attosecond physics field who are interested in wfisg these phenomeriaMotions of
valence electrons have been predicted to occun@fiemtosecond time scaf®however
current research has focused efforts on produchngyXdaser pulses to achieve this goal.
In this regime, the techniques leveraged in thiodsand UV to control laser pulses for

time resolved measurements are ineffective andsteategies are necessary.

1'2'. | Minimum pulse duration | femtosecond
R - —_—
= ]
3 0.8 -
& | <7 l attosecond
w© 0.61 /
O ] S
g 0.4 ! ’
i ,
© A ..“-""
0.24
Deep UV pulses f ]
may yield 100 200 300 400
attosecond time Wavelength (nm)
resolution

Figure 9.3. The optical cycle as a function of the laser pws&elength represents the
shortest pulses that can be obtained. Attoseasst pulses could potentially be
achieved in the 100-200nm range where current tqabs could be used.

In principle, one need not go to the X-ray regimegtoduce an attosecond laser
pulse because the time duration of a laser pulsdétimately limited by the duration of

the optical cycle of the electric field. For a B@7 laser pulse this is 0.9fs. It is noted

that adequate time resolution to excite and proleetren wavepacket motion in a
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molecule could be achieved with laser pulses inlib@ 200 nm (XUV) range as shown
in Figure 9.3. In this regime, techniqgues employedyenerate pulses at 200nm and
267nm can potentially be applied to yield ultrashaser pulses with the sub-fs durations.
The two-color filamentation approach demonstratedCihapter 8 represents a step
towards this goal. It is envisioned that the techincontributions presented in this
dissertation will be leveraged to carry out thestfiattosecond studies of valence

electronic wavepackets in molecules.
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Appendix 1 . Supporting Information for Chapter 4: “Probing Ultrafast Dynamics
in Adenine With Mid-UV Four-Wave Mixing Spectroscopies”

Al.1l. Influence of Peak Power on TG Signal Profiles

—— Measured ——Fit
1.0
0.3 GW/cm?2 0.7 GW/cmZ2
0.51
£l
S 0.0
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Figure Al.1. Real (absorptive) part of TG signals measuredafdenine at the peak
powers indicated in the respective panels. Fitiagameters are given in Table 1 of the
main paper. The fluence is 450" photons/crh at 1.4GW/crfi, which results in
excitation of 0.4% of the molecules in the focalwoe.
Al.2. Optical Densities and the Correction of Propgation Effects

The photon echo spectra reported in this work ameected for propagation
effects using the theory developed by Jonas andarkers'? The key equations are

summarized in this Appendix. The quantity measuneddiffractive optic-based

experiment, where the reference field propagatesutfh the sample, is defined as
éio(wpa%; T) in Referencé. Propagation effects on the two-dimensional phatcho

spectrum are corrected using



é++ ( T) é;D (a)law, 1 T) 20)11((6()[) I/ Cc
. ,Q , =
Ch & (o, )| 1-exp[- 2 x(w. )| ]

exp[ 20,5 (o)1 Ic] (Al.1)

Where
| = L
\/1— Sinf o — sirt B (Al2)
(@)= 2 o ) (AL3)
4r L '

Equations (21), (24), and (25) in Refererfckave been combined to obtain Equation

(Al1.1). Herea and § are the half angles between the beams are (2226°PD(w) is

the frequency dependent optical density of the $amp

ODs >0.5 are needed to obtain acceptable signahdise ratios in the
experiments, which employ a sample cell with a Orbpath length. Signal detection in
the setup is additionally challenged by the low gvantum efficiency of the CCD and
the lack of a UV anti-reflection coating in front the array. Compared to systems in
which the absorbance spectra possess featuresan#rem the laser bandwidth (e.qg.,
molecular aggregatedthe use of large ODs is less problematic for auehiecause the
absorbance changes little (<20%) within the bantiwaf the laser spectrum (cf., Figure

4.1b). Therefore, the laser pulse maintains iecpm as it propagates in the solution.
Figure Al.2 shows thatéz’D(a)t,a)T;T)/‘ég(a)t)‘ and S (w,,;T) are nearly
indistinguishable up to ODs of 1.0. Signals meeduwith OD=0.5 and OD=0.75
possess essentially the same line shapes, wheneasppearance of the spectrum
undergoes noticeable changes at OD=1.0. OD depemtfi@cts on photon echo line

shapes exceeding 10% of the maximum signal stresogtimot observed when the QD

0.75.
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Figure Al.2. Real part of photon echo spectra measured fariaeén a 0.5mm cuvette
at T =0.5ps with optical densities (OD) of: (a)-(b) 0(6)-(d) 0.75; (e)-(f) 1.0. Directly
measured spectr@’D(a)t,cor;T)/‘éf,’(a)t)‘, are presented in the left column. Spectra in

the right column, A*,;(cot,a),;T), are corrected for propagating effects using Hqgoat

(S3). ODs >0.5 must be employed to obtain adecgigteal strength. As seen in panels
(e) and (f), distortions in the spectra are foun@Bs near 1.0. Photon echo experiments
are therefore performed with ODs<0.75. ApplicatidriEquation (S3) has little effect on
the spectra because the absorption line widthsbeyvad compared to the laser pulse
width (cf., Figure 4.1b).
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Appendix 2 . Supplemental Information for Chapter 4 “Influence of Temperature
on Thymine-to-Solvent Vibrational Energy Transfer”

A2.1. Photon Echo Spectra

37.3 37.7 38.1 385 373 377 38.1 385 373 377 381 385 373 3Y7.7 381 385
© (1 0° cm_1) © (1 0° cm_1) w_ (103 cm_1) ® {103 cm_1)

Figure A2.1. Absorptive parts of photon echo spectra acquitethe following delay
times: (a),(e)T =0.15ps; (b),()T =0.20ps; (c),(g)T =0.60ps; (d),(h)I =3.00ps. Spectra
shown in the top and bottom rows correspond to oreasents conducted at 100K and
300K, respectively. The amplitude of each spectimimormalized to 1. The response of
the solvent medium prevents the measurement ofrspatcl <0.1ps (cf., Figure A2.3).



A2.2. Relaxation Kinetics in Adenine

Signal (a.u.)

) e
T (ps)

Figure A2.2. Absorptive part of transient grating signal fietfteasured for adenine at
100K (black) and 300K (red). The experiments amedeicted with 25fs, 38000¢hiaser
pulses under the magic angle polarization conditidhese data suggest that the rate of
vibrational cooling may be insensitive to temperatéor a wide variety of hydrogen
bonding solutes and solvents.

A2.3. Model Calculations

L
1.5E+02

IS |
S 100

10 400 800 10 400 800 1 400 800
T, (Kelvin)

Figure A2.3. @ (@, Ts.y) is computed at (a)\*=0.1ps, (b)A™=1.0ps, (c) A =10ps.

with the parameters are given in Table 2 of thennpaiper. @ (w,,,; Ts.,) is plotted on a
logarithmic scale (base 10) in all three panels.

266



,, ——— —
0 200 400 600 O 200 400 600 O 200 400 600
(Kelvin)

TVET

Figure A2.4. (@, Tyer) is computed at (@) ™=0.1ps, (b)A™=1.0ps, (c)A™=10ps

with the parameters given in Table 2 of the maipgpa These calculations predict that
the TG experiments should find a significant enleament in the rate of vibrational

cooling (at 300K versus 100K) provided that: (i time scale of the solveny, ™, is
much greater 0.1ps; (ii) the VC induced increasthéntemperature of the bath,, is

less than 300K. These same calculations are glotiea common linear scale in Figure
5.7.

A2.4. Estimating the Physically Reasonable Range of/er

This Section discusses the physically reasonabigeraf the temperature increase
in the solvent environment (i.e., bath) caused Wy M thymine, T, . First, it is

suggested that it is useful to consider thyminéhm context of Ernsting’s careful and
thorough study of relaxation dynamics in p-nitrdiaei (PNA) because of the similar
molecular structures and relaxation time scale:idoin these two systems.Using a
phenomenological model, it was estimated that VWA in aqueous solution caused
the temperature of the bath to increase by 100Kiwithe first 1-2ps after excitatidn.
Thymine releases a larger amount of energy (~4a% the solvent environment than
does PNA (~3eV) because of its higher electrorsomance frequency. The smaller heat
capacity of the methanol/water mixture (~15 meV ¥ at 25°C) should also be taken

into account (the heat capacity of water is ~26 me? K™ at 25°C). Multiplying the
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temperature increase of 100K found in PNA by praslué ratios in these two quantities
(i.e., 4/3 x 26/15) yields a temperature increase of 230K cpoeding to the
environment of thymine.

It is also useful to consider the volume of thevent associated with particular
temperature increases. Assuming that thymine gseteadeV into the surrounding
methanol/water mixture, a temperature increase09Klis computed for a volume of
2.66nn7 (i.e., sphere with radius of 0.86nm) using thet lvagacity of the solution (~15
meV nm® K™ at 25°C). Using the same procedure, temperahaeases of 200K and

300K are associated with volumes of 1.4namd 0.9nm (i.e., spheres with radii of
0.69nm and 0.6nm). Temperature increasds;; 2200K, appear physically
unreasonable given the small “effective” volume tbe environment that must be
assumed. In this work, it is suggested the comsies upper limit of T,.; =250K and

examine the full reasonable range of this parameter
A2.5. Coordinate Dependence of the Solute-Solventteraction Operator

Weak coordinate dependence of the solute-solveataction operator\f , was
invoked in writing Equation (3) in Chapter 4. Hetlee implications of this weak
coordinate dependence are examined more closdig. nfatrix element is expanded in a

Taylor series

dv.,

an=<m|\/el( I%)—i_( elj I:%l_| h (A21)
dR ),

where V,, denotes implicit integration over electronic degref freedom andR is the

harmonic oscillator coordinate of the solute. Témding non-zero term is linear iR

because all matrix elements involving the firstng@nt) term,V, (R)), vanish when
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M= N. Under the assumption of weak coordinate depergetruncation of the
expansion at the term linear R leads to a restriction wherein the number of \ibral

guanta in the harmonic oscillator can change onlylbin the VC transition. This

restriction parallels selection rules known in &méd vibrational spectroscopy.
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Appendix 3 . Supporting Information for Chapter 6: “Interplay Between
Vibrational Energy Transfer and Excited State Deadtwation in DNA Components”

A3.1. Fitting Parameters for Transient Grating and Fluorescence-Downconversion
Signals in the Thymine Family of Systems

This Section presents all fitting parameters fansient grating (TG) and time-
resolved fluorescence down-conversion (TRF) sigohtained in the thymine family of
systems. Signals and fits are shown in the main te

Table A3.1.TG Fitting Parameters at 100K

Thymine Thymidine Thymine

@.Cparamete
Dinucleotide
A, 0.12+0.03 0.25+0.04 0.07+0.02
A -0.96+0.08 | -1.07+0.10| -0.93+0.12

7, (ps) 0.25+0.03 | 0.23+0.03 0.15+0.03

A, 1.00+0.08 | 1.00+0.09 1.00+0.10

r, (ps) 5.23+0.4 4.63+0.36 5.16+0.40

@Fit to Equations(T)= A+>", Aexp(- T/z,).

P)Ranges in the parameters correspond to twice &nelatd errors.



Table A3.2.TG Fitting Parameters at 166K

Thymine | Thymidine Thymine
@.Cparameter
Dinucleotide
A 0.07+0.01| 0.23%+0.02 0.21+0.05
- -0.74+0.10 | -0.57+0.07
A
0.55+0.05
7, (ps) 0.56+0.09| 0.15%0.03 0.60+0.16
A, 1.00+0.08| 1.00+0.04 1.00+0.09
r, (ps) 4.91+0.40| 4.07+0.28 4.12+0.33

@Fit to Equations(T)= A+>", Aexp(- T/z,).

P)Ranges in the parameters correspond to twice &énelatd errors.

Table A3.3.TG Fitting Parameters at 233K

Thymine
@®paramete Thymine | Thymidine

Dinucleotide

A 0.10+0.01 0.37+0.01 0.32+0.02

A -0.82+0.20 | -0.71+0.14| -0.31+0.08

z. (pS) | 0.200.07 | 0.22£0.05 | 0.26:0.10

A, 1.00+£0.04 1.00£0.05 1.00x0.06

z, (pS) | 5.0720.35 | 3.47t0.24 | 3.67%0.28

@Fit to Equations(T)= A+Y.", Aexp(-T/z,).

P)Ranges in the parameters correspond to twice énelatd errors.
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Table A3.4.TG Fitting Parameters at 300K

Thymine Thymidine Thymine
@ ®Pparameter

Dinucleotide
A 0.20+0.03 0.25+0.03 0.27+0.04
A -0.96+0.08 | -1.07+0.07| -1.29+0.15

7, (ps) | 0.25x0.03 | 0.23+0.03 | 0.15%0.02

A, 1.00+0.07 | 1.00+0.06 1.00+0.09

r, (ps) 5.08+0.32 | 3.3+%0.3 2.64+0.3

@Fit to Equations(T)= A+>", Aexp(- T/z,).

P)Ranges in the parameters correspond to twice énelatd errors.
Table A3.5.TRF Fitting Parameters at 300K

Thymine Thymidine Thymine

@parameter
Dinucleotide
A) _______________________________________
A 1.00+0.03 1.00+0.04 1.00+0.04

7, (ps) 0.60+0.20 | 0.82+0.25 1.20+0.36

@Ranges in the parameters correspond to twice émelatd errors.

A3.2. Ruling Out Contributions from Delocalized Electronic Excitations in the
Thymine Dinucleotide

The analysis assumes that the electronic structfrése two individual bases in
the thymine dinucleotide are negligibly perturbgdtbe linkage. The measurements in
this section support this view of the electroniusture. First, Figure A3.3a shows that

the absorbance spectra of thymine, thymidine, &edthymine dinucleotide are fairly
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similar.  Moreover, the spectra for thymidine anie tdinucleotide are nearly
indistinguishable. Differences in the spectratfugse three systems are ascribed to the
effects that the substituents have on the localesplenvironments. There is no sign of
Frenkel exciton electronic structure in the dinotige (e.g., no Davydov splitting).

1.0

1.0 (a) — thymine (b)
——thymidine
§ = 08 — thymine dinucleotide
@ ]
°o =
o 0.5 1)
%) : .0
el ——thymine c
< — thymidine <
——thymine
0.04 | . <I1|nucl:leotl|de . .
240 260 280 300
Wavelength (nm) Delay (ps)

Figure A3.1. (a) Linear absorbance spectra of thymine (blatk)midine (red), and the
thymidine dinucleotide (blue) in an 85:15 mixturé methanol:water. (b) Transient
absorption anisotropies of the three systems medswith 25fs laser pulses centered at
265nm. These measurements suggest thatmitieexcitations of the thymidine
dinucleotide are localized to the individual units.

The transient absorption anisotropy measuremeitsrsin Figure A3.3b impose
strong constraints on the view of excited statetedaic structure. The initial values of
the anisotropies are experimentally indistinguisbab the three systems, which suggests
strong similarities in the nature of the electrosiates involved in the optical response.
The fact that the initial value of the anisotropyceeds 0.4 (i.e., the expectation for a
two-level system) indicates that excited state giigm nonlinearities contribute to the
signals. Moreover, it is suggested that the aropgtchanges little in the first 5 ps after
excitation because long-lived excited states (pdgshn* or *nn* states) are formed in

addition to the short-lived excitations that are ffrimary emphasis of this work. The

presence of multiple relaxation channels in thynvires established in earlier warkFor
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illustration, consider a four-level system in Figuk4.4 (i.e., the minimum number of
levels needed to explain the optical response).e ifitial value of the anisotropy

depends on the two transition dipole magnituges,and »,,, and the angle between the
two dipoles, 6, 4,. Here x4, connects the ground state to the* state, whereag,,

connects a long-lived dark state (dark in the lir@@sorbance), perhaps the* or *rr*
states, to a higher lying excited state. The folhg equations incorporate only the
ground state bleach and excited state absorptiodinearities. The excited state
emission response can be neglected at 265nm @@e200fs because nuclear relaxation
shifts this nonlinearity of the spectral regionwbich the experiment is sensitive. The
signal components associated with parallel and gueligular pump and probe

polarizations are given By

S =2 {61 [ 2+ 408 (0 ) 23 (A3.1)
S, = o {4ut,~[8- 4008 (01, ) 23] (A3.2)

The anisotropy is computed using

_S8-s
s +28

The key is that delocalized electronic structuréhim dinucleotide would give rise

(A3.3)

to additional terms in the optical response. Stacbss terms” in the ground state bleach
nonlinearity of excitonic systems have been disedisslsewherd. The fact that the

anisotropies of these systems are experimentallystinguishable suggests that the
dinucleotide does not possess signal componentactkastic of delocalized electronic

states. Electronic energy transfer between stimiesized on the two bases in the
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dinucleotide is similarly ruled out because thiswdoalso cause its anisotropy to dif

from tho® measured in the other two systen

(a) N (b)

d
F 3

Hy 3
@
> c @
20 A b Q
GJ )
c — =
L yca f.I)0

—— a

0.5 06
Ba/M,

Figure A3.2. Anisotropy computed using Equations (-(S3). This calculation shov
that the anisotropies shown in Figure A4.3 can heeustood in terms of a simple f-
level model with ground state bleach xcited state absorption nonlinearities. Exc
delocalization and energy transfer is ruled outhe dinucleotide because they wo
lead to additional terms in the optical responsefion
A3.3. Examination of 9methyladenine and adenosir

Dynamics observed in the thymine family of systeappear weakly correlate
with the viscogy of the solvent. It is suggestedhat this absence of correlation refle
negligible coupling between the reaction coordiraatd the solvent bath. To explore
generality of this behavior an analogous set ofeexpent: has been conduct on two
adenine systems because the geometry of the coimizakection involves significal
displacements in many of the heavy atoms (i.e.ketiieg of the rings* The signals an
fits are presented in this section. Excited slif¢times extracted from these data
shown in Figure 6.9.

As in the thymine family of systems, the vibratibn@ooling rate for -

methyladenine and adenosine is taken to be indep¢d the sample temperature. T
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assumption is supported by the insensitivity of th& time constants for 9-
methyladenine to temperature in the 100K to 300tgea this same behavior is exhibited
by thymine®> With this assumption in hand, the lifetimes candetermined at 100K-
233K range using the same kinetic scheme appli¢detdhymine systems (cf., Equation

16 in main paper).

100K 166K 233K 300K
(@) (b) (©) (d)

(€) (f) (9) (h)

Signal (a.u.)
o

O T T T T b T T T T
01 1 10 01 1 10 01 1 10 01 1 10 100
Delay (ps)

Figure A3.3. TG signals (black) and fits (red) obtained for 8thyladenine (top row)
and adenosine (bottom row). Temperatures are slatawve the respective panels.

277



(@)

5 9-methyladenine
S 300K
©
[
k=2
n
O-
(b)
adenosine

300K

Signal (a.u.)

2 1 0 1 2 3 4
Delay (ps)

Figure A3.4. TRF signals obtained for (a) 9-methyladenine d)dflenosine at 300K.

w
]
/I-..I
HH

—— Equilibrium Recovery

—l— 1ttt Lifetime
—i—V/C in Ground State

Time Constant (ps)
N

1-
0 7 T
IS <
< %)
X S
g 10
()
3
(o)}

Figure A3.5. Summary of time constants obtained at 300K for @hyladenine and
adenosine. This figure is analogous to Figure @Hich presents data for the thymine
systems, in the main paper.
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Table A3.6.TG Fitting Parameters for Adenine Systems at 100K

@.Cparameter 9-Methyladening Adenosine
A 0.07+£0.02 0.16+0.01

A -0.04+0.02 1.00+£0.02

7. (pS) 0.32¢0.20 | 4.05+0.0%

A 1.0040.05 | —mommo-

r, (ps) 3.31+0.10 | -----e-eee-

@Fit to Equations(T)= A+>", Aexp(- T/z,).

P)Ranges in the parameters correspond to twice &énelatd errors.

Table A3.7.TG Fitting Parameters for Adenine Systems at 167K

[EAE

‘Parameter 9-Methyladening Adenosine
A, 0.03+0.01 0.04+0.002
A -0.06+0.03 -0.11+0.03

7, (pS) 0.51+0.28 0.33+0.18
A, 1.00+0.04 1.00+0.03

z, (pS) 3.14+0.10 3.01+0.72

@Fit to Equations(T)= A+>", Aexp(- T/z,).

P)Ranges in the parameters correspond to twice &nelatd errors.
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Table A3.8.TG Fitting Parameters for Adenine Systems at 233K

@.Bparameter 9-Methyladening Adenosine
A 0.04+0.002 0.04£0.003
A 1.00+0.05 -0.21+0.06
z, (ps) 3.23+0.05 0.18+0.07
I — 1.000.04
o, (pS) | e 2.8720.05

@Fit to Equations(T)= A+>", Aexp(- T/z,).

P)Ranges in the parameters correspond to twice énelatd errors.

Table A3.9.TG Fitting Parameters for Adenine Systems at 300K

@.Cparameter 9-Methyladening Adenosine
A, 3.15+0.29 0.05+0.003
A 69.5+0.86 -0.15+0.05
7, (pS) 3.28:0.08 | 0.28+0.14
A | e 1.00£0.03
O R R — 2.98+0.08

@Fit to Equations(T)= A+>.", Aexp(-T/z,).

P)Ranges in the parameters correspond to twice &nelatd errors.
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Table A3.10.TRF Fitting Parameters for Adenine Systems at 300K

@Pparameter 9-Methyladening Adenosine
A | e 0.2610.03

A 1.00£0.03 1.00+£0.05

7, (pS) 0.45:0.15 | 0.500.15

@Ranges in the parameters correspond to twice dmelatd errors.

A3.4. Phasing of Transient Grating Signals With Dipersive Thermal Grating

Spectral interferometry is used for the detectibtransient grating signals in this
work® With this technique, the signal phase must bebratiéd by using a reference
measurement, a procedure often referred to amoegiaists as “phasing”.Signal
phases can be determined by comparing heterodyeetdd signals to pump-probe
spectra, although it is found that this is not sseeily a strong constraint in systems with
broad line widths. If a flow system is used, amotbption is to exchange the solution for
the transparent solvent (the interference frindaft etween samples). The samples
studied here are held in a cryostat so comparisothé solvent is not feasible. In
addition, pump-probe signals are below the detadtimeshold because of the low laser
fluences employed. Therefore, the dispersive thégrating is used, which is caused by
fast non-radiative ground state recovery in theiteolto calibrate the signal phase. This
method is ideal for the DNA components becauseéhbenal grating is associated with a
large signal amplitude and phasing is accomplishigidlout exchanging the sample for a
reference. In essence, the thermal grating isi@mnal standard for the signal phase. As
in alternative phasing approaches, a single pasemetsed to set the phase for all delay

times.
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Figure A3.6. Transient grating signals measured for thymineain85:15 mixture of
methanol:water. The signal rises on the 100’s oftime scale because of a thermal
grating caused by fast non-radiative ground s&tevery in thymine.
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Appendix 4 . Supporting Information for Chapter 7: “Nonlinear Optical Signal of
Ultraviolet Light Induced Ring Opening in a —Terpinine

A4.1 Model for the Transient Absorption Anisotropy

In this appendix, a phenomenological model fordptcal response is outlined in
order to derive further insights from the absomtiVG signals shown in Figure 7.7. The
optical response is generally partitioned into ¢hcemponents: the ground state bleach
(GSB), excited state emission (ESE), and excitetk stbsorption (ESA) The GSB and
ESE nonlinearities are fully described in termshaf 1A (ground), 2A, and 1B electronic
states ina-TP, where this notation is adapted from analogiates in CHD (see Figure
7.2). The ESA signal components involve additioeaktited states that enter the
response only by introducing additional resonantiesse higher energy states are never
populated in the four wave mixing process.

Expressions for the GSB signal components areyegsiierated because the laser
spectrum is resonant only with the 1B state (i state). The parallel and

perpendicular tensor components are given by

2
Sese - g:ufB,lA (A4.1)
2 (A4.2)
S = 15 Fag 1A

where u,, ,, is the magnitude of the transition dipole connegtine 1A ground state to

the 1B excited state. The coefficients $7° and S represent orientational averages

for the isotropic syster®>. The ESE response involves the same four transitipoles
present in the GSB nonlinearity but additionall\cals as state 1B transfers population
to state 2A. The model must also account for Staitefting of the ESE response out of

the 36700cril-37900cm’ spectral window defined by the probe pulse. The



reorganization energy determined from fitting ths@bance line shape in Section IlIA
suggests that the Stokes shift is in the 230BcB900cnt range (i.e., the reorganization
energy is approximately half of the Stokes sHif§o the measurements lose sensitivity to
the ESE nonlinearity during the inertial part oé tbolvation process. The parallel and

perpendicular ESE tensor components are written as

SESE(T) = % sty exp] (/) ~(Tir, )] (A4.3)

2 Ad.4

SE%E(T) = 2t x] (T (Tl (Aa4)

wherer_,, represents the (Gaussian) inertial solvation dycsmNotably,z_,, is not the

total solvation time scale, rather it represenés(8horter) amount of time needed for the

excited state wavepacket to depart from the Framheon geometry. The parametgr,

, more directly addresses the depopulation of st&ethan doesb in Equation (7),
because time-coincident electronic and nucleaxagian processes are disentangled in
the present model.

Three ESA signal components are needed to fullyjucapghe decay profile of the
anisotropy. First, the ESA nonlinearity that decapncomitant with depopulation of

state 1B is given by

O S(T) = 2 i 1 2008(a)] exp-(T 1) ] (A4.5)
ST = 2 ol o 2- 005(a)] exb—(T 1)’ (A4.6)

where p, ., is the magnitude of a transition dipole connectitgte 1B to the higher

energy stateK, and o is the angle between theg,,, and y, ,, transition dipoles.

Population transfer to the excited state 2A gives to a similar ESA nonlinearity
MSEA(T) = 1—25 1 it a1+ 2008 (B)){ ext-T £,) - exp—(T 4,)'-T 4,]} (A4.7)
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2A SfSA(T) = 1_21:_)/1125,1/;#;,2,*[2— COSZ(ﬂ):H EXF(—T /L-Z ) _ eXE—(T fl)v T 1‘2]} (A48)

These sums of exponentials ensure tH&™"(T) and **S%(T) grow when state 2A

accepts population from state 1B and decay whea 2fais depopulated. As in the ESA

component associated with state 1B, ,, is the magnitude of a transition dipole
connecting state 2A to stat®l, and g is the angle between thg,, and x,, ,,

transition dipoles. A third ESA signal componentequired to obtain an anisotropy that
is greater than 0.4 at long delay times. It istplased that the TG measurement is
sensitive to the formation of an open-chain phatdpct that (like the regenerate€dl P)
undergoes vibrational cooling following ground statecovery. This ESA signal
component is written as

2

PPSESA(T) Eﬂfmygp[u 2cos(0)|[ & exp-T 4,)] (A4.9)
(A4.1(

2
PPsfSA(T)=EnyJAy§P[2—co§(9)][L exp-T ¢,)]
The identity of the photoproduct has not been deteed, so the transition dipole

magnitude, 4., is written in a general way. The angle betwee® ., and
transition dipoles is denoted & "°S™%( T) and ""S(T) are taken to depend only on
the time constantz ., under the assumption that vibrational coolinglsv compared to

the internal conversion process. The main conehssiof this work are insensitive to
inclusion of ""S™A(T) and " S T) because vibrational cooling is slow compared to
internal conversion between 1B and 2A.

Finally, the total parallel and perpendicular sigrare obtained by summing the

individual components.

StTotm(T) - §ESE( -D-+1 BSS(\ )—+ 2 ALSES(A )-|:|_ PP SEEA ) (A4.11
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SIOtaI(T) - _ $SB_ §ESE( -D-+ 1B SS(\ )—+ 2 ALSET-\ )-n_ PFLSEEA ) (A412

S*®(T)and S[°®(T) take into account the sign convention used in tlamsient

absorption signals presented in Figure 7.7 (itee, lileach has a negative sign). With
S’ (T)and S/**(T) in hand, the anisotropy can be computed using tiyués).
A4.2. Evaluation of Constraints in Model Calculations

In order to evaluate the sensitivity of the modatualations to the value of, an

error analysis is carried out for both the anigmyrand the individual tensor elements.

The residuals sum of squares is defined as

RSS:Z( Xneasured( TJ)_ )galculateC( T))z (A41:
J
where the quantitiesxmeasured(T J.) and Xcalculated(Tj) correspond tar (Tj), S ('l]) and

S, (T). The delay pointsT;, range from 40fs-600fs. The RSS determined with t

measurements and the model presented in appendixeAdisplayed in Figure 7.10.
Example fits are presented in the bottom row oluFég7.7. The fitting procedure first
setsn equal to the indicated value, then minimizes ti&SRalues by varying the other
parameters. Fitting the anisotropy together wit two tensor components imposes
powerful constraints on the parameters. Theranlg a small region in parameter space
for which reasonable fits are obtainedlat0.2ps. The anglesy and £, are between
55°-65°; ¢

is 15fs-20fs; the transition dipole magnitudesyMay less than 4% from the

solv
values given forn=2.0 in Table 7.4. Conservatively, this analysiggasts that the
depopulation dynamics of state 1B follow a non-exgial temporal profile in whichy

ranges from 1.7 to 3.2.
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