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ABSTRACT
Evan E. Beauvilliers: Controlling Electron-Transfer Photoreactivity of Ruthenium Polypyridyl
Compounds at the Semiconductor Interface and in Solution
(Under the direction of Gerald J. Meyer)

The herein described work is motivated by the need to develop renewable energy sources.
Given the magnitude of the growing global energy demand, solar energy will undoubtedly
comprise a significant component of future renewable energy generation, necessitating the
development of cheaper, more efficient solar technologies. Towards this end, this work describes
the study of electron transfer reactions relevant to dye-sensitized solar cells (DSSCs).

Chapters 2 & 3 focus on electron transfer reactions at the semiconductor interface.
Chapter 2 presents the study and simulation of intra- and intermolecular electron transfer
reactions that may be useful for transporting charges to catalytic reaction centers for fuel
production or for the design of new types of solid state DSSCs utilizing such charge transport
mechanisms for sensitizer regeneration. Chapter 3 describes work in developing new types of
sensitizer-semiconductor linkages to improve interfacial electron transfer kinetics, which is of
critical importance for improving device efficiency. A new sensitizer is presented that has
improved interfacial kinetics relative to a structurally similar compound bearing one of the
“standard” semiconductor linkages.

The remaining chapters of this work study and utilize secondary coordination sphere
interactions to manipulate the excited-state reactivity of molecular sensitizers. In Chapter 4, an

iodide binding pocket is utilized to ion-pair an iodide ion with an excited state, and it is shown



that the ion-paired iodide does not quench this excited state, but rather this excited state is
quenched by a second iodide in solution. Such a mechanism may be useful in trying to access a
concerted mechanism for iodide oxidation and I-1 bond formation. Chapter 5 presents the study
of Lewis acid-base interaction between carboxylates on sensitizers and metal cations in
acetonitrile solutions. These interactions are shown to tune the photophysical properties of the
sensitizers in a predictable way, and are furthermore shown to mediate excited-state electron

transfer between sensitizers that do not undergo electron transfer in the absence of the cations.
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1. Introduction

1.1 Solar Energy Conversion & the Dye Sensitized Solar Cell

Meeting the increasing global demand for energy is one of the defining challenges of our
time. The current global power consumption has been estimated at about 14 terrawatts (TW) by
the International Energy Agency.' This is expected to increase by as much as 5 TW by 2030.
What technologies we choose to implement to satisfy this increase will have profound
consequences for the environment, human health, and the global economy.

In recent years, it has become widely recognized that human energy consumption,
particularly the combustion of fossil fuels, has led to an increase in the average global
temperature as a result of atmospheric greenhouse gases.”™ Higher global temperatures have
been associated with more frequent and more violent major weather events, e.g. hurricanes, and
lead to the melting of polar ice and consequently rising sea levels. This anthropogenic climate
change has already been implicated in the extinction of at least one species and the loss of small
islands and low-lying (previously) human inhabited lands.®” Higher CO, concentrations also lead
to ocean acidification, which has been implicated in the decline of many ocean species, most
visibly corals.?

In order to meet the increasing global energy demand without causing catastrophic
environmental damage, a paradigm shift in how energy is produced will be necessary, and is to
some extent already underway. Environmentally benign energy production is not new.
Hydroelectric, geothermal, wind, and solar electricity generation technologies have been utilized

for decades. However, each has limitations that have prevented wide-spread adoption as primary



electricity sources. Hydroelectric dams and geothermal power are geographically restricted by
the availability of suitable locations. In recent years, wind and solar have seen a significant
increase in demand. However, adoption of wind power has been stymied by aesthetic and noise
concerns, and solar power remains cost-restrictive. Nuclear power also represents a reasonable
source of “green” power, but growing concerns about nuclear waste and the potential for
radiation leaks has caused a dramatic decrease in public support.

It is likely that the “solution” to the green power challenge will contain a mixture of
energy sources, but solar stands out for several reasons. The first and foremost is the availability
of solar energy. The average amount of solar irradiation reaching the Earth’s surface is ~89,000
TW, or approximately 6,000 times the power required to meet current energy demands.’ This
means that a 20% efficient solar technology would require ~425,000 square kilometers of land
area, roughly the size of California, to provide the total global energy demand. While this seems
daunting, this is only about double the area currently covered by paved roadways. Furthermore,
solar technologies with greater than 40% efficiencies have been developed, which could decrease
this land area requirement.'® Unlike fossil fuel burning power plants, solar energy generation can
be achieved with approximately the same efficiency by many small installations (e.g. rooftop
panels) as by large installations. However, while implementation on such a large scale is
possible, it will necessarily be associated with considerable cost. As such, one of the primary
challenges of solar technologies is to reduce the price of materials.

Towards this end, one potentially low-cost photovoltaic technology is the dye-sensitized
solar cell (DSSC). The original idea of this device was to achieve solar electricity generation
with a lower cost semiconductor than the high-purity silicon commonly used in current solar

cells, which requires large amounts of energy to produce. One obvious target material is titanium



dioxide (TiO,). This wide band-gap semiconductor is produced in high purity on a massive scale
as a white pigment and abrasive. However, being white, it does not absorb any visible light and
is therefore not suitable by itself for solar energy conversion. To circumvent this, dye molecules
called sensitizers were bound to the TiO, to absorb sunlight. The greatest leap forward in the
development of DSSCs came in the 1991 report by Brian O’Regan and Michael Gratzel, that
utilized mesoporous nanocrystalline TiO, thin films to increase light absorption by a factor of
~1,000 relative to a planar interface.

Figure 1.1 shows the principles of DSSC operation. While all of the processes discussed
below occur simultaneously under solar illumination, they are discussed below in sequence.
First, a photon is absorbed by the sensitizer (1). The excited sensitizer then injects an electron
into the TiO, (2). The injected electron diffuses to the external circuit where it can perform
useful work (3). The electron is then collected at a counter-electrode by a redox mediator, or
“redox shuttle,” (4), which reduces the sensitizer back to its original state (5). As such, a photon
has been converted to electrical power, but no net chemistry has been performed. Regeneration
of the sensitizer by the redox mediator and excited-state electron injection will be discussed
further in sections below. The deleterious processes marked in red in Figure 1.1, back electron
transfer, BET, and charge recombination, CR, are also discussed. It should be noted that the
mesoporous TiO, network is highly disordered, while for simplicity it is shown in Figure 1.1 as

a highly ordered array.



Figure 1.1 Schematic representation of electron transfer processes in a dye-sensitized solar cell with a sensitizer, S,
and redox mediator, M. Favorable electron transport processes are indicated by solid blue arrows. Deleterious
electron transport processes are indicated by dashed red arrows. The left image is a cartoon representation of
sensitizers (red dots) anchored to a mesoporous network of TiO, nanocrystallites (gray spheres).

Each component of a DSSC must be optimized for its role, including matching its
properties to each of the other components with which it interacts. For example, it is desirable to
use a sensitizer that absorbs light throughout solar spectrum so that most solar photons are
utilized. However, the sensitizer must simultaneously be a sufficiently strong photo-reductant to
inject an electron into the semiconductor and a sufficient oxidant to be regenerated by the redox
mediator. This places a lower limit on the photon energy that the sensitizer can absorb.

The maximum power that can be abstracted from the solar cell is the product of the
voltage and the current. To a first approximation, the point where the maximum power is
abstracted can be approximated by integrating the solar spectrum and multiplying by the energy
of the lowest energy photon absorbed. Including corrections for various energy loss mechanisms,

such an analysis gives the historical Shockley-Queisser limit, indicating that the optimum



efficiency for this type of solar cell is ~34% and occurs when the lowest energy photon absorbed
is ~925 nm (1.34 eV).11*2

For all of the work described herein, and for much of the historical study of DSSCs, the
sensitizers of choice are analogues of tris-(2,2’-bipyridine)-ruthenium(ll), commonly abbreviated
[Ru(bpy)s]**, Figure 1.2. Such sensitizers have tunable absorption across the solar spectrum due
to the presence of metal-to-ligand charge transfer (MLCT) transitions. There exists a great
wealth of pre-existing knowledge of these MLCT excited states, rendering them uniquely suited

for fundamental studies of DSSCs.

Figure 1.2. Structure of substituted [Ru(bpy)s]**-type compounds. For [Ru(bpy)s]*", Ri = R, = H. Note that the
overall charge of the compound is dependent on the identities of R; and R,.

Upon light excitation of a ruthenium polypyridyl compound, an electron is transferred
from the Ru center to one of the bpy ligands. The heavy Ru atom induces rapid intersystem
crossing to a formally triplet MLCT state with a lifetime on the order of 1 ps. In the absence of a
guenching process, these excited states are emissive, with large Stokes shifts (> 150 nm) and

qguantum yields on the order of 0.01 — 0.10. The Ru center is redox active with a Ru(l1I/I1)



reduction potential of around +1.5 V vs NHE. The bpy ligands can be reduced with the first
ligand reduction potential around -1.1 V vs NHE."® Both the photophysical and electrochemical
properties of these compounds can be significantly affected by substitutions on the bpy ligands.
For example, for DSSC applications and in some of the studies described here, one ligand will
have anchoring groups for binding to TiO, (e.g. Ry = COOH in Figure 1.2), while the other
ligands will bear groups of various function, such as tuning reduction potentials or improving
solubility.

Just as the sensitizer must be a strong enough photo-reductant to inject an electron into
the semiconductor, the redox mediator must be a sufficiently potent reductant to reduce the
oxidized sensitizer prior to back electron transfer. This can require tuning molecular-scale
interactions between the mediator and sensitizer. The mediator must also be able to accept
electrons from the counter-electrode, though this is not generally considered a limiting factor in
device efficiency. The most commonly utilized mediator is the iodide/triiodide (I7/13") redox
couple, which is described in Section 1.3 below.

A significant portion of this dissertation research is centered around Lewis acid-base
interactions with ions in solution. As such, some discussion of the relevant DSSCs literature is
warranted. A well-studied example is the influence Lewis-acidic cations present in the
electrolyte have on the acceptor states of the TiO, semiconductor films. The presence of Lewis-
acidic cations enhances excited-state electron injection by a proposed mechanism in which Lewis
acid-base adducts formed at the TiO, interface induce a positive shift in the TiO, acceptor states,
rendering them easier to reduce.* Interestingly, the presence of Lewis bases in the electrolyte,
such as pyridines, can similarly shift the TiO, acceptor states, but in the opposite direction,

which can increase the cells photovoltage.® A recently discovered role of cations has been



termed “charge screening.”*® Electron injection into TiO, creates an electric field that induces a
spectral shift in the ground state absorbance spectrum of the sensitizer, similar to that observed in
Stark spectroscopy. Cations in the electrolyte respond to this electric field by diffusing towards
the surface, which can reduce the electric field experienced by the sensitizers. There is now some
evidence that screening influences charge recombination (CR, Figure 1.1)."

Besides serving as counter-ions for many sensitizers and for Lewis acid additives, anions
play a prominent role in these devices primarily as the iodide/triiodide redox mediator. While the
chemistry of iodide in these cells will be elaborated below, it is worth noting that these species
are also ionic, and so will also be influenced by electric fields. The charge of iodide species

provides a handle by which interactions with sensitizers may be tuned, as seen in Chapter 4.

1.2 Electron Transfer at the Semiconductor Interface

As described above, following light absorption, a sensitizer can inject an electron into
TiO,. The factors that control the rate and efficiency of excited state injection are now
understood in considerable detail. Many MLCT excited states inject electrons into TiO, on the
<50 ps timescale.*® 2! The efficiency of this process can be controlled experimentally through the
sensitizer-TiO, electronic coupling. The influence of coupling becomes increasingly important as
the sensitizer moves further from the surface. The use of long organic bridges that separate the
sensitizer from the surface has provided a direct means by which the electronic coupling can be
tuned. Quantitative injection is still observed in cases where the Ru center is quite distant from
the surface and coupled through a conjugated or insulating bridge.?*?® The rate constant for
injection decreased as the length of the bridge unit increased, but injection remained in the <1 ns

regime.



The energetic overlap between the TiO, acceptor states and the sensitizer excited-state
reduction potential can be changed in at least three ways: 1) The excited state reduction potential
of the sensitizer can be changed through synthetic modification; 2) the acceptor states in TiO,
can be tuned through the introduction of Lewis acids/bases; and 3) these acceptor states can be
tuned with an external bias. Generally, stronger photo-reductants inject more efficiently than
structurally similar but weaker photo-reductants.?* The introduction of Lewis acidic cations shifts
the acceptor states to higher potentials, increasing the driving force and improving injection
efficiency, while Lewis bases such as pyridines have the opposite effect.**** Filling the acceptor
states of TiO, with an external bias effectively decreases the maximum potential of available
acceptor states, leading to less efficient injection.® While it is generally desirable to increase
electron injection efficiency towards unity, doing so through tuning the TiO, acceptor states may
also decrease the cell photo-voltage and hence the overall cell efficiency.

As indicated in Figure 1.1, injection is not the only electron transfer process that can
occur at the semiconductor interface. There are also two deleterious processes: back electron
transfer and recombination. The former refers to the photo-injected electron in TiO, recombining
with the oxidized sensitizer before regeneration occurs. In full devices, the concentration of the
mediator is generally quite high (> 0.5 M I'), which was originally believed to mean that
regeneration would outcompete back electron transfer, which generally occurs on the millisecond
timescale.”® However, at mediator concentrations used for spectroscopic studies, and in devices
under operating conditions, it is now understood that recombination must be considered as it may
compete with regeneration.?”?® Back electron transfer should be minimized to optimize DSSC

performance, and balancing this process with efficient injection is one focus of Chapter 3.



Charge recombination and back electron transfer kinetics do not obey a first-order kinetic
model. This has been attributed to a distribution of TiO, acceptor states®® and/or a distribution of
sensitizer orientations on the TiO, surface. The function used in this dissertation to model such
kinetic data is the Kolrausch-Williams-Watts model (KWW), sometimes called a stretched
exponential, Equation 1.01:%3!

AA, = AA e~ CxwwdP (1.01)
where AA; is the change in absorbance at a given time, t, AAp is the initial absorbance change,
Kxww is a rate constant, and P is a stretching factor between 0 and 1. Note that at p = 1, the
function simplifies to a single-exponential.

While a thorough discussion of the KWW model can be found elsewhere,* some
discussion is warranted here. The B term is related to an underlying asymmetric distribution of
rate constants. The kxww Vvalue therefore does not have the same meaning as, and cannot
necessarily be directly compared to, first-order rate constants. An “average” rate constant, kay,
can be calculated per Equation 1.02:

kav — kKWIN B
F(B)

(1.02)

where I' represents the gamma function. For comparative studies reported herein, 3 is held
constant, allowing kxww to be compared within a series of experiments.

Charge recombination between the photo-injected electron and an oxidized form of the
redox mediator must be minimized to optimize DSSC performance. There has been considerable
disagreement in the literature regarding what the primary electron acceptor is when the
iodide/triiodide redox mediator is used. The complex equilibrium of iodide species present in the

electrolyte of an operational DSSC makes determination of the primary acceptor difficult.®



During cell operation, I', I',l, 1,7, and I3 are all present. With the exception of I', any of these
might serve as an acceptor of injected electrons. Tri-iodide, I3, is present in the highest

concentrations and its reduction is required for DSSC operation, Figure 1.1.
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Figure 1.3. Redox potentials vs. NHE and equilibrium constants for iodide species in CH;CN.**

However, the one-electron reduction of I3” occurs at greater than -0.35 V vs. NHE, resulting in an
unfavorable free energy change for recombination with injected electrons. There is no
experimental evidence for recombination to I,” or 1".3” Work by O’Regan indicates that I is the
primary acceptor, despite its low equilibrium concentration.® Since both this process and back
electron transfer limit device efficiency, methods for controlling these reactions are essential to
DSSC optimization.

There is another electron transfer reaction that occurs at the semiconductor interface in
DSSCs, sometimes called “hole-hopping.” In this context, hole-hopping refers to the
isoenergetic, AG° = 0, transfer of holes by intermolecular electron transfer between sensitizers
anchored to the TiO, surface. Following photo-induced electron injection into TiO,, hole-
hopping between sensitizers allows the location of the oxidized sensitizer to change. In fact,
when a sensitized TiO, thin film is oxidized electrochemically, hole-hopping is required to

oxidize the entire film since there are no redox active TiO, states to mediate the reaction. This
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results in a percolation threshold for complete film oxidation that represents the minimum
sensitizer surface coverage required.***° Below this threshold, ~2/3 of the maximum surface
coverage, most sensitizers are too distant to be oxidized through hole hopping.”>*" In exotic
cases, electron hopping can also be studied and is relevant to charge transport as described in

Chapter 2 of this dissertation.

1.3 Photo-Oxidation of lodide

Photo-excitation of the sensitizer in a DSSC leads to injection of an electron into the TiO,
semiconductor, which leaves the sensitizer in an oxidized state. Before the sensitizer can repeat
this process, it must be reduced back to the ground state, or regenerated, by the redox mediator.
When the iodide/triiodide redox couple is used, regeneration can occur by two possible
pathways, one bimolecular, and one termolecular. In the bimolecular pathway, the oxidized
sensitizer is reduced by I', generating an iodine atom, I, shown in Equation 1.03 for a
[Ru(bpy)s]** sensitizer. This I’ then reacts with a second equivalent of I to generate the diiodide
radical anion, 1,”, Equation 1.04. Two of the I,™ radical anions disproportionate to form I" and I3,

Equation 1.05.

[Ru"'(bpy)s]** + I > [Ru''(bpy)s]* + I (1.03)
'+ 1> 1" (1.04)
21,7 > +15 (1.05)

Equilibrium constants and relevant potentials are shown above in Figure 1.3.

In the termolecular mechanism, electron transfer has been proposed to occur in the same
kinetic step as I-1 bond formation, Equation 1.06. As shown in Figure 1.3, this reaction requires
~300 mV less driving force than the bimolecular reaction. However, termolecular reactions are

often kinetically slow due to the statistical frequency of three-way collisions.
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[Ru"(bpy)s]** + 2 1" > [Ru"(bpy)s]*" + 1" (1.06)
The concerted mechanism was first proposed by Stanbury® and Nord*® based on stopped-flow
studies. It was observed that the I" concentration dependence went from first-order at low I’
concentrations to second-order at higher I" concentrations. The concerted mechanism was evoked
to explain the transition to second-order kinetics, though the concerted formation of I, has never
been directly observed. Note that this reaction is followed by the same disproportionation
chemistry, Equation 1.05.

Since the termolecular pathway is energetically less demanding, it would be potentially
beneficial if DSSCs could access such a concerted mechanism. However, the slow kinetics
expected for a termolecular reaction must first be overcome. One strategy is to utilize ion-pairing
or other non-covalent interactions in which a single I forms an adduct with the sensitizer,
Equation 1.07. Since this adduct now acts kinetically as a single molecular entity, reaction with a
second equivalent of I" can now be considered a bimolecular reaction, Equation 1.08 (note that
photo-excitation and electron injection are assumed between Equations 1.07 and 1.08).

[Ru"(bpy)a]* + I > [Ru'(bpy)s, 17" (1.07)
[Ru"(bpy)s, 17%" + 1" > [Ru"(bpy)s]* + 1" (1.08)

Similar reaction chemistry can occur with the molecular excited state, rather than the
oxidized sensitizer. In solution experiments without the TiO, semiconductor, photoexcitation of
[Ru(bpy)s]** can lead to I" oxidation, now called photo-oxidation, Equations 1.09 — 1.11.
However, in this case, reduction by I" does not revert the sensitizer back to the ground state, but
rather generates its reduced form, Equation 1.10.

[Ru"(bpy)s]** +hv > [Ru"'(bpy)(bpy)2]** (1.09)

[Ru"(bpy)(bpy)2]** + I' > [Ru" (bpy)(bpy)2]" + I (1.10)

12



[Ru"(bpy)(bpy)2, 17"+ I" > [Ru'(bpy ) (bpy)2] " + I.” (1.11)
Investigation of photo-oxidation is aided by understanding the reaction driving force. To a first
approximation, the Gibbs free energy change for any electron transfer process, AGer, IS the
difference in the reduction potentials of the reacting species.
For electron transfer from I” to the oxidized sensitizer, Equation 1.03, the driving force
can be estimated by Equation 1.12:

AGer = E°(Ru"") - E°(1") (1.12)
where E° is the standard reduction potential for the indicated redox states. In this case, the Ru'"""
reduction potential can be directly measured and literature values for the I’ reduction potential
exist. For the excited state reaction, Equation 1.10, the excited-state reduction potentials were not
directly measured but were instead estimated using thermodynamic cycles similar to those
proposed by Rehm and Weller,* Equation 1.13:

E°(Ru"*") = E°(bpy”") + AGgs (1.13)
where E°(Ru"*") is the Ru centered excited state reduction potential, E°(bpy®") is the ligand
centered ground state reduction potential, and AGgs is the free energy stored in the excited
state.*® It should be noted that the reduction potentials are in units of voltage, while Gibbs free
energies are in units of energy. Using V and eV respectively allows a one-to-one comparison for
the one electron processes being discussed. The first approximation of the driving force for the
excited state reaction therefore becomes Equation 1.14.

AGer = E°(bpy”) + AGgs - E°(17) (1.14)
There are at least two corrections to AGet called “work terms.” One term results from a
change in the donor and acceptor geometry accompanying electron transfer and is most relevant

to covalently linked molecules.*® The second work term, here called the “coulombic work term,”
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is the change in the coulombic potential energy during electron transfer.** This can be
conceptually understood if one considers the present case of electron transfer from 1" to
[Ru(bpy)s]**. Prior to electron transfer, a coulombic attraction between the negatively charged I
and positively charged [Ru(bpy)s]** exists with an associated coulombic potential energy. After
electron transfer, the neutral iodine atom product is no longer charged and has no coulombic
attraction to the [Ru(bpy)s]” product. The lost coulombic potential energy is therefore part of the
driving force for the electron transfer. The coulombic potential energy is determined by
Coulomb’s Law, and the change in this energy is the coulombic work term, AGy, Equation

1.15:%
k
AG, = —S—EA(Z+Z_) (1.15)

AGer = E°(bpy”) + AGgs - E°(I") + AG,, (1.16)
where ke is Coulomb’s constant, € is the relative permittivity of the solvent, r is the donor-
acceptor distance, and Z.Z. is the product of the donor and acceptor charges. The full estimation
of AGer is therefore given by Equation 1.16. It can be seen from this expression that for any
system in which the product of charges becomes more positive, e.g. for a negatively charged
donor and positively charge acceptor, AG,, makes the reaction more favorable.

A simple calculation of AG,, can be performed in which the donor and acceptor are
considered to be point charges at their centers of mass. However, a more thorough analysis
involves summing the work term over every atom of the donor and acceptor. Such an analysis

requires the use of theoretical calculations, specifically Natural Bond Orbital analysis** t

0
determine the partial charges (and optimized positions) of all atoms in the donor and acceptor. In

the case of I', only the acceptor requires such a calculation, and this allows AGy, to be readily
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calculated for any desired position of I". The study of the photo-oxidation of iodide including

calculations of the coulombic work terms is the focus of Chapter 4.

1.4 The Secondary Coordination Sphere

Generally, the primary coordination sphere of a redox active center is defined as any
ligand directly coordinated to the center. The “classical” definition of the secondary coordination
sphere is any species directly coordinated to the primary coordination sphere. In the present
work, we will only be considering coordination of redox inactive metals to the primary
coordination sphere, and as such, the classical definition is sufficient. However, a more inclusive
definition of the secondary coordination sphere proposed by Harry Gray should be noted:*
“...those groups that in any way influence the orientation and/or electronic properties of ligands
directly coordinated to a metal center.” This definition is particularly useful for metalloproteins
in which reactivity and selectivity is controlled at least in part through steric control of geometry
and redox properties are tuned by various weak interactions with amino acids.

The redox properties of metal centers are generally tuned through synthetic modification
of the primary coordination sphere, but they can also be significantly influenced by the
secondary coordination sphere. Two examples that fit readily into the classical definition of the
secondary coordination sphere are the formation of Lewis acid-base adducts with a carbonyl® or
pyridyl nitrogen®® of a ligand with a boronic acid to tune the potential of a metal center. Other
examples include the incorporation of crown ethers which can bind Lewis acidic cations,
perturbing the reduction potential of a nearby metal center.*?

Secondary coordination effects can influence the reactivity of metal centers in other ways
as well. The incorporation of hydrogen bond donors into ligand architecture can aid in substrate

binding.>*®° The use of hemilabile ligands that grant access to catalytic sites upon binding of
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Lewis acids also allows reactivity to be tuned.”® Proteins make prominent use of secondary
coordination sphere effects, including the highly studied oxygen evolving complex (OEC) of
photosystem II. In the OEC, the presence of a redox-inactive calcium ion helps maintain the
cubic structure. However, replacement of this ion with other Lewis acids, notably strontium, can
maintain the structure, but results in considerable loss of activity, indicating that the calcium ion
is also responsible for tuning the reduction potentials of the nearby manganese centers.””*® In
many proteins, amino acids can serve as donors or acceptors of protons in proton coupled
electron transfer reactions. The protein scaffold can also hold reaction centers in geometries
between those optimal for different oxidation states, thereby lowering the previously mentioned
reorganization energy for electron transfer to/from the center.*

In the context of [Ru(bpy)s]**-type compounds, there has been little intentional use of
secondary coordination sphere effects to tune potentials or reactivity. Of particular interest for
this thesis is the use of secondary coordination sphere effects to tune the photo-reactivity of these
compounds. In fact, while the use of secondary coordination sphere effects is widely recognized
and used in the development of many catalyst systems, surprisingly little has been done to
incorporate these effects into excited state chemistry, e.g. photo-catalysis. However, it cannot be
stated that these effects have never been studied, though perhaps not explicitly, as it could
readily be argued that the interaction of sensitizers with TiO, or other substrates is a secondary
coordination sphere interaction. Furthermore, [Ru(bpy)s]**-type compounds have been used in

the development of photoluminescent ion sensors, >

which is based on excited-state secondary
coordination sphere interactions. Chapters 5 reports on secondary coordination sphere effects on

the excited states of [Ru(bpy)s]**-type compounds.
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2. Intramolecular- and Lateral Intermolecular-Hole Transfer at the Sensitized TiO2
Interface?

2.1 Introduction

Molecules with two or more redox-active groups have provided insights into interfacial
electron transfer reactions at semiconductor interfaces that could not have been obtained from
molecules with a single redox-active group.?® A relatively common motif used for solar energy
conversion in dye-sensitized solar cells is shown generically in Scheme 2.1. A sensitizing dye
molecule S absorbs a photon to create an excited state that initiates two charge transfer reactions:
(1) electron transfer to a TiO, nanocrystallite, and (2) intramolecular hole transfer to a covalently
linked donor.*® The net result is an interfacial charge-separated state comprising an injected
electron and an oxidized donor. Here we report a study of 10 electron donor—acceptor
compounds where the quantum vyield for intramolecular hole transfer was systematically

controlled.

Scheme 2.1 Excited-State Electron Injection and Intramolecular Hole Transfer for a Sensitizer—Linker—Donor
Compound Anchored on a TiO2 Surface.

Previous studies have shown that intramolecular hole transfer can lead to a dramatic
enhancement of the lifetime of the electron that was injected into the semiconductor.?® However,

hole transfer comes at the expense of a significant loss in free energy for which the longer
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lifetime does not always compensate. It is therefore of interest to examine whether the driving
force for hole transfer can be reduced without a loss in lifetime. Under such conditions, an
“equilibrium” like that shown in Scheme 2.2 would be expected. This is not a true equilibrium,
as recombination of the injected electron with the dye molecule is necessarily
thermodynamically favored. Nevertheless, this recombination reaction is known to require
milliseconds for completion'® while intramolecular electron transfer occurs on a sub-nanosecond
time scale,’ so a quasi-equilibrium is expected on intermediate time scales and under steady-state
illumination. Quantification of such a redox equilibrium is further complicated by the nonideal
behavior of molecules anchored to conductive surfaces.'**? To our knowledge, with the one
exception described below, no previous studies have characterized such interfacial equilibria and
examined how they influence recombination or the free energy stored in the interfacial charge

separated state as reported by the open-circuit photovoltage.

Scheme 2.2 The Interfacial Redox Equilibrium Under Study

In a recent communication,® electron transfer studies of three ruthenium terpyridyl

compounds with a tridentate cyclometalated ligand conjugated to a triaryl amine donor located at
TiO; interfaces were reported (Scheme 2.3). Light excitation of these sensitized materials led to
rapid excited-state injection with hole transfer yields that could be qualitatively predicted on the
basis of the solution reduction potentials. Surprisingly, the charge recombination rates were

insensitive to the location of the oxidizing equivalent (i.e., Ru'"" or NArs™), while the open circuit

photovoltages were consistently larger for the compound that had undergone hole transfer. The
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coincidence of redox potentials and charge recombination kinetics suggested that the interfacial
dipole moment contributed to the measured open circuit photovoltage. Herein, DFT calculations
have been employed to quantify the dipole moments before and after light excitation. A total of
10 donor—acceptor compounds with a broad range of Ru"""" and NAr;™" reduction potentials
have been characterized so that the redox equilibrium in Scheme 2.3 could be systematically
probed. In situ spectroelectrochemical results showed non-Nernstian behavior that provided new
insights into the factors that control nonideality at semiconductor interfaces. In addition, a novel
remote excited-state injection from a NAr; donor was observed under conditions where the
ruthenium center was in the formal +I11 oxidation state. This excited-state injection was followed
by rapid back electron transfer that was fast enough to compete with iodide oxidation. A lateral

intermolecular hole hopping process was identified and modeled by Monte Carlo simulations.

Scheme 2.3 Molecular Structures of the Compounds with the Indicated Ru""" (blue) and NAr;™ (red) Reduction
Potentials
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2.2 Experimental
Materials. Acetonitrile (Burdick & Jackson, spectrophotometric grade), methanol (Sigma

Aldrich, spectrophotometric grade, >99.9%), tert-butanol (Fisher Scientific), lithium perchlorate
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(Aldrich, 99.99%), tetra-n-butylammonium hydroxide (TBAOH) (1 M in methanol, Sigma
Aldrich), argon gas (Airgas, >99.998%), oxygen gas (Airgas, industrial grade), titanium(lV)
isopropoxide (Sigma-Aldrich, 97%), fluorine-doped SnO, (FTO)-coated glass (Hartford Glass
Co., Inc., 2.3 mm thick, 15 Q/sq), and glass microscope slides (Fisher Scientific, 1 mm thick)
were used. The sensitizers in this study (C1-C5 in Scheme 2.3) and their methyl ester
derivatives (abbreviated similarly as E1-E5) were available from previous studies.*®

Sensitized Metal Oxide Thin Films. Mesoporous nanocrystalline TiO; thin films were
prepared as previously described.13 The films were then immersed in C1-C5 dye solutions in
methanol with 1 equiv of TBAOH to help solubility or in E1-E5 dye solutions in 50:50 (v/ v)
acetonitrile/tert-butanol. Films were then washed with neat CH3CN and diagonally positioned in
a standard 1 cm? quartz cuvette containing LiClO4 solution (0.5 M in acetonitrile). The
electrolyte solutions were purged with argon gas for at least 30 min prior to experimentation.

UV—Vis Absorption. Steady-state UV—vis absorption spectra were obtained on a Varian
Cary 50 spectrophotometer. The experiments were performed at room temperature unless
mentioned otherwise.

Transient Absorption Spectroscopy. Nanosecond transient absorption measurements were
obtained with an apparatus similar to that previously described.** Samples were photoexcited by
a frequencydoubled, Q-switched, pulsed Nd:YAG laser [Quantel USA (formerly Big Sky Laser
Technologies) Brilliant B, 532 nm, 5—6 ns full width at half-maximum (fwhm), 1 Hz, ~10 mm in
diameter] directed 45° to the film surface. A 150 W xenon arc lamp coupled to a 1/4 m
monochromator (Spectral Energy Corp., GM 252) served as the probe beam (Applied
Photophysics), which was aligned orthogonally to the excitation light. For detection at sub-100

us time scales, the lamp was pulsed with 80 V. Detection was achieved with a monochromator
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(Spex 1702/04) optically coupled to an R928 photomultiplier tube (Hamamatsu). Transient data
were acquired on a computer-interfaced digital oscilloscope (LeCroy 9450, dual 350 MHz).
Typically 30—50 laser pulses were averaged at each observation wavelength over the range
380—800 nm for full spectrum generation, and 120—200 laser pulses were averaged for single
wavelength measurements. For the low-temperature studies (—45 °C), the sample temperature
was maintained to 0.1 °C using a liquid nitrogen cryostat (UniSoku CoolSpek USP-203-B).

Infrared Absorption Spectroscopy. Attenuated total reflectance (ATR) spectra were
obtained using a Thermo Scientific Nicolet Nexus 670 spectrophotometer. The measurements
were made under a flow of N2 gas, and the spectra were averaged over 128 scans with 1 cm™
resolution.

Electrochemistry. A potentiostat (BAS model CV-50W) was employed for measurements
in a standard three-electrode arrangement with a sensitized TiO, thin film deposited on an FTO
substrate working electrode, a platinum disk counter electrode, and a Ag/AgCl reference
electrode (Bioanalytical Scientific Instruments, Inc.) in acetonitrile containing 0.5 M LiClO,4. All
potentials are reported versus the normal hydrogen electrode (NHE). The ferrocenium/ferrocene
(Fc*/Fc) half-wave potential was measured at room temperature before and after each experiment
and was used as an external standard to calibrate the reference electrode. A conversion constant
of =630 mV from NHE to Fc*/Fc was used in acetonitrile at 25 °C.*

Spectroelectrochemistry. Steady-state UV-—vis absorption spectra were recorded in
concomitant with bulk electrolysis of a standard three-electrode cell. External biases were
applied to the sensitized TiO, thin film deposited on an FTO substrate working electrode
positioned diagonally in a 1 cm cuvette. Each potential step was held for around 2 to 3 min until

the spectrum was invariant with time and the next potential was applied.
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Data Analysis. Kinetic data fitting was performed in Origin 8.5, and least-squares error
minimization was accomplished using the Levenberg—Marquardt iteration method. For the
transient absorption spectral modeling and spectroelectrochemical determination of
concentrations of redox-active states, a method for the standard addition of known spectra,
written in Wolfram Mathematica 8.0, was implemented to realize least-squares error
minimization.

Intermolecular Hole Hopping Kinetics Simulation. Monte Carlo simulations to model the
lateral hole hopping process for C1*/TiO, at variable laser fluences were performed with
Wolfram Mathematica 8.0 and 9.0 on a personal computer (PC). Monte Carlo runs were repeated
1000 times for a single TiO, particle simulation (S/N > 1000) while 50 runs were implemented
for TiO; particle arrays (S/N > 1350). The TiO, particle arrays were settobe 2 x 2 x 2 or 3 x 3 x
3, as larger arrays could not be minimized in a reasonable time period with a PC equipped with
16 GB of RAM.

DFT Calculations. The geometry optimizations and properties calculations of the ground-
state and oxidized complexes were performed using the ADF2010.01 code.*® The calculations
were carried out using the ZORA Hamiltonian incorporating scalar (sc.) relativistic corrections®’~
20 and the triple-{ Slater basis set plus one polarization function (STO-TZP).2>?" The molecular
structures were fully optimized without symmetry constriction via analytical energy gradient
techniques as implemented by Versluis and Ziegler,? employing nonlocal correction of
exchange and correlation (XC) incorporated via the general gradient approximation (GGA)
within the BP86 functional, which is composed of the exchange functional of Becke?® and the

correlation functional of Perdew.? Solvation effects were modeled by the conductor-like
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screening model for real solvents (COSMO)*? using acetonitrile as the solvent for all of the

calculations.
2.3 Results
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