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ABSTRACT

JACOB FORSTATER: Anomalous Protein Aggregation on Nanotubular Titanium Dioxide
(Under the direction of Yue Wu)

Immobilized enzymes are widely used as catalysts in industrial chemical production, diagnostic devices, and biosensors. Immobilization improves an enzyme’s stability and creates an insoluble enzyme-based material that is easier to manipulate and recover. This is typically achieved by either covalently immobilizing enzymes to the surface of an inorganic carrier or by confining them within an inorganic scaffold. Both of these strategies are problematic – surface adsorption limits immobilization to a monolayer, while confinement prevents access to the enzymatically active site. The desired approach would be to assemble enzymes, without chemical modification, into solid enzyme-based materials with an accessible microstructure.

In this dissertation, I detail the discovery and development of an inorganic nanomaterial, titania nanotubes, that can initiate and template the non-covalent, self-assembly of enzymes into stable, micron-sized, enzyme-based superstructures which retain their native enzymatic activity.

On the basis of quantitative adsorption measurements, dynamic light scattering, and microcalorimetry, I demonstrate that this process occurs in two stages – at low enzyme concentrations, enzyme multilayers form around the nanotube; above a critical enzyme concentration the enzyme-coated nanomaterial and any additional free enzyme self-assemble into micron-sized ellipsoidal structures. The resulting enzyme-based material has enhanced enzymatic activity and contains more than 99.9% enzyme by weight.

Using solid-state nuclear magnetic resonance (NMR), x-ray diffraction (XRD), and
thermogravimetric analysis (TGA), I investigate the interfacial properties of the nanotube and similar materials and I show that this phenomenon is uniquely associated with the active anatase-(001) like surface of titania nanotubes, which contain a high density of stable, coordinatively undersaturated Ti sites on its surface.

These findings present a nanotechnology-enabled mechanism for creating stable protein-based materials and present a new route for creating such materials without covalent modification. In this dissertation I detail the assembly of these structures, the role of the nanomaterial’s surface chemistry, and the design rules suggested by these findings for creating other nanomaterial templates for biomolecule assembly.
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CHAPTER 1
INTRODUCTION

1.1 Introduction

Many proteins have evolved to self-assemble into stable, large, and remarkably complex hierarchical materials which are structurally robust, functional, and biocompatible[5, 6]. For example, in eukaryotic cells, most enzymes, which are catalytic proteins, are either spatially confined within subcellular organelles or co-localized into larger complexes with enzymes that function in tandem[7–11]. Many biochemical processes require a series of different enzymes that perform a cascade of consecutive reactions. Assembling them into larger structures has two major benefits - it improves the reaction efficiency by minimizing the diffusion of intermediate reaction products amongst the different enzymes and allows potentially toxic intermediates to be confined with the complex[11–13].

Although this strategy is useful in nature, it has been very hard to replicate. Naturally existing protein assemblies result from either confinement in a larger structure, such as the subcellular organelles, or by programmed assembly, resulting from specific structural motifs which have evolved over billions of years[14]. So far we have only been able to create structural assemblies containing proteins with specially engineered proteins[14], or by chemically crosslinking proteins with polymers that self-assemble[15] or polymerize[12, 16]. It has remained a key challenge to assemble large, stable, and functional protein structures without relying on chemical modification.

It is possible to form protein assemblies by altering the solution conditions or by in-
Introducing specific ligands. For example, proteins can form larger aggregates or assemble at elevated salt concentrations[17], under macromolecular crowding conditions[18, 19], or in the presence of a small molecule or ligand which alters the protein’s self-association properties[20–23].

Given the variety of different conditions and environments in which protein assemblies might be utilized, the desired approach would be to assemble solid protein-only materials with an accessible microstructure by utilizing specific ligands or by exploiting interfacial interactions between the protein and a engineered substrate. In fact, in recent years there has been incredible interest in understanding how material interfaces can direct protein assembly and in developing insoluble protein-based materials[24]. Such materials offer novel opportunities as biocatalysts[25], biomaterials[26], and for stabilizing and delivering biopharmaceuticals[27].

For instance, the creation of insoluble, stable, enzyme-based materials is a promising strategy for creating robust and highly selective biocatalysts[28]. Current strategies either immobilize enzymes as surface adsorbates on inorganic carriers or confine them within an inorganic scaffold. However, adsorption gives rise to very low enzyme loading capacities, limited by the monolayer coverage[29], and requires structurally modifying covalent linkages to prevent desorption[16, 30–36], while confinement often makes the enzyme inaccessible to the external molecules it is supposed to react with[12, 15, 16, 37–39]. Thus far, it has proven exceptionally difficult to assemble enzyme-based materials while preserving the near-native structure of the enzyme and the accessibility of the catalytic site.
1.2 Protein Adsorption and Interactions at an Interface

Protein adsorption at solid, liquid, and air interfaces is ubiquitous in nature[31, 40–44] and has widespread implications in a wide variety of areas including biopharmaceutical production, biocatalysis[38], and medicine, including diseases linked to protein-aggregation[36, 45–48]. It is the first step in many biological processes such as transmembrane signaling and is responsible for initiating the blood coagulation cascade[31, 49, 50]. It also plays a critical role in many modern biomedical applications, such as ensuring adequate vascularization of artificial tissue scaffolds[40].

However, despite its ubiquity, protein adsorption is a far more complicated process than typically encountered with rigid small molecules. A variety of differences exist between proteins and small molecules. For instance, proteins have a complicated and delicately balanced structural arrangement, with varying degrees of freedom, which is largely held together by non-covalent bonds[31]. Owing to multiple amphoteric surface groups they have an external charge distribution. Proteins do not simply adsorb to an interface, rather structural rearrangements can occur, which in turn, can alter surface affinities, induce surface aggregation, and alter the adsorption behavior over time[31, 40, 51].

However, experimentalists and theorists alike can take comfort that the delicate balance of interactions that occur during protein adsorption can also lead to a rich variety of undiscovered novel phenomena. This notion is appropriately exemplified by one prominent researcher[52], who referred to protein adsorption as: “...a common but very complicated phenomenon.”

In this dissertation I examine globular proteins, which are an important class of widely prevalent structural and functional proteins that are ellipsoidal-shaped and typically quite compact. Examples include insulin[53], hemoglobin[54], immunoglobulins[31], and structural protein monomers such as actin and tublin[55]. Structurally, this compactness occurs
by burying the the majority of hydrophobic (apolar) residues within the folded protein and exposing the hydrophilic (polar) residues on the external hydrated surface[31, 56, 57]. This makes them highly soluble in aqueous environments, but the dense packing decreases the conformational entropy.

Globular proteins typically have a highly ordered secondary structure. Frequently the secondary structure is dominated by $\alpha$-helix and $\beta$-sheet structures, which are stabilized by significant intramolecular hydrogen bonding between peptide units within the polypeptide backbone[31, 57]. The significant hydrogen bonding restricts the rotational mobility of the bonds in the polypeptide chains and further reduces the conformational entropy.

Hydration of apolar residues is both enthalpically and entropically unfavorable[4, 43, 58, 59]; this energetic barrier makes it particularly favorable for the protein to assume a structure which limits the hydrophobic residue exposure to water. However, approximately 40% of the hydrophobic residues will still be located on the external surface of the protein[60–62]. Thus there is a spatially dependent structure of hydrophobic and hydrophilic patches on the external surface of a protein and the interaction of a protein with a solid sorbent will critically depend on the hydrophobicity of the interface it comes into contact with[63].

### 1.3 Driving Forces for Adsorption

Typically, protein adsorption to a solid interface involves three primary phases - the transport of protein from the bulk solution to the interface[31], initial contact of the protein to the surface[44], and conformational changes and structural relaxation at the interface[61].

Strong protein-surface interactions can dramatically influence protein stability[64], moreover, it is possible for the protein to unfold into either a non-equilibrium or meta-stable state, resulting in irreversible protein adsorption or kinetically trapped arrangements[61].
There are numerous driving forces for protein adsorption at a solid-liquid interface. For spontaneous adsorption to occur, the Gibb’s free energy of the protein-sorbent system must be reduced by adsorption. The enthalpic contributions are primarily due to hydrogen-bonding[63] and electrostatic interactions[31], while entropic increases will arise from the release or rearrangement of interfacial water and counterions[58] as well as conformational changes to the adsorbed protein.

Before proceeding, it is useful to examine the basic fundamentals of how a protein might interact with a material interface and to explore the parameter space available to control or modify these interactions.

1.3.1 Solution Conditions

Proteins contain amphoteric groups on the surface with different pKa values. Thus changing the pH will alter the protein charge distribution and net charge; in turn, the proteins electrostatic attraction to or repulsion from the substrate will vary with pH[65, 66].

Along these lines, the ionic strength of the solution will tune the effective length scale of electrostatic interactions. With increasing ionic strength the charge on the protein and substrate are increasingly screened[31, 55, 67]. This typically increases the adsorption of proteins to similarly charged substrates and decreases the adsorption to oppositely charged interfaces[31]. Additionally, increased ionic strength will reduce the lateral repulsion between adjacent adsorbed proteins. This increases the packing density of proteins on the interface[43, 68]. For example, lysozyme adsorption on SiO$_2$ nanoparticles is decreased as the pH is lowered[40, 69, 70].

The specific ion will also affect the interaction. Chaotropic ions will destabilize the protein structure, which will typically result in increased protein adsorption[40], while kos-
motropic ions will typically stabilize the protein but can produce protein aggregates[40, 41]. However these trends are but guidelines; experiments show that the specific ion effects does not always follow the Hoffmeister series[40].

1.3.2 Protein Structure

Generally speaking, the protein’s composition, structure, and size broadly impact its adsorption properties. If hydrophobic residues are exposed on the protein surface, there is an energetic driving force to dehydrate these residues or prevent their exposure[57]. The exact structural motifs and cohesive structure will determine its stability and thus propensity to unfold on an interface[56]. In particular, proteins with extensive disulfide bonds will undergo less conformational change at an interface and the extent of hydrophobic dehydration will be reduced. Because hydrophobic dehydration is one of the primary driving forces for adsorption, adsorption is typically reduced for proteins containing disulfide bonds[71].

Similarly, the protein’s exact composition and structure determines which amino acids are exposed on the surface, the hydrophobicity, and the charge on the surface[17]. Larger proteins typically are more strongly adsorbed to an interface due to the increase contact area between the protein and interface[30, 31, 64].

1.3.3 Substrate Properties

The interaction between proteins and nanoparticles has been widely studied[33, 45, 72–76], and protein monolayers have been previously immobilized or adsorbed on nanomaterials such as carbon nanotubes[39], gold nanoparticles[38, 77, 78], and on metal oxide nanomaterials such as SiO$_2$[30, 79], TiO$_2$[80, 81], and ZnO[82, 83]. Here I review some of the fundamental materials properties which affect protein adsorption and briefly review
some important trends observed in recent studies.

1.3.3.1 Morphology

The size[34], curvature[32], rigidity[84], shape[31, 61], and roughness[64] of a material will impact protein adsorption. These properties are largely coupled for non-planar interfaces and isolating their individual effects is difficult. For instance, increasing the size of a spherical microparticle will decrease the surface curvature, making the surface appear more planar to an adsorbing protein. The amount of protein adsorbed per unit area is frequently increased on high-curvature surfaces, due to the reduced steric repulsion between charged, adsorbed proteins[30, 34, 85, 86].

However increasing the curvature can alter the adhesion properties of a polymer, surfactant, or protein at an interface. For example, in theoretical studies[87] of poly(3-hexylthiophene) adsorption on rutile (110), which is electrostatically attracted[88] to the interface, the polymer’s adhesion strength was significantly reduced on highly curved surfaces.

Changing the curvature can also alter the morphology of the adsorbed layers. Investigations of phosphatidylcholine lipid adsorption on SiO₂ particles showed that on highly curved surfaces, lipids will form bilayers with widely separated outer polar heads, which then interdigitate to compensate for the increased outer head group spacing and high free volume[89].

The roughness of the substrate is particularly important for utilizing materials as biomedical scaffolds. Studies of collagen, which can self-assemble in solution, showed that the morphology of the adsorbed protein, but not total coverage, depends on the roughness of substrate[90]. On smooth surfaces the collagen formed supermolecular assemblies, while on rough surfaces it did not, potentially due to differences in the protein’s surface mobility.
Deposition of nanometer-sized grains of hydroxyapatite on titanium orthopedic implants improved the adhesion of bone-forming cells (osteoblasts) and osseointegration[91].

There are differing opinions and contrasting results as to the the effect of curvature on protein stability. For instance, the native structure of lysozyme[34] and human carbonic anhydrase[32] was more retained when adsorbed to SiO$_2$ nanoparticles with higher curvatures (smaller particles). However, Ribonuclease A was found to be destabilized on high curvature surfaces and the extent of unfolding was observed to increase with surface curvature[30].

1.3.3.2 Surface Coordination, Polarity, and Interfacial Properties

Recent studies also highlight the effect of size and curvature on nanomaterial surface chemistry and exposed functional groups. As an illustration, as the size of TiO$_2$ anatase nanoparticles was progressively increased from 6 nm to 104 nm the isoelectric point (pI) progressively decreased from pH 6.0 to pH 3.0[92]. As will be discussed later, the change in the surface acidity results from changes in surface coordination resulting from defects or structural changes[93]. It is well known that increasing the presence of surface defects or undercoordinated ions, or dangling bonds can have cytotoxic effects[94, 95]. Molecular water or hydroxyl groups (resulting from dissociative adsorption) will generally replace sites where structural ligands have been lost or surface atoms removed due to defects or undercoordination[96]. These changes drastically alter the effective biological identity of the interface[10, 72].

Changes to surface hydrophobicity will impact protein affinity and interactions at the interface[31, 33, 47, 66, 71, 97–100]. Proteins typically adsorb to highly polar interfaces and studies suggest that this may facilitate protein conformational changes that increase the number of interprotein or protein-surface contacts.[31]. In particular, glycoproteins
and membrane proteins are extensively adsorbed on hydrophilic surfaces, as hydrophilic objects prefer to be oriented in a polar or ionic environment[44, 61, 84]. Significant protein unfolding typically occurs at hydrophilic interfaces. In addition to the entropic gain, this improves the ability of the protein to form ion pairs with oppositely charged surface groups at the interface and is enthalpically favored[43].

Recent work has suggested that undercoordinated transition metal ions could modify protein-protein interactions and promote protein self assembly[101–103]. This is a topic I will return to shortly.

1.4 Parameter Space

There are many possible ways to customize either a (nanomaterial) interface or protein to assemble into larger structures. In figure 1.1, I broadly classify techniques to achieve supramolecular or hierarchical structures of proteins either on their own, or by including a nanomaterial interface. Although a variety of techniques exist to assemble hierarchical protein structures, they remain limited in their scope, stability, and specificity. Moreover, techniques which rely on protein-engineering or modification are extremely limited[14] and frequently alter the structure and function of the protein of interest[12].

Clearly the least laborious and powerful route is to utilize an engineered material template or interface which can promote assembly by a gentle, non-covalent mechanism. Although non-covalent mechanisms are known[5, 77, 104], they have so far not been utilized to create large hierarchical protein-structures which are functional and in the case of enzymes, retain their catalytic activity and accessibility.

It is clear that there are a vast number of properties which one can explore. Nanomaterials are particularly useful for enzyme immobilization due to their high surface-to-volume ratios,
Figure 1.1: Examples of self-assembled or templated structures that can be achieved and the level of control or customization needed of either the material interface or the protein. (1) Proteins can be engineered with specific structural motifs and programmed to self-assemble[14] (2) Proteins are chemically grafted with block copolymers which will self-assemble into a globular protein-diblock copolymer, upon solvent evaporation[15] (3) Engineered gold nanoparticles and synthesized DNA linkers can be used to create complicated structures based on sequence specific interactions and annealing[105] (4) Amyloid fibrils of β2-microglobulin peptides induced by polymer nanoparticles[106] (5) A target protein can be captured onto an interface by chemical grafting of its binding partner (for instance Avidin-Biotin) onto a material interface[84] (6) Idealization of what is needed, maximum control of nanomaterial, minimum customization of the protein needed. Portions of illustration excerpted from sources indicated above[14, 15, 84, 105, 106]

varied hydrophilicity, porosity, unique surface chemistries, and electrical properties[77, 95, 105, 107, 108]. Furthermore, they can be easily integrated into electrical devices which exploit their chemical, optical, or electrical properties for biosensing or other detection applications[34, 80, 109].

Recent work has suggested that undercoordinated transition metal ions could modify protein-protein interactions and promote protein self assembly[101–103]. A material with a high density of undercoordinated transition metal ions could be useful for enzyme immobilization or templating the assembly of larger structures. Significant progress has been made
in the synthesis of nanomaterials with unique structures and morphologies[110] which expose and stabilize undercoordinated transition metals on the surface[107, 111–113]. These surfaces could provide a high surface area and high density of undercoordinated transition metal sites needed for such applications.

In this dissertation I report the first successful non-covalent assembly of enzymes into an insoluble solid that contains over 99% enzymes by weight and has enhanced catalytic activity. This is achieved by a novel enzyme assembly mechanism enabled by the unique, undercoordinated, surface chemistry of the TiO₂ anatase (001) surface. After introducing an extremely low concentration of TiO₂ nanotubes, which have an active anatase-(001)-like surface, into an enzyme solution, I first observe the growth of multilayer enzyme coatings on the nanotubes, followed by assembly of such enzyme-coated objects into large micron-sized structures. I demonstrate that the nanotube’s stable undercoordinated Ti sites are required for this phenomenon. Evidence indicates that an enzyme monolayer adsorbs to the nanotube surface, interacting with the undercoordinated Ti sites of the anatase (001) surface. This monolayer acts as a seed for the further adsorption, with coverages equivalent to more than 50 layers of enzyme. Finally these enzyme-coated nanotubes reach a critical size, and self-assemble along with additional free enzyme, forming larger micron-sized structures.

This, I believe, is the first report of non-covalent immobilization of extensive protein multilayers on a nanomaterial and the first report of the emergence of a self-assembled mesophase of protein-nanotube conjugates. These findings present a nanotechnology-enabled mechanism of biomaterial growth and open a new route for creating stable protein-based materials, in particular, enzyme-based biocatalysts.
1.5 Overview of Dissertation and Organization of Chapters

In this dissertation, I explore the use of inorganic materials as templates to assemble functional biomolecule assembles and I report and characterize a novel phenomenon - the self-assembly of micron-sized, catalytically active, enzyme-based materials, initiated by the surface chemistry of the anatase (001)-like surface of titania nanotubes. Here I primarily utilize a stable globular protein, Ribonuclease A, to demonstrate and characterize this phenomenon, which occurs through a process of multilayer adsorption of the protein onto the nanotube surface, forming multilayer coated enzyme-structures which subsequently self-assemble.

To the best of my knowledge, I have detailed a series of phenomena which have never been previously reported with any material, including the titania nanotube. These phenomena include extensive non-covalent multilayer adsorption of protein onto a surface, self-assembly of protein-nanotube conjugates into catalytically active biomaterials, and the non-covalent assembly of enzymes into an insoluble solid containing in excess of 99% enzyme by weight with enhanced catalytic activity.

This dissertation is guided by a series of fundamental questions and is organized as follows:

In chapter 2 I detail the the synthesis of novel titanium dioxide nanomaterials, used in this dissertation, and characterize the surface chemistry and structure of these materials through detailed measurements with x-ray diffraction, solid state nuclear magnetic resonance, thermogravimetric analysis and electron microscopies. I further detail ways to tailor the morphology and dispersion properties of the nanotubes, examine their colloidal stability, and detail their role in creating particle-stabilized emulsions.

In chapters 3 and 4, I investigate how a material with unique structural and surface prop-
erties can influence and control the orientation, structure, and morphology of biomolecules.

In **chapter 3** I characterize the adsorption of Ribonuclease A on the surface of Titania nanotubes and demonstrate that the amount of adsorbed protein vastly exceeds monolayer loading capacities. I develop a model of concentric multilayer adsorption to account for the surface coverage and examine the role of protein structure, charge, and conformation on this phenomena.

This is continued in **chapter 4**. In this chapter, I investigate the overall structure, size, and the assembly process of RNaseA-TiNT structures. Using dynamic light scattering and adsorption measurements, I show that assembly proceeds in two steps. First protein adsorbs onto the nanotube in concentric multilayers. Above a critical concentration, these protein-nanotube conjugates self-assemble with addition of free protein, forming micron-sized protein-nanotube structures. I then present a thermodynamic model of assembly and use this to understand the process of assembly. Finally, I reexamine the surface characteristics of the nanotube and how they might contribute to this phenomenon. I investigate whether these interactions occur on other materials, detailed in **chapter 2**, and detail how these findings inform the creation of other useful substrates for protein immobilization or creating hierarchical assemblies.

In **chapters 5 to 7**, I examine how the structure and function of adsorbed or assembled protein is affected by the surface geometry and coordination of the nanotube and whether functional, active, and stable non-covalent assemblies can be created.

In **chapter 5** I examine whether the significant protein adsorption or the formation of protein-nanotube aggregates is due to protein oligomerization. I also investigate the enzymatic activity of the resulting protein-nanotube hybrids and demonstrate that the self-assembled RNaseA-TiNT structures either retain or have enhanced enzymatic activity. I use this to understand the microstructure of the nanotubes. As an aside, I also examine the
cytotoxicity of the nanotubes.

In chapters 6 and 7 I review the thermodynamic basis for performing differential scanning calorimetry to investigate protein structure, stability, and interactions and subsequently use this to investigate multilayer adsorption of Ribonuclease A on titania nanotubes and the process of self-assembly. I examine the enthalpic and entropic contributions to this process and the potential implications of these findings for customizing and directing the assembly of hierarchical structures.

Finally, in chapter 8, I briefly examine this research as an entirety, assembling the understanding I have gained from previous chapters. Furthermore, I detail gaps I perceive in my current understanding of this phenomenon and suggest experiments and theory that would help to resolve these remaining questions. I further detail possible commercial and scientific applications for these findings.
CHAPTER 2
TITANIA NANOMATERIALS - STRUCTURE, SYNTHESIS, AND SURFACE CHEMISTRY

2.1 Introduction

Water is a typical solvent for both colloidal and biological systems. An understanding of the structural and dynamic properties of water at the interfaces of these materials is critical to understanding a wide variety of biophysical, materials, and interfacial phenomena. Fundamentally, interfacial water is critical to macromolecule and ion solubility[58] and biomolecule stability[10, 114–116]. The structure of interfacial water also impacts the interparticle and intermolecular forces which govern colloidal stability[117, 118] and adsorption[58, 63].

The interaction between immobilized transition metals and amino acids is a well known phenomenon[119] and non-covalent interactions between transition metal ions and protein surface residues can modify protein-protein interfacial interactions. Recent work has suggested that undercoordinated transition metal ions could modify protein-protein interactions and promote protein self assembly[101–103].

In this chapter, I characterize the structure of titania nanotubes and other anatase nanomaterials. Furthermore, using a variety of instrumental techniques, I examine the surface chemistry, morphology, and structure of these materials in an attempt to understand how we can create a material which has a high density of undercoordinated surface groups. Finally, I briefly discuss some of the unique interfacial properties of the nanotube and techniques
I have developed to modify the surface chemistry and form stable suspensions in aqueous solution.

2.2 Materials and Methods

2.2.1 Chemicals

Chromatographically purified lyopholized Bovine Pancreatic Ribonuclease A (RNaseA), titanium(IV) n-butoxide (TNBT; 97%) and Hydrofluoric Acid (HF, 48 wt% in H₂O) were purchased from Sigma Aldrich (St. Louis, MO). 1 M 2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid (HEPES) buffer (pH 7.2) and NaOH were purchased from Fisher Scientific (Hampton, NH). 32 nm anatase TiO₂ nanoparticles were purchased from Alfa Aesar (Ward Hill, MA). All chemicals were used without further purification.

2.2.2 Nanomaterial Synthesis and Processing

I created three types of anatase nanomaterial’s were create in the the laboratory. As detailed below, using commercially available anatase nanoparticles, I synthesized titania nanotubes using a hydrothermal alkaline method. The resulting nanotubes are referred to as long titania nanotubes. Subsequently, I developed two different techniques to shorten these nanotubes and improve the suspension of these nanotubes, these methods, shortening and cryomilling, are described below.
2.2.2.1 Long Titania Nanotube Synthesis

Titania Nanotubes were hydrothermally synthesized and shortened as previously described[111, 113]. Briefly, 32 nm anatase nanoparticles (4 g) were added to freshly prepared 10 m NaOH (400 mL). The mixture was then sealed in a custom made PTFE-lined stainless steel vessel and maintained at 135 °C for 72 hr. The resulting material was repeatedly washed with distilled water or HCl (0.1 m) until the supernatant reached a pH of 5 - 6. The full synthesis protocol is detailed in the appendix of this chapter.

2.2.2.2 Shortened Nanotube Production

The nanotubes were shortened by wet ball milling in a laboratory ball mill (Glen-Mills, Clifton, NJ). Approximately 50 mL of the nanotube suspension mixed with 30 g of 100 µm diameter ZrO₂ beads (Glen-Mills) in a grinding vessel and ground for 30 minutes. The grinding vessel was surrounded by a cooling bath which kept the grinding vessel temperature below 100 °C. Following ball milling, the supernatant, which contains only shortened nanotubes, was decanted and centrifuged to remove any excess grinding media. The resulting suspension was filtered through a 0.2 µm polyethersulfone membrane (PES) membrane filter (Millipore, Billerica, MA). The nanotube concentration was determined by TGA on a Q5000IR TGA or a Discovery TGA (TA Instruments, New Castle, DE).

2.2.2.3 Cryomilled Nanotube Production

"Cryomilled" nanotubes were also produced by wet ball milling in a laboratory ball mill (Glen-Mills, Clifton, NJ). Here either the nanotubes were used in the suspended form previously described or the suspension of long-nanotubes was further concentrated by pelleting the nanotubes in a centrifuge and removing the clear supernatant solution. Typically, ap-
proximately 50 mL of the concentrated nanotube suspension was mixed with 30 g of 100 µm
diameter ZrO$_2$ beads (Glen-Mills) and was placed in a grinding vessel. The grinding vessel
was surrounded with a cooling ice bath and placed inside a refrigerated room held at 4 °C
and the suspension was then ground for up to 45 minutes. Following ball milling, the super-
natant, which contains only shortened nanotubes, was decanted and centrifuged to remove
any excess grinding media. The resulting suspension was filtered through a 0.2 µm PES
membrane filter (Millipore, Billerica, MA). The nanotube concentration was determined by
thermogravimetric analysis on a Discovery TGA (TA Instruments, New Castle, DE).

2.2.2.4 Anatase Nanotiles Synthesis

Anatase nanotiles were synthesized similarly to previous publications[120]. Typically,
titanium(IV) n-butoxide (21 mL, 0.579 mol) and Hydrofluoric Acid (1.6 mL, 0.005 mol)
were combined in a PTFE-lined stainless steel autoclave and maintained at 180 °C for 24
hours. The resulting precipitate was repeatedly washed with ethanol and distilled water.
Subsequently it was dried under vacuum and calcinated in air at 400 °C for 1 hour. The
resulting precipitate was dispersed in water and dialyzed against a 500-fold excess of 25 mM
HEPES for 72 hours; the dialysate was exchanged every 24 hours.

2.2.3 Experimental Measurements

2.2.3.1 Dynamic Light Scattering and Zeta Potential Measurements

Dynamic light scattering (DLS) measurements were performed at $\theta = 173^\circ$ on a Malvern
Zetasizer Nano ZS (Malvern Instruments Ltd., Worcestershire, UK) using either a dispos-
able folded capillary cell (Malvern) or a disposable low-volume sizing cuvette (Brandtech).
Measurements were performed in triplicate at 25.0 °C and allowed to equilibrate for a mini-
mum of 120 s prior to measurement. Measurements were analyzed in software provided with the instrument using cumulant analysis, as outlined in chapter 3. Zeta potential measurements were performed in triplicate using the disposable folded capillary cell (Malvern) on a Malvern Zetasizer Nano ZS equipped with a MPT-2 Autotitrator (Malvern), vacuum degasser, and liquid filled glass combination electrode. Prior to the experiments, the electrode was calibrated with three pH buffer standards (Fisher Scientific). Automated pH titration was employed for isoelectric point measurements. Standardized HCl and NaOH solutions (Sigma Aldrich) were used as titrants.

2.2.3.2 Electron Microscopy

To prepare TEM samples, the samples were drop deposited onto a 300 Mesh lacey carbon grid (Ted Pella, Redding, CA) and allowed to dry in air. High-resolution TEM imaging was performed at either 180kV or 200kV on a JEOL 2010F-FasTEM. Images were acquired using a 2k x 2k Gatan CCD bottom mount camera. SEM imaging was performed on a Hitachi S-4700 field emission SEM at 5kV and a FEI 600 Helios NanoLab DualBeam at 15 kV. Where indicated, prior to imaging at 15 kV, a 2.5 nm thick layer of Au/Pd was sputtered onto the sample in an Argon plasma (Cressington Scientific Instruments Ltd, Watford, England).

2.2.3.3 Thermogravimetric Analysis

Anatase nanomaterials were dried in a vacuum oven (Yamato ADP-21, Yamato Scientific America Inc., Santa Clara, CA) at 50 °C overnight and equilibrated under ambient conditions (RH ≈40%) for a minimum of 30 days. TGA was performed with a Discovery TGA (TA Instruments, New Castle, DE) in platinum pans.

Except where indicated, measurements were performed at 10 °C min⁻¹ from 45 °C to
600°C using a dry nitrogen atmosphere with a constant flow rate of 10 mL min⁻¹

2.2.3.4 X-Ray Diffraction

Samples were dried in a vacuum oven (Yamato ADP-21, Yamato Scientific America Inc., Santa Clara, CA) at 50°C and the dry pellet was gently broken up using a mortar and pestle. XRD was performed on powder samples using a Rigaku Multiflex XRD with a monochromatic Cu 40 kV/40 mA beam source (λ=0.154 05 nm). Acquisitions were taken at 0.25 ° min⁻¹ with a resolution of 0.02°.

2.2.3.5 Solid-State NMR

¹H solid-state nuclear magnetic resonance (NMR) measurements were performed on a 9.4 T (400 MHz) 89 mm magnet (Agilent, Wilmington, DE) with an 18 channel shim (Magnex, Oxford, UK), which was used to remove significant magnetic field inhomogeneities. Shimming was performed at the field center on a 10% H₂O/90% D₂O sample until the 4.9 ppm water peak was symmetric and had a FWHM < 0.5 ppm. Spectra were acquired using either a 2.0 mm or 2.5 mm double-resonance magic angle spinning (MAS) probe (Revolution NMR, Fort Collins Co.) using either a 2.0 mm or 2.5 mm diameter Zirconia spinners with a nominal volume of 11 µL with either Kel-F or Torlon caps and spacers, and Torlon drive caps (Revolution, NMR). The probe was interfaced with a Tecmag Apollo Spectrometer (Tecmag, Houston, TX) and SU-24 shim power supply unit (Tecmag) and a 500 W broadband power amplifier (CPC Inc, Hauppauge, NY).

MAS was driven by compressed dried air which was fed from the building’s air handling supply. The air was desiccated and filtered down to 0.1 µm to remove any dust particulates, moisture, or oil. It was then fed into a 120 gallon air ballast, held at 90 PSI. This air was supplied to a high-flow rate non-relieving regulator, across which the pressure was dropped
65 PSI and fed into the individual regulators controlling the MAS gases. This was used to ensure adequate supply of dry air for the MAS and to minimize pressure fluctuations resulting from changes in the buildings air supply.

The MAS speed was first manually set by adjusting the pressure of the drive and bearing gases and monitored by a fiber optic tachometer (Revolution NMR). Subsequently, the speed was automatically controlled by varying the flow rate of the drive gas using a mass flow controller (MassTrak 810, Sierra Instruments, Monterey, CA) coupled with a computer-controlled feedback circuit (MAS Spin-Speed Controller, Revolution NMR). The proportional, integral, and derivative (PID) parameters for the controller were set using a powder-filled spinner prior to the start of experiments. In a typical experiment, the mean spinning speed was within 0.2 Hz of the set point (typically 26 kHz) and had a standard deviation of less than 2 Hz.

The sample rotation angle was set to the magic angle, $\theta_M = 54.74^\circ$ by spinning a rotor filled with KBr (Sigma Aldrich) and examining the $^{79}$Br resonance. The deviation from the magic angle was set to extend the rotor echos beyond 8 ms and was quantified in the frequency domain by the ratio of the height of central peak to the second spinning sideband. The angle was adjusted until the ratio was less than 20, which corresponds to an approximate deviation of 0.1$^\circ$ from the magic angle, 54.74$^\circ$.

The resonant frequency, power levels, and pulse widths were calibrated prior to experiments using the proton resonance from 10% H$_2$O/90% D$_2$O and optimized under MAS using either Hexamethylbenzene or Adamantane (Sigma Aldrich). The exact parameters for specific experiments and measurement methods are detailed within the chapter.
2.3 Titanium Dioxide

Titanium(IV) dioxide (TiO$_2$ or titania) is a naturally occurring metal oxide which forms three major crystal polymorphs under natural conditions: rutile, anatase, and brookite[121]. Both rutile and anatase are widely used in consumer products — as opacifier or white pigment in paint, cosmetics, food coloring, and as a thickener[122].

TiO$_2$’s modern prevalence is largely related to its high refractive index and high UV-absorbance. These properties have contributed to its widespread use as a sunscreen and as a UV-blocking additive for polymers. Furthermore, titania, especially anatase, is an excellent photocatalyst[123] and is widely used in solar cells and for other photocatalytic applications[107]. Among the three different crystal polymorphs, commercially available titania nanoparticles are most commonly anatase[111].

Anatase has a tetragonal unit cell of dimensions $a=b=3.782$ Å and $c=9.502$ Å, with a bulk structure shown in Figure 2.1, and belongs to symmetry group D$_{4h}^{19}$/I4$_1$/amd. The unit cell is essentially formed by a distorted octahedral configuration consisting of a titanium surrounded by six oxygen atoms. The equatorial bond between the oxygen and titanium is 1.94 Å, while both of the apical bonds, which form along the [001] direction are elongated to 1.98 Å[124]. The corner-sharing octahedra form the (001) planes. The edges formed by these octahedra are connected to the octahedra below; this stacking results in purely threefold coordinated oxygen[121].

2.4 Structure of Titania Nanotubes

The titania nanotube is formed from a delaminated anatase basis, exposing a surface which is dominantly made up of stable undercoordinated titanium sites. Its unique surface
Figure 2.1: (Left) The bulk structure of anatase is formed by a distorted octahedral configuration of titanium and oxygen. The structural anisotropy is highlighted by the differing apical and equatorial bond lengths. (Right) The Wulff construction of anatase approximates the equilibrium crystal shape and crystal plane exposure. The minority surface of anatase the (001) plane is shown at the top, figure after Vittadini et al.[125].

chemistry has been well documented[111, 112]. As illustrated in figure 2.2, this is formed by cleaving the anatase unit cell through the apical bonds, along the [001] direction, at 0.65 of the unit cell height. As seen in figure 2.3A, this unit is then stacked along the [001] direction with an interlayer spacing of 8.7 Å, with each layer shifted by half a unit cell in the [100] and [010] directions to account for the glide shift between layers observed in previous TEM studies[111]. Curving the delaminated anatase (001) surface around the [010] axis (figure 2.3B), results in a loss of registry between adjacent layers, which agrees with the experimentally observed glide shift. The resulting nanotube has an approximate inner diameter of 6 nm. It is typically 3-4 layers thick, and has an approximate outer diameter of 12 nm.

The surface coordination of the delaminated anatase unit differs from the clean anatase-(001) surface. The exact implications of this will be discussed later in this chapter. On the clean anatase-(001), the surface Ti groups are all five-fold coordinated and bonded to 2-fold coordinated bridging oxygens[125]. As seen in figure 2.3C, similarly to the clean anatase-(001) surface, all of the exposed Ti on the nanotube surface are 5-fold coordinated, however here half of the surface oxygen groups are now 3-fold coordinated, while half remain 2-fold
Figure 2.2: Structure of bulk anatase and delaminated anatase vacuum slab used in simulations, where titanium is represented by grey balls and oxygen by red balls. The different shades of red and grey are only used to visually highlight the region which is cleaved. (A) Structure of bulk anatase, the equatorial bond length (1.94 Å) and apical bond length (1.98 Å) are indicated. The dashed blue bounding box indicates bonds cleaved to form delaminated anatase unit used in simulations. Bulk anatase is cleaved through the apical bonds, along the [001] direction at 0.65 of the unit cell height. (B) a vacuum slab of the delaminated anatase unit used in simulations. The vacuum size height was fixed at 8.7 Å and centered around the cleaved slab to match the experimentally observed interlayer spacing.

This model is in agreement with experimentally observed TEM imaging. As seen in figure 2.4, TEM imaging shows elongated structures with 3-4 walls with an interlayer spacing of 8.7 Å; the nanotubes are open at the ends. Typically, the inner diameter measured by TEM ranges between 4 nm to 5 nm.

In figure 2.5, I show the experimental XRD pattern of the nanotubes along with simulated XRD patterns the delaminated anatase unit cell, (shown in figure 2.5A), and the nanotube model constructed from this (shown in figure 2.5C). I performed the simulations in Accelrys Materials Studio using the Reflex Powder Diffraction module at a step size of 0.2°. Without applying constraints, the simulation is performed by assuming that the unit cell repeats infinitely in all directions. For the nanotubes, this would physically equate to an
Figure 2.3: Structure of delaminated anatase unit cell and construction of nanotube. (A) DA unit cell is (B) curved around the anatase [010] axis, resulting in a loss of registry between adjacent layers, as indicated by the dashed lines which show the distortion of the crystal planes parallel to the nanotube axis. The glide shift between layers is $78^\circ$. (C) The exposed surface contains both 2-fold and 3-fold coordinated oxygen on the surface.

Figure 2.4: TEM imaging of long nanotubes. (A) the open end of nanotube is outlined in red and shown in (B) Measurements of the interlayer spacing and inner diameter are shown in (C).

Effectively this equates to the difference between examining a single crystal with XRD versus a polycrystalline sample. Therefore, I performed the simulations by imposing constraints to approximate the physical size of the crystallite "grains" observed[111]. The
Figure 2.5: XRD of titania nanotubes. Simulated XRD pattern of delaminated anatase structure, and nanotube made out of delaminated anatase. The experimental XRD of the nanotube is shown at the bottom. The large peak centered around 60° is a result of the amorphous silicon sample holder used in diffractometer. The corresponding crystal planes based on the structural model are indicated at the top.

The crystallite size of the delaminated anatase unit was constrained to the typical width of the 4 layers (5 nm) in the [001] direction, while the crystallite size of the nanotubular model was constrained to match the diameter of the tubular unit cell (14 nm) and typical length observed in TEM (500 nm). Despite this the simulated XRD peaks are significantly narrower than the experimentally observed peaks. This occurs due to the finite size and polydispersity of the nanotubes examined with XRD as well as the instrument resolution (FWHM=2.1°).

The low angle XRD peak at 2θ=10.2° corresponds to the observed interlayer spacing of 8.7Å. The (010) peak is absent due to the structure factor selection rules for anatase, which cancel the (010) reflection[112]. In the DA model, the peaks at 2θ=24° and 2θ=28° correspond to (101)/(011) and (103)/(013) planes, respectively. However, curvature removes the registry between parallel layers along the circumference. This distorts or eliminates the
peaks associated with these atomic planes. Specifically this is manifested by the elimination of the (101) and (103) peaks, whose registry occurs across layers in the [100] directions in the DA unit cell. The (011) and (013) planes remain in the tubular model, but the registry now occurs along the axis of the tube. The resulting parallel, but curved planes contribute to the broad reflections seen at $2\theta=24^\circ$ and $2\theta=28^\circ$. Similarly, the (200) planes, which are parallel to the curvature, lose their coherence in the tubular model, while the (020) planes, which are perpendicular to the curvature, are unaffected.

### 2.5 Controlling the morphology and dispersion of Titania Nanotubes

There has been significant interest in developing a facile route to control the aspect ratio of titania nanotubes[83, 111, 112, 126–129]. Although the use of structure-directing agents[107, 128] or alternative synthesis routes[130] can yield alternative morphologies or structures, they have been unable to replicate the unique surface chemistry of the titania nanotube[120, 131]. Therefore, it is useful to develop and characterize post-synthesis processing techniques which can modify the morphology, aspect ratio, or dispersibility of the nanotubes. Furthermore, it would be highly desirable to do so without chemical modification or the addition of surfactants, as is needed with many other nanomaterials[132].

#### 2.5.1 Shortened Titania Nanotubes

Many possible applications demand uniform stable suspensions of the nanotubes under aqueous conditions. The synthesized nanotubes have a typical length between 1 µm to 3 µm and in an aqueous environment they rapidly sediment to the bottom of the sample container. In SEM imaging of the sediment, I observe large intertwined aggregates of nanotubes, suggesting that the formation of larger aggregates may cause the nanotubes to sediment.
To improve the dispersion and create a more uniform solution of the nanotubes, I utilized wet mechanical ball milling, as detailed in the experimental section. An aqueous suspension of the nanotubes and large Zirconia beads were loaded into a modified blender, which was kept below 100 °C to prevent unraveling of the nanotubes or other structural phase transitions which occur at elevated temperatures[133]. The impact between the relatively fragile nanotubes with each other and the large Zirconia beads leads to mechanical attrition of the nanotubes and yields a good dispersion of nanotubes with a typical length of approximately 100 nm, shown in figure 2.6 and figure 2.7. As seen in figure 2.8, the shortened nanotube retains the characteristic XRD peaks of the longer nanotube, however the peaks here are broadened due to the decreased crystallite size.

![Figure 2.6: TEM imaging of shortened titania nanotubes.](image)

The resulting dispersion appears polydisperse. A monodisperse dilute nanotube solution, of lengths L < 120 nm, would not appear polydisperse (optically polydisperse). Optical polydispersity would result from collective diffusion effects which occur at higher concentrations (c.f. Buitenhuys et al[134]). Therefore, to improve the dispersion and remove any remaining aggregates, I filtered the resulting solution of shortened nanotubes through a 0.2 µm membrane filter. Dynamic light scattering of the suspension before and after filtering, as seen figure 2.9, shows that filtering the suspension significantly reduces the polydispersity and also results in a highly stable dispersion. For example, the inset of figure 2.9 shows a filtered suspension which was allowed to sit untouched for over 6 months, the picture clearly shows no detectable sediment.
**Figure 2.7:** SEM imaging of short nanotubes. The yellow box in (A) indicates the approximate region shown in (B)

### 2.5.2 Cryomilling

The shortened nanotube suspensions typically had a concentration of TiNT in the range of \(1 \text{ mg mL}^{-1}\) to \(2 \text{ mg mL}^{-1}\). For studying this interaction between the nanotube and biomolecules this far exceeds the needed concentrations. However for other applications of the nanotubes investigated in our group significantly higher concentrations are needed. Therefore, I developed a new method for improving the dispersion of higher concentrations of nanotubes. Hereafter this will be referred to as ”cryomilling.”

It is critical that the temperature of nanotube suspension during ball milling not exceed approximately \(100 \, ^\circ \text{C}\). Above this temperature, the nanotubes unravel into planar sheets of hydroxylated anatase-(001)[111]. Significant heat is generated by the collisions between the nanotubes, grinding media, and the sample container wall, as well as by motor used to turn the blade. Without cooling, the chamber temperature raises approximately \(10 \, ^\circ \text{C} \text{ min}^{-1}\). Due to the low thermal conductivity of the polymer grinding chamber, adding an ice cooling...
Figure 2.8: XRD of shortened titania nanotubes. The XRD spectrum of the shortened nanotube retains the primary peaks found in the nanotube. For comparison, the long (unshortened) nanotube spectrum is shown as well as the simulated XRD pattern of delaminated anatase structure and the nanotube made out of delaminated anatase. Again, the large peak centered around 60° is a result of the amorphous silicon sample holder used in diffractometer. The corresponding crystal plane assignment based on the structural model is indicated at the top.

bath around the sample container is only able to reduce the heating rate slightly, to approximately 4 °C min⁻¹ to 8 °C min⁻¹. This required that the temperature and ice bath constantly monitored and frequently changed out. Furthermore, the motor on the blender apparatus frequently overheated, forcing me to halt the grinding.

Increasing the nanotube concentration within the ball milling chamber increases the number of nanotube-nanotube collisions and significantly improves the efficiency of shortening[135]. Although this improves the yield the necessary ball-milling time was not noticeably reduced. Therefore to ensure that the temperature of the motor and chamber did not overheat, I placed the sample container within a walk-in refrigerated room (4 °C). Optimizing this protocol both improved the apparent size dispersion of the nanotubes and
Figure 2.9: Dynamic light scattering of shortened nanotubes after ball milling (orange) and after filtering the suspension through a 0.2 μm PES filter. (Inset) Picture of filtered shortened nanotube dispersion after sitting untouched for over 6 months.

Figure 2.10: Images of the solution formed by traditional shortening (grinding) versus improved cryomilling process.

yield as compared to the previous shortening process, resulting in nanotube concentrations upwards of 60 mg mL⁻¹ to 80 mg mL⁻¹, as seen in figure 2.10. Furthermore, it facilitated the use of larger 350 mL grinding containers, which improved the overall production rate.

TEM imaging of the cryomilled nanotubes (CM-TiNT) , as seen in figure 2.11, does not reveal any significant structural or morphological differences between the shortened nanotubes and the cryomilled nanotubes. Due to the increased concentration the density of nanotubes on the TEM grids was significantly higher. In the TEM imaging, I have
Figure 2.11: TEM imaging of cryomilled nanotubes. Box in (E) shows region examined in (F).

highlighted one region where a potential change is observed. Figure 2.11F shows a region with a large number of parallel lines. The lines here have the same interlayer spacing as the nanotube’s walls, however the inner diameter of the nanotube, which would appear as a 5 nm gap, is clearly absent. Comparing the images in figures 2.11B and 2.11F, this image suggests that the increasing collision rate may produce some nanosheets, which typically are produced only at elevated temperatures[111].

2.6 ζ-Potential and Origin of Surface Charge on Titania Nanotubes

In aqueous media, metal oxides can obtain a surface charge by ionization of amphoteric surface groups or by the preferential adsorption of ions in solution[136]. The ionization of amphoteric surface groups is pH dependent. Dissociatable surface groups will release or take up a proton (H⁺ ion) depending on the solution pH, or can interact with immersed
H\(^+\) or OH\(^-\) ions. For a typical metal oxide, charging is typically caused by binding or dissociation of H\(^+\) according to:

\[
-M - OH_2^+ \xleftrightarrow{K_+} M-\text{OH} \rightarrow M-O^- + H_2O
\]  

In an electrolyte solution, the surface charge resulting from this process is compensated for by a counterion layer that forms around the surface. This layer, called the electric double layer (EDL), consists of a compact interfacial layer of charge and diffuse ion layer surrounding this. While a variety of models exist to approximate the potential distribution and dynamics at the interface, it is instructive to follow the approach of Stern[137]. In Stern theory, the double layer is divided into two parts – an inner layer consisting of immobilized ions which are directly adsorbed to the surface of the material, called the Stern layer, and an outer diffuse layer called the Guoy-Chapman layer, which consists of mobile ions that obey the Poisson-Boltzman equation.

Experimentally, measurement of the charge on the surface is quite challenging[136], however a variety of methods exist to measure the electric potential at the interface between the immobile Stern layer and the mobile diffuse layer. This potential is defined at the ζ potential.[138]. The point at which the ζ-potential is zero is defined as the isoelectric point (pI) . The concentration of potential-determining ions here provides an instructive way to compare materials and broadly examine the charge of the interface in solution[1].

I determined the zeta potential using phase-analysis light scattering[118]. Briefly, this technique determines the electrophoretic mobility of the nanotubes by examining the phase of light scattered off the nanotubes under a known applied field. Although on a primitive level the zeta potential can be determined from these measurements with the Smoluchowski equation[139] more advanced theory has been developed to provide a general relationship between the electrophoretic mobility and the zeta potential[118, 136, 139, 140]. These
models are implemented into measurement software.

In figure 2.12, I show measurements of the $\zeta$-potential as a function of pH of two different batches of shortened titania nanotubes. The approximate isoelectric point is determined from a linear fit of the points adjacent to $\zeta=0$ mV. These measurements reveal that the nanotube has an isoelectric point of approximately pH 2.7 - 2.8. This value is significantly lower than most previously published reports on anatase microparticles and nanoparticles. No consensus exists for the isoelectric point of anatase in general and it does appear to vary significantly with the history and preparation of the particle. For comparison, in figure 2.13, I plot a histogram of 72 different published measurements[1]. The isoelectric point occurred at a mean pH of 6.0 ± 0.7.

![Figure 2.12: Zeta potential of two different batches of shortened titania nanotubes as a function of pH. The isoelectric point (pI) is approximately pH 2.7 to 2.8. (Left) Measurements over entire range of pH values examined (Right) Plot of the same data over a narrower pH region.](image)

The low isoelectric point exhibited by the nanotube could result from increased lattice defects[140, 141] or the result of an increased number of acidic surface groups. This will be examined more in depth later in this chapter through NMR measurements.

In figure 2.14, I show zeta potential measurements of two different batches of cryomilled nanotubes and compare this with one of the short nanotube batches. All three exhibit similar zeta-potential as a function of pH. Furthermore, the cryomilled and shortened nanotubes
both have similar isoelectric points, varying between pH = 2.7 - 2.9, suggesting that the surface groups which contribute to the acid-base properties of the nanotubes remain intact. This is illustrated by the stability of the suspension as a function of pH, as seen in figure 2.15. The zeta potential is a good indicator of the colloidal stability of a particulate suspension[136]. At zeta potentials with a magnitude greater than 30 mV, suspensions are typically resistant to flocculation or aggregation due to the strong Coulombic repulsion between the particles. In figure 2.15, this is illustrated by increasing sediment formation below pH 5.2.

**Figure 2.13:** Histogram of different published isoelectric points for anatase (N=72). The average pl was 6.0 ± 0.7. Published values were accumulated from[1].

**Figure 2.14:** Zeta potential of two different cryomilled batches (filled circles) shown with shortened nanotubes (open circle) as a function of pH. Figure highlights similar behavior and isoelectric point occurring at approximately pH 2.7-2.9.
2.7 Pickering Emulsions of Cryomilled Nanotubes

Titanium dioxide nanotubes have numerous applications in petrophysical applications, including use as a dielectric contrast agent. In investigating some of possible applications, most of which is not detailed in this dissertation, I examined whether the cryomilled nanotubes would migrate to or aggregate at the oil-water interface.

I added kerosene or toluene to a dilute suspension of cryomilled nanotubes, as illustrated in figure 2.16. After briefly agitating the solution, I discovered that a large amount of nanotubes appeared to transfer to the oil phase. This was not observed in control samples. A stable water-in-oil (w/o) emulsion formed in the oil phase and contained 50 µm to 70 µm wide water droplets in the oil phase, as seen in figure 2.17. Deemulsion occurred slowly and after 1 year a majority of the emulsion remained intact. The large droplet size (> 1 µm), high volume fraction of the disperse phase, and metastability are characteristic of macromelusions[138].

Oil and water are immiscible due to the high surface tension difference between them. Agitation can briefly form a dispersion, but once agitation is removed, the oil and water individually coalesce to reduce their total interfacial area and leads to complete phase separation[136]. In figure 2.17, I observe a continuous oil phase with a disperse water
Figure 2.16: Illustration of sample composition used in investigations of oil-water interfacial aggregates.

Figure 2.17: The adsorption of cryomilled nanotubes at the oil-water interface forms a highly stable water-in-oil emulsion. Shown at right, the emulsion is still intact after sitting for over 1 year.

Figure 2.18: (Left) Illustration of a TiNT-stabilized water-in-oil Pickering emulsion. (Right) Illustration of a particle of radius $R$, at the oil-water interface. Labels refer to interfacial tension, $\gamma$, between the p(article), o(il), and w(ater) phases.

phase. These emulsions only formed in the presence of the cryomilled nanotubes. Particle stabilized emulsions, called Pickering emulsions, can form when interfacial tension between the particle and each of the individual immiscible liquid phases is smaller than the interfacial tension between the two different liquid phases[142], as illustrated in figure 2.18
Adsorption of the nanotube to the oil-water interface eliminates an area of the interface between immiscible phases[142, 143]. This is clearly seen by a back of the envelope derivation. Consider a particle of radius, R, which is adsorbed at the oil-water interface. In terms of the contact angle, \( \theta \), between particle/water and particle/oil interfaces, the planar area of the oil-water interface that is eliminated by the presence of the particle is:

\[
A_e = \pi R^2 \sin^2(\theta) = \pi R^2 (1 - \cos^2(\theta)) \tag{2.2}
\]

Let us assume that R is small enough such that we can neglect gravity and assume that the oil-water interface is planar and designate the surface tension between the different interfaces, \( \gamma \), with subscripts o(il), w(ater), and p(article).

Therefore the energy required to remove a particle from the interface into the oil phase will be:

\[
E = 2\pi R^2 (1 + \cos(\theta)) (\gamma_{p/o} - \gamma_{p/w}) + \pi R^2 (1 - \cos^2(\theta)) \gamma_{o/w} \tag{2.3}
\]

Relating the surface tensions by the Young-Laplace equation[144]:

\[
\gamma_{p/o} - \gamma_{p/w} = \gamma_{o/w} \cos(\theta) \tag{2.4}
\]

The energy change simplifies to:

\[
E = \pi R^2 \gamma_{o/w} (1 + \cos(\theta))^2 = \frac{\pi R^2}{\gamma_{o/w}} \left( \gamma_{o/w} - (\gamma_{p/w} - \gamma_{p/o}) \right)^2 \tag{2.5}
\]

It is clear from this back fo the envelope calculation that if the \( \gamma_{p/w} - \gamma_{p/o} > \gamma_{o/w} \), it will be favorable for the particle to be held at the interface. As an aside the cryomilled nanotubes form stable w/o pickering emulsions over a wide range of pH values, as seen in figure 2.19.
Figure 2.19: pH stability of water/kerosene pickering emulsions formed with cryomilled nanotubes. (Top) prior to agitation (bottom) 1 hour after agitation.

Figure 2.20: Illustration of the surface structure and chemistry of the anatase surfaces exposed on the nanotubes, nanosheets, and nanoparticles and the degree coordinative saturation of the exposed Ti and O groups.

2.8 Other Anatase Nanomaterials

2.8.1 Anatase Nanoparticles

Anatase nanoparticles are used at the precursor material for synthesizing the nanotubes. The nanoparticle surface is largely made up of the highly stable and inactive (101)
surface [145], as illustrated in figure 2.20. The nanoparticles have an average particle size of 32 nm, but are quite polydisperse, as seen in figure 2.21A. The regular atomic pattern observed in TEM (figure 2.21B) highlights the crystalline nature of the nanoparticles. The nanocrystalline structure of the nanoparticles is further evidenced by the clear diffraction peaks observed in selected area electron diffraction (SAED) measurements, which would appear as broad diffuse rings if the nanoparticles were amorphous [146]. XRD of the nanoparticles, shown in figure 2.22, agrees well with the indexed pattern and intensities of anatase [2].

![TEM imaging of anatase nanoparticles. The region shown in (C) was used to obtain the electron diffraction pattern shown in (D).](image)

**Figure 2.21:** TEM imaging of anatase nanoparticles. The region shown in (C) was used to obtain the electron diffraction pattern shown in (D).

### 2.8.2 Anatase Nanotiles

Anatase nanotiles were synthesized by a solvothermal method, as detailed in the experimental section. Hydrofluoric acid is used as a capping agent and stabilizes thermodynamically unstable \{001\} facets during growth [120, 147]. This produces thin planar tiles of anatase with a fluorinated surface. The fluorine groups can be removed and re-
placed with hydroxyl groups by calcinating the surface in air. The size and aspect ratio of the resulting material is altered by changing either the reaction temperature or the ratio of the reactants[120, 148], however the surface chemistry is unaltered. In figure 2.23, TEM imaging of nanotiles reveals approximately 80 nm x 80 nm rectangular sheets with a lattice spacing of 2.34 Å. The XRD spectrum, shown in figure 2.22, contains ten well-resolved peaks which are indexed to the crystal structure of anatase. Noticeably absent are the characteristic diffraction peaks of rutile occurring at 27° and 31°. The resulting material is unambiguously pure anatase.

2.9 Surface Chemistry and Hydration of Anatase Nanomaterials

The interaction between a metal oxide surface and water molecules is crucial to understanding the surface chemistry of metal oxide. When water molecules come into contact
Figure 2.23: TEM images of nanotiles at different magnifications. Arrows drawn in (C) show the lattice spacing, 2.34 Å, which corresponds to the spacing between different (001) planes in the anatase crystal.

Figure 2.24: Illustration of the different mechanisms by which water can interact with a metal oxide surface.

with the surface, they adsorb, forming a hydration layer. Subsequently, hydrogen present on the water will orient towards the surface oxygens, and physadsorb, forming a weak hydroxyl group without dissociation, as seen in figure 2.24

Hydroxyl groups formed by this process can be coordinated to one or more metal groups on the surface. Multiple types of hydroxyl groups can form on the metal-oxide surface, depending on the different numbers of metal atoms nearby. Bridging hydroxyl groups where the hydroxyl is coordinated with two metal atoms are more acidic than a terminal hydroxyl, which is only coordinated by one metal atom, as illustrated in figure 2.24.

The types of surface hydroxyl groups present on the surface will depend on the acid-base properties of the surface sites, their density, and the ion exchange properties of the surface[93, 140, 145, 149–153]. There have been many detailed theoretical studies of
the behavior of water on different anatase crystal surfaces[125, 126, 145, 150, 151, 154–165]. These models have considered the effect of different levels of coverage[125], surface reconstruction[150, 166], and different possible morphologies of the anatase (001) surface[126, 150].

On the clean anatase (001) surface, the surface Ti groups are all five-fold coordinated. This coordinative undersaturation makes them highly reactive, resulting in a very high surface energy. On the clean anatase (001) surface, water spontaneously dissociates and adsorbs up to half of the Ti groups. This dissociative adsorption hydroxylates the undercoordinated Ti groups and reduces the surface energy. Above half-monolayer coverage, water molecularly adsorbs by hydrogen bonding with surface hydroxyl groups[125]. On the other hand, the anatase (101) surface, which is found on anatase nanoparticles consists of octahedral 6-coordinated Ti groups exposed on the surface. A limited number of 5-coordinated Ti sites can exist on the surface of the nanoparticle as defect sites, resulting from lattice disorder and corner defects[151]. Except at defect sites, water is found to molecularly adsorb on the anatase (101) surface[125, 145].

The distinct water adsorption behavior of the different anatase surfaces and morphologies provides a unique route to examine the surface chemistry of the different nanomaterial morphologies I have previously discussed. Previous studies by my colleagues on the hydration of the nanotubes[111] unambiguously showed that the titania nanotube surface is in fact anatase - (001) like, following the predicted surface hydration behavior[125]. In follow up studies with my colleagues, I examined the chemisorption of methanol[113], another probe molecule for which there are significant predictions[162]. Here I further confirmed that the surface of the titania nanotube contains stable undercoordinated five-fold coordinated Ti sites which contribute to its remarkable catalytic activity.
2.9.1 Thermogravimetric Analysis

Thermogravimetric analysis (TGA) of the nanoparticles, nanotiles, and nanotubes, following their exposure to ambient conditions, clearly highlights their different hydration properties. As seen in figures 2.25 and 2.26, the nanotubes exhibit only a single weight loss between 50 °C to 150 °C, corresponding to the loss of molecularly adsorbed water[111]. On the other hand the nanotiles have two different distinct weight losses, one occurring between 50 °C and 100 °C, corresponding to the evaporation of bulk water, and an additional weight loss near 275 °C, due to the removal of the surface hydroxyl groups[158, 163], clearly seen in the derivative curves in figure 2.26.

The extensive weight loss observed in nanotube’s may be a result of slightly differing sample preparation techniques, the nanotubes were dried at in an oven at 105 °C rather than under vacuum at 50 °C. However, it is more likely a result of the nanotube’s significantly larger water-accessible surface area. The nanotube’s water-accessible surface area (for a 4-layered nanotube) is approximately 500 m² g⁻¹, while the nanoparticle and nanotile have accessible areas of 45 m² g⁻¹ and 80 m² g⁻¹, respectively.

In contrast, the nanoparticle weight linearly decreases between 50 °C and 300 °C.
Figure 2.26: (Left) TGA (top) and DTA (bottom) curves of different anatase nanomaterials which were equilibrated under ambient conditions. (Right) DTA Curves of nanotiles and nanoparticles.

Anatase nanoparticles typically contain a large number of defect sites on the low-energy (101) surface and frequently expose a variety of additional crystal facets[147]. The continuous loss is consistent with the large number of energetic environments on the nanoparticle surface and the removal of molecularly adsorbed water with different hydrogen bonding configurations.

2.9.2 Solid State NMR

High-resolution $^1$H solid-state NMR is an extremely useful technique for examining the surface hydroxylation of the different nanomaterials. It is well known that the acidic surface sites that donate protons to adsorbed molecules are critical to heterogeneous catalyst function. NMR has been widely used to detect the presence of accessible hydroxyl groups,
their specific acidity, and to elucidate the structure and composition of zeolites and other porous materials[153, 167].

In solution-state NMR, the rapid diffusion of molecules in solution effectively averages any orientational dependence of the shielding or dipolar coupling tensors with respect to the applied magnetic field over the NMR timescale. However in most solids these tensors are not sufficiently averaged over the timescale of a measurement and the spectra are significant broadened. Furthermore, the typical linewidth frequently exceeds the chemical shift differences between individual lines and effectively masks individual resonances.

However to first order, the anisotropic components of the chemical shift and dipolar coupling have the same orientational dependence. For instance, for a spin-$\frac{1}{2}$ multispin system consisting of homonuclear-coupled spins, $I$ and $S$, connected by internuclear vector $r_{ij}$, the dipolar coupling Hamiltonian is:

$$\hat{H}_{dd}^{\text{homo}} = -\sum_{i>j} d_{ij} \cdot \frac{1}{2} (3 \cos^2 \theta_{ij} - 1) \left[ 3 I_i^z S_j^z - \hat{I}^i \cdot \hat{S}^j \right]$$

(2.6)

where $d_{ij} = \frac{\mu_0 \gamma_i \gamma_j h}{4 \pi r_{ij}^5}$ is the dipolar coupling constant of spins, $i$, and $j$, $\theta_{ij}$ is the angle between the $i - j$ internuclear vector with the applied field, $B_0$.

The dipolar coupling depends on $\frac{1}{2} (3 \cos^2 \theta_{ij} - 1)$. At $\theta_M = 54.74^\circ$ with respect to the applied field this value vanishes. It’s practically impossible to align all the crystallites in a powdered sample to the magic angle, but it is practical to achieve a similar effect by rapidly rotating the sample at the magic angle. If the rotation is done rapidly enough such that the average orientation of the crystals are the same, the anisotropic component of the dipolar coupling and chemical shift will be removed[168].

For a crystal with orientation $\beta$, which is spun at an orientation $\chi$, $(3 \cos^2 \theta - 1)$ is averaged to:
\[ \left( \frac{1}{2} (3 \cos^2 \theta - 1) \right) = \frac{1}{2} (3 \cos^2 \chi - 1) \times \frac{1}{2} (3 \cos^2 \beta - 1) \] (2.7)

and at \( \chi = \theta_m \), \( (3 \cos^2 \chi - 1) \) vanishes. This technique is called magic-angle spinning (MAS). Full elimination of this anisotropy requires that sample be spun significantly faster than the linewidth due to the dipolar coupling, typically about three to four times faster[169]. However practically speaking slower spinning speeds will reduce the linewidth but will produce sharp extra peaks, centered around the isotropic chemical shift, which are spaced at integer multiples of the spinning speed.

The linewidth of the resulting signal may still be broadened by a number of other factors such as heteronuclear dipolar interactions with quadrupolar nuclei[167], magnetic field inhomogeneities[170], deviations of the MAS rotor from the magic angle[171], motional processes, or exchange[169]. However in the systems I examine here, the residual linewidth is primarily the result of homonuclear dipolar coupling of spin-1/2 atoms and motional processes and I will further restrict my discussions to these issues.

To investigate the surface hydration of the different nanomaterials, I obtained \(^1\)H NMR spectra of the nanomaterials at different levels of hydration. In a typical experiment the nanomaterial was first allowed to equilibrate under ambient conditions in excess of 30 days. In the following discussion this is referred to as "as received" and abbreviated as "as rcv’d." The equilibrated nanomaterial was then loaded into a clean 2.5 mm Zirconia spinner with a Torlon drive cap and tip; the spinner is airtight when sealed. The mass of the sample was determined from the difference between the mass of the empty spinner and the full spinner. After obtaining a high resolution spectra of this sample, the cap of the sample was removed and the sample was placed into a water-vapor saturated atmosphere and allowed to equilibrate for 24 hours. I did not observe any change to the spectra in samples hydrated longer than 24 hours. The samples were then removed from the humid chamber, quickly capped, and examined again using NMR. Subsequently, the samples were uncapped and
placed into a desiccator filled with a desiccant powder at the bottom to dry. After a given amount of time the samples were removed, recapped, and spectra acquired as previously described. I repeated this process at regular intervals for periods in excess of 30 days.

2.9.2.1 MAS Spinner Background Contribution

The MAS spinner consists of a Zirconia sleeve as well as a polymer top cap, spacer, and bottom drive tip. The drive tip is typically polyimide (Torlon). The top cap and spacer can be made of either a fluoropolymer, typically polychlorotrifluoroethylene (Kel-F) or polyimide (Torlon). The fluoropolymer does not contain any H atoms and thus it is preferable to use it for $^1$H experiments. However the fluoropolymer compressive strength is insufficient for spinning speeds above about 15-18 kHz and only Torlon parts can be used.

To sufficiently average the dipolar coupling, I performed experiments with an MAS spinning speed of 26 kHz. In figure 2.27, I compare the background contribution to the NMR spectra, at 14 kHz MAS, of a spinner containing Kel-F parts and Torlon parts. The Torlon contains a wide and significant background contribution; the small contribution seen for the spinner with Kel-F is due to the Torlon drive tip, which is used in all samples. To understand the magnitude of these contributions I loaded titania nanotubes into the different spinners. It is evident that the nanotubes’ spectra significantly overlaps with the proton spectra of the Torlon components.

Another complication arises from my experimental protocol. Each hydration experiment consists of spectra of the same sample taken at different drying times; between trials I had to remove the top cap to allow the sample to either be hydrated or desiccated. The contribution of the top cap to the NMR spectra is very sensitive to the position of the top cap in the RF coil - changes in the sample mass, spinning, as well as removal and replacement of the top cap all cause the exact position of the top cap to vary from trial to trial. For a given sample,
Figure 2.27: The Torlon drive tip, spacer, and cap used on the MAS spinner significantly overlaps with the signal from the nanotube. (A) Stacked spectra of (from top) empty spinner containing fluoropolymer (Kel-F) parts, same spinner containing polyimide (Torlon) parts, spinner containing Torlon and nanotube sample, spinner containing Kel-F and nanotube sample. (B) Same spectra shown overlayed.

this meant that although the background had the same chemical shift, its contribution to the signal and its width and height would change based on where it was in relation to the coil. Therefore to accommodate these constraints I had to fit all of my spectra to remove the sample background contribution. This will be shown at length below.

An additional complicating factor is that the Torlon parts used in the spinners appear to have different chemical shifts, typically centered between 5-8 ppm. After speaking with the manufacturer it was revealed that the Torlon formulation and provider had been changed at different times and that the Torlon parts we had accumulated over the years would have different molecular weights, additives, and formulations. Much of this was unfortunately realized in retrospect after considerable problems arose with the background contribution of the probe, therefore in each section below I have to identify the chemical shift of the Torlon background associated with each spinner’s components.
Figure 2.28: Proton NMR of titania nanotubes. $^1$H solid-state NMR of TiNT equilibrated under ambient conditions (TiNT As Rcv’d), hydrated for 24 hours in a water-vapor saturated atmosphere (TiNT Hydrated) and then dried. The time listed above each curve is the number of total hours the sample has been dried. Spectra have been offset for clarity and normalized to mass, scan numbers, and probe tuning. All samples were acquired under identical conditions at an MAS speed of 26 kHz.

2.9.2.2 Titania Nanotubes

In figure 2.28, I examine the $^1$H NMR spectra of the nanotubes at different levels of hydration. The spectra have been offset, but have been normalized by the sample mass, number of acquisitions, and adjusted for differences in the Q-factor of the NMR probe’s resonant circuit.

Prior to equilibrating it in atmosphere, the "as received" sample was first dried in an oven at 105 °C. The spectrum has two major overlapping resonances which are clearly seen by deconvoluting the spectra into two components. Examples of this are shown in figure 2.29A. The nanotubes have a broad peak at 6.1 ppm and a narrow peak centered near 4.7 ppm. The peak near 6.1 ppm is dominantly due to the Torlon components of the MAS spinner, as
Figure 2.29: Proton NMR of nanotubes and nanoparticles. $^1$H solid-state NMR spectra (solid lines) and deconvolution (dashed) of (A) TiNT equilibrated under ambient conditions (TiNT As Rcv’d), hydrated for 24 hours in a water-vapor saturated atmosphere (TiNT Hydrated) and dried for 16 hours in a desiccator (TiNT Dried). (B) TiNP equilibrated under ambient conditions (TiNT As Rcv’d), hydrated for 24 hours in a water-vapor saturated atmosphere (TiNT Hydrated) and dried for 24 hours in a desiccator (TiNT Dried). All samples were acquired under identical conditions at an MAS speed of 26 kHz.

The peak at 4.7 ppm corresponds to bulk and interfacial water. The peak is narrow (FWHM ≈ 0.6 ppm to 1.6 ppm) but wider than that of pure bulk water (FWHM < 0.2 ppm) and slightly upfield (4.7 ppm versus 4.9 ppm for bulk water). The increase in width suggests that the 4.7 ppm peak corresponds to water molecules with a shorter spin-spin relaxation time ($T_2$) than the bulk water. The upfield shift suggest that this peak corresponds to interfacial water and water near the surface that is hydrogen bonded either to the interface or other surrounding water molecules[172]. The deconvoluted peak at 4.7 ppm is shown in figure 2.30.

The peak at 4.7 ppm is present in the nanotube sample prior to placing it in the humid chamber and has a FWHM of 1.67 ppm. Since the sample has been exposed to atmosphere
Figure 2.30: Proton NMR of titania nanotubes. Deconvoluted peak of $^1$H solid-state NMR TiNT equilibrated under ambient conditions (TiNT As Rcv’d), hydrated for 24 hours in a water-vapor saturated atmosphere (TiNT Hydrated) and then dried for 15.63 hr. All samples were acquired under identical conditions at an MAS speed of 26 kHz. The spectra were fit to two peaks defined by the Voigt function (Lorentzian-Gaussian combination), the peak resulting from the signal is shown above, the other resulted from the MAS spinner background.

($\approx$30-40\% relative humidity (RH) ) bulk and interfacial water is nominally present on the sample. The intensity of this peak dramatically increases after placing the sample in water-vapor saturated atmosphere for 24 hours and narrows to 0.65 ppm. This narrowing and intensity increase suggest that the water in the humid atmosphere has physisorbed onto interfacial water already present on the nanotubes. After 15.6 hr of drying, the intensity of this peak significantly decreases and broadens to 1.61 ppm. The area under the curves is directly proportional to the number of protons present. The ratio of the peak area at 15.6hr drying to the peak prior to hydrating (as received) is 2.08:1. Although much of the hydrated water has been removed, there are still about twice many protons present than before hydrating. The slightly decreased FWHM (1.61 ppm vs. 1.67 ppm) suggests that the increased proton population contains some more mobile proton species, possibly bulk water.
Reexamining figure 2.28, it is evident that even after over 400 hours of drying the proton population does not significantly change from the initially dried state and is still larger than the "as received" sample. Prior to equilibrating it in atmosphere, the "as received" sample was first dried in an oven at 105°C. This temperature provides sufficient energy to remove all the bulk and interfacial water, leaving only structural hydroxyl groups that might exist either at defect sites or due to possible dissociative adsorption on the surface[111, 163]. This suggests that the additional protons on the interface of the nanotube after drying in a desiccator are likely strongly hydrogen bonded interfacial water. The rate of water desorption, \( r_d \), varies exponentially with temperature, \( r_d(T) \propto \exp (-E/(k_B T)) \), where \( E \) is the desorption energy, typically roughly 0.5 eV for water[173]. Increasing the temperature from 25°C to 105°C will increase the desorption rate by roughly 62 times.

In agreement with my TGA data, I do not observe any clear resonances from surface hydroxyl groups. These findings agree with previous studies showing that the nanotube surface was stable against permanent hydroxylation[111–113]. Furthermore, the existence of the mobile, hydrogen-bonded interfacial water is consistent with FTIR[152], NMR[174] and theoretical models[126], which have found that up to three layers of hydrogen bonded interfacial water may exist on the anatase surface.

2.9.2.3 Anatase Nanoparticles

In figure 2.29B I compare the \(^1\text{H} \) NMR spectra of Titania Nanoparticles (TiNP) at three different levels of hydration. Again, the spectra have been offset and normalized by the sample mass, number of acquisitions, and adjusted for differences in the Q-factor of the NMR probe’s resonant circuit. The nanoparticle surface is dominantly anatase-(101) and is expected to contain primarily physadsorbed water in a variety of hydrogen bonding environment and limited hydroxyl groups at defect sites. The hydrated TiNP spectra is deconvoluted into two peaks, a broad peak centered at approximately 7 ppm due to Torlon
background and a dominant peak at 5.8 ppm which has a 1.08 ppm FWHM. The 5.8 ppm peak corresponds to hydrogen bonded water or more rigid configurations of physisorbed water. A small shoulder is visible but could not be reasonably fit. In both the "as received" spectra and the spectra taken after drying for 24 hours, three peaks are clearly visible. To demonstrate this the deconvoluted spectra after 24 hours of drying is shown in detail in figure 2.31. The Torlon background is dominantly present at 7.2 ppm.

Both spectra contain a wide downfield peak corresponding to the wide variety of hydrogen bonding configurations of interfacial water. After 24 hours drying this peak occurs at 8.8 ppm (FWHM = 8.9 ppm), while in the "as received" sample, it occurs at 9.0 ppm is is similarly wide (8.3 ppm). The similar chemical shift and width suggest that the peak corresponds to either structural water contained at defect sites or extremely rigidly attached water that has hydrogen bonded to acidic surface sites[174]. Notably, both spectra also contain a sharp upfield shoulder. The sample, as received, has a shoulder at 1.98 ppm (FWHM = 1.05 ppm) likely corresponding to basic hydroxyl groups present on the surface. Although this should appear on the hydrated sample, any contribution is near the noise floor and I have avoided over-fitting the spectra by introducing an unnecessary number of peaks. After 24 hours of drying this shoulder is not clearly resolved, however a shoulder appears at 0.88 ppm (FWHM 1.66 ppm), which may contain portions of the previously observed peak (as evidenced in the residuals of the fit shown in figure 2.31. This peak likely correspond also to more protons but the wide peak suggests that the protons are weakly bound and highly mobile, while the upfield shift suggests a more basic bonding environment[172]. These findings are consistent with the diverse variety of hydrogen bonding environments frequently observed in anatase nanoparticles and the presence of a dominantly anatase (101) surface.
Figure 2.31: Proton NMR of titania nanoparticles. A closer examination of the TiNP sample after 24 hours drying shows two individual peaks, a broad peak at 8.8 ppm and a narrow peak at 0.88 ppm. Spectra were deconvoluted into 3 separate Gaussian peaks. The spinner background is at 7.24 ppm.

2.9.2.4 Anatase Nanotiles

In figure 2.32 I compare the $^1$H NMR spectra of calicinated Titania Nanotiles (NTiles) at three different levels of hydration. These spectra were normalized to the sample mass, number of acquisitions, and adjusted for differences in the Q-factor of the NMR probe’s resonant circuit. The nanotiles expose the anatase-(001) surface and the undercoordinated surface groups on the nanotiles are stabilized by terminal hydroxyl groups[157, 172]. As with other samples, the hydrated nanotiles contain a contribution from the Torlon background at 6.6 ppm and a FWHM $\approx$ 3.4 ppm linewidth, clearly seen in figure 2.32B. The hydrated sample contains an extremely sharp peak (FWHM 0.26 ppm) at 4.4 ppm. Despite the minor upfield shift, the extremely narrow peak suggests we may be examining bulk water.

This sample was provided to me in a hydrated form and I believe it may have contained
Figure 2.32: Proton NMR of nanotiles. Examination of the surface hydroxyl groups on Batch 4 Nanotiles using solid-state $^1$H NMR. (A) From top to bottom the spectra are - nanotiles equilibrated in saturated water vapor atmosphere for 24 hours (blue), dried for 24 hours in desiccator (orange), and nanotiles dried for 1 month in dessicator (black). The intensity of the hydrated (blue) peak has been scaled by 0.5. (B) Zoomed in view showing only the 24 hour dried and 1 month dried spectra. Arrows drawn to indicate the peak due to the Torlon background and the peak due to sample.

extraneous amounts of water. Furthermore I was not informed of the sample’s hydration history prior to my measurements. However after 24 hours of drying the sample the peak at 4.4 ppm vanishes and a peak at 3.6 ppm appears (FWHM $\approx$ 1.2 ppm). Two additional sharp peaks are visible at 0.8 ppm and -0.8 ppm, however they are nearly at the noise floor and it is unclear whether they are real or artifacts. After 1 month of drying the sample still contains the peak at 3.6 ppm, however the FWHM has reduced to 0.93 ppm, as seen in deconvoluted spectra in figure 2.33. After 1 month of drying 77% of the protons present at 1 day of drying remain. These protons are clearly strongly bound to the surface of the nanotiles. The upfield shift is typical of terminal hydroxyl groups associated with more basic surface sites[111, 171, 172].
Figure 2.33: Examination of the surface hydroxyl groups on nanotiles using solid-state $^1$H NMR. Spectra were deconvoluted into two components - one containing the proton peak observed above and the other the broad background resulting from the spinner drive tip and cap. The deconvoluted fit of the sample is shown here. (A) From top to bottom the spectra are - nanotiles equilibrated in saturated water vapor atmosphere for 24 hours, dried for 24 hours in desiccator, and nanotiles dried for 1 month in desiccator. (B) Zoomed in view showing only the 24 hour dried and 1 month dried spectra. The ratio of the area under the 24 hour dried peak to the 1 month dried peak is 1.00:0.77.

2.9.3 Comparing different materials

Based on the TGA and NMR it is evident that the three different nanomaterials have differing hydration properties, schematically illustrated in figure 2.34. While the nanotubes may contain surface hydroxyl groups at defect sites the majority of the surface remains stable against hydroxylation and is instead hydrated by interfacial water with varying hydrogen bonding configurations. Here the stability against hydroxylation appears to derive from bond strain induced by the nanotube’s curvature. Whereas removing the curvature produces the nanotiles which are entirely anatase-(001). Without the curvature the undercoordinated sites are immediately hydroxylated to lower the surface energy. Finally, the nanoparticles are primarily composed of anatase-{$\{101\}$} surfaces which contain only molecularly adsorbed water. However due to the high presence of defects in the nanoparticles limited hydroxylation may occur at corner defects where Ti-5C sites can exist[125, 156].
Figure 2.34: Illustration of the possible identities of the proton moieties (circled in yellow), observed in the NMR and TGA of nanomaterial. (A) Titania nanotube contains primarily bulk and interfacial water. (B) Nanotile contains strongly bound surface hydroxyl groups and bulk/interfacial water. (C) Nanoparticle contains bulk/interfacial water, shown is one possible model by which adsorb.

The difference between the fully hydroxylated nanotiles and the undercoordinated nanotube suggest that they may interact differently with the protein molecules. Previous studies of the nanotubes have shown that up to 40% of the atoms in the nanotubes are undercoordinated[93, 175]. Bidentate ligands have the optimal geometry for chelating Ti-5c sites and restoring 6-fold coordination[165, 176]. In particular, the Ti-5c sites have a very high affinity for oxygen-containing ligands[93, 175]. Investigations of amino acid adsorption on TiO₂ has been widely investigated[64, 76, 165, 177], however no conclusive experimental studies of the anatase (001) surface have been possible as it is hydroxylated except under ultra high vacuum or as part of a nanotube.

2.10 Conclusions

In this chapter I characterized the structure and chemistry of three different anatase nanomaterials, the multilayered titania nanotube, anatase nanotiles, and anatase nanoparticles. The structure and chemistry of the nanotube has been a contentious issue of debate for many years[111, 113, 129, 131, 133, 150, 178]. However, only the delaminated anatase model of the nanotube has been able to replicate the experimental XRD patterns[111, 112].
On the basis of NMR and TGA measurements I clearly distinguished the surface chemistry of these materials. Here I showed that only the nanotubes expose an anatase-(001) like surface which is stable against hydroxylation. Similarly to studies examining the unraveled surface of the nanotubes[111], I find that nanotiles also contain a hydroxylated anatase-(001) surface. This prevents undercoordinated Ti-5C sites from being exposed.

Here I have restricted my discussion to the structure and chemistry of nanotubes which have been water-washed and as such may contain excess sodium ions within the interlayers, even after excessive washing[127, 129, 133, 150]. Recent studies[127] have suggested that the Na-ions may play a structural role in the nanotube’s stability. On the basis of NMR measurements, Bavykin[127] suggested that the nanotubes may contain two different types of structural hydroxyl groups. Invoking a titanate-like model, he suggested that both water-washed and acid-washed nanotubes contained structural OH groups containing ion-exchangable protons as well as crystallographic water. However in the water washed nanotubes, he observed a decrease in the number of ion-exchangable protons and an increase in the content of crystallographic water, suggesting that some of the structural protons may in fact be replaced by Na ions.

Attempts to employ Bavykin’s model to refute the delaminated anatase model are flawed for a number of reasons. Bavykin synthesized his material using an alkaline hydrothermal synthesis, however he employed a lower-temperature, reflux-based synthesis, which utilized a mixture of NaOH and KOH. On the basis of his own previous publications, it is well known that the structure and morphology of the nanotubes is highly sensitive to the synthesis temperature, ionic species, and ionic strength[129]. Although his NMR measurements were performed at a slightly higher MAS speed (28 kHz) he observed a significantly wider (nearly 10-15 ppm) spectrum containing a variety of complicated overlapping features which were fitted with a very large number of different Lorentzian peaks. The sharp, almost powder-like pattern results from significant chemical shift anisotropy and strong residual dipolar
coupling which are not present in any samples I have examined. This suggests that while Bavykin’s structural characterization may be correct, the methods used have produced and characterized a very different material.

One additional factor which has not yet been considered is the introduction of defects or structural alteration induced by shortening the nanotubes or other mechanical processing. Although I have not detailed it in this dissertation, I performed additional XRD and NMR on cryomilled nanotubes and also examined the effect of different processing conditions and techniques such as sonication. Briefly, these studies did not show any significant deviations in the XRD patterns, but did show additional new NMR peaks corresponding to mobile basic hydroxyl groups when samples were cryomilled or sonicated for longer periods of time than discussed in this dissertation. These findings suggest that a careful balance must be struck between reducing the aspect ratio of the nanotubes or improving the colloidal stability with the need to maintain the original surface chemistry. However it also suggests that additional processing may be able to alter the hydrophilicity of the resulting nanomaterial by increasing the concentration of surface hydroxyl groups, leading to tailorable intermediates with potentially different protein adsorption properties.
CHAPTER 3
GLOBULAR PROTEIN ADSORPTION ON TITANIA NANOTUBES

3.1 Introduction

A unique combination of physics, biology, and chemistry is needed to gain a fundamental understanding of the molecular-level events which govern protein interactions with inorganic materials. Although this has been an area of significant interest, there is still a real need to fundamentally understand how a material’s structural and chemical properties affect biomolecule interactions and how the structure and functions of proteins adsorbed onto an interface are affected by these parameters. As discussed in chapter 1, the properties of the substrate, protein, and solution will determine the resulting interaction. Among a number of factors which affect protein adsorption include ionic strength and salt concentration[32, 35, 40, 43–45, 50, 65, 68, 86, 143, 179–187], protein charge[32, 34, 35, 40, 43–45, 50, 63, 65, 68, 79, 83, 86, 94, 143, 179–198], substrate surface charge[32, 34, 35, 43, 45, 65, 79, 83, 86, 94, 143, 183–185, 187, 189, 194, 197], protein and substrate hydrophobicity[35, 43, 45, 50, 63, 65, 79, 83, 94, 143, 183, 184, 188, 189, 193, 194, 196, 197], and protein structural properties such as the isothermal compressibility[42–44, 46, 51, 98, 193, 199].

In this chapter, I investigate how a material with unique structural and surface properties can influence and control the orientation, structure, morphology of biomolecules. I characterize the adsorption of three globular proteins, Ribonuclease A, Lysozyme, and Ubiquitin on the surface of titania nanotubes. The nanotubes contain a high density of stable, undercoordinated Ti surface groups. All of the protein’s adsorbed to the nanotube at coverages much
larger than the monolayer adsorption capacity. This chapter serves as the start of our jour-
ney to explore how the nanotube’s unique undercoordinated surface chemistry and distinct
crystalline structure influence protein behavior and assembly on the nanotube surface.

3.2 Experimental

3.2.1 Production of Titania Nanotubes

I produced shortened titania nanotubes (TiNT), by a hydrothermal synthesis. The details
of this synthesis are detailed in chapter 2[111, 112], and dispersed the nanotubes in 25
mM HEPES buffer (pH 7.2) at a final concentration of 75 µg mL\(^{-1}\). I then filtered the nan-
otube dispersion through a 200 nm membrane filter to remove any preexisting aggregates.
Nanotube aggregates were not detected with dynamic light scattering.

The resulting nanotubes typically consist of 4 layers of anatase (001) rolled around
the anatase [010] axis and have a typical outer diameter and length of 12 nm and 100 nm,
respectively[112]. The nanotubes have an isoelectric point of pH 2.7 and form a stable
dispersion at physiological pH.

3.2.2 Quantitative Adsorption Measurements

Lyophilized, chromatographically-purified Bovine Pancreatic Ribonuclease A (RNaseA,
Product: R6513), Bovine serum albumin (BSA, Product: A2058), and Hen’s Egg White
Lysozyme (HEWL) were purchased from Sigma Aldrich, Recombinant Human Ubiquitin
(Ubq, Product: BML-UW8795, Lot: X08313B) was purchased from Enzo Life Sciences,
1 M HEPES buffer (pH 7.2) was purchased from Fisher Scientific. For a given set of exper-
iments, I freshly prepared 25 mM HEPES buffer from the 1 M stock using clean volumetric flasks, I then passed the buffer through a 0.10 µm PES membrane filter (Millipore) to remove any possible microbial contaminants or dust that could interfere with my experiments. Immediately prior to my experiments I weighed out lyophilized protein on a calibrated Denver Instruments TP-114 analytical balance (± 0.1 mg) within a low protein-binding Eppendorf microcentrifuge tube and subsequently added a known volume of the 25 mM HEPES buffer with a micropipette. I filtered the protein solution through a 100 nm PES syringe filter to remove any possible preexisting aggregates. In a typical experiment with RNaseA, the stock concentration was 2.5 ± 0.2 mg mL⁻¹. I performed sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) on each protein lot prior to using it; no protein oligomers were detected with SDS-PAGE.

Figure 3.1: Schematic overview of adsorption experiments and measurements detailed in the text. Briefly, in a typical experiment (a) Protein and nanotube stock solutions were individually prepared in 25 mM HEPES buffer (pH 7.2) at room temperature. Subsequently, a series of individual experiments with varying protein and nanotube concentrations were prepared in either a 96-well microplate or microtube suspension. The trials were then gently mixed on a rotisserie rack or microplate shaker, typically for 7 days. (c) An aliquot of the mixed solution was taken and dynamic light scattering measurements were performed to determine the hydrodynamic size of the samples (d) The remaining sample was centrifuged to separate the protein bound to the nanotube from the free protein in solution. The free protein concentration was measured with a fluorometric assay in a microplate reader. SDS-PAGE was performed on the sedimented protein-nanotube conjugates to determine if protein oligomers formed.

I prepared the samples for quantitative adsorption experiments, an overview of which is
Figure 3.2: Illustration showing how sample composition was varied among trials in adsorption experiments

illustrated in figure 3.1, by combining a fixed amount of nanotube with a varying amount of protein and buffer in low protein-binding centrifuge tubes or a deep well microplate; the total sample volume was held constant, as depicted in figure 3.2. The samples were subsequently mixed on a rotisserie rack or microplate mixer for 7 days at room temperature.

A depletion method was used to determine the amount of protein bound to the nanotubes. The nanotubes and protein-nanotube conjugates were first pelleted by centrifugation, leaving the unbound protein in the supernatant. The protein concentration in the supernatant was assayed with the Quant-IT Protein Assay (Invitrogen, Carlsbad, CA), in triplicate, at 23.6 °C on a SpectraMax384 Microplate Reader (Molecular Devices, Sunnyvale, CA) in a black 96 well microplate (Brandtech, Essex, CT), and analyzed using SoftMax Pro (Molecular Devices) following the manufacturers instructions.

3.2.3 Dynamic Light Scattering and Zeta Potential Measurements

Dynamic light scattering (DLS) measurements were performed in a backscattering geometry, at 173° on a Malvern Zetasizer Nano ZS (Malvern Instruments Ltd., Worcestershire, UK) using either a disposable folded capillary cell (Malvern) or a disposable low-volume sizing cuvette (Brandtech). Measurements were performed in triplicate at 25.0 °C and allowed to equilibrate for a minimum 120 s prior to measurement. Measurements were analyzed in software provided with the instrument using a cumulant analysis. Zeta potential measurements were performed in triplicate using the disposable folded capillary cell
(Malvern) on a Malvern Zetasizer Nano ZS equipped with a MPT-2 Autotitrator (Malvern), vacuum degasser, and liquid filled glass combination electrode. Automated pH titration was employed for isoelectric point measurements. Standardized HCl and NaOH solutions (Sigma Aldrich) were used as titrants.

3.3 Results and Discussion

3.3.1 Ribonuclease A Adsorption

3.3.1.1 Adsorption Isotherm

I used Ribonuclease A (RNaseA) as a model protein to examine the interaction between proteins and the nanotube surface. RNaseA is a 13.7 kDa, globular protein which is highly stable under my experimental conditions and is not prone to aggregate. [200]

I first characterized the interaction between RNaseA and TiNT by performing quantitative adsorption measurements at room temperature. Here, I varied the concentration of RNaseA while holding the nanotube concentration and the total volume constant, as illustrated in figure 3.2.

The samples were gently mixed for 7 d on a rotisserie rack to ensure they had reached equilibrium. Subsequently, I pelleted the protein-nanotube conjugates in a laboratory centrifuge and measured the amount of protein remaining in the supernatant using a fluorescent assay. I used low protein binding centrifuge tubes in all steps of the experiment to minimize non-specific protein adsorption on the sample walls. In protein-only controls, the amount of protein loss due to adsorption on the sample container walls or during centrifugation was not statistically significant.
The amount of RNaseA adsorbed was determined by subtracting the amount present in the supernatant, measured by the fluorescent assay, from the initial amount of protein in each sample, as illustrated in figure 3.1. This was then normalized by the total surface area of nanotube present in solution. This is a reasonable approximation to the total binding area available to RNaseA for monolayer adsorption. The RNaseA is too large to intercalate within the TiNT interlayers. Therefore the external surface area of the TiNT, 119.3 m$^2$ g$^{-1}$, was used to calculate the adsorption isotherm of RNaseA per unit surface area of TiNT[111, 112]. The amount of RNaseA adsorbed per unit area of nanotube versus the concentration of unbound RNaseA, present in solution at equilibrium, is plotted in figure 3.3.

![Equilibrium adsorption isotherm of Ribonuclease A per unit surface area of TiNT.](image)

**Figure 3.3:** Equilibrium adsorption isotherm of Ribonuclease A per unit surface area of TiNT. The dashed lines are drawn to guide the eye. Error bars represent uncertainty based on replicate measurements (n=3) and propagation of systematic uncertainties associated with the measurement.

As seen in figure 3.3, RNaseA adsorbs onto TiNT in two distinct regimes. At low equilibrium protein concentrations, $c$, the surface coverage increases in a step-like or sigmoidal manner. When the equilibrium concentration reaches about 2.5 µM the surface coverage saturates at a surface coverage of $\approx 10 \mu$mol RNaseA/m$^2$ TiNT. Then the surface coverage does not increase until $c > 13 \mu$M, after which the surface coverage increases with the equilibrium protein.
The adsorption behavior changes dramatically when the equilibrium protein concentration exceeds a critical concentration, \( c^* = 23 \mu\text{M} \). Above \( c^* \), as additional protein is added to the system, the equilibrium protein concentration remains fixed, while the surface coverage rapidly increases from \( \approx 190 \mu\text{mol RNaseA/m}^2 \text{TiNT} \) to as high as \( 563.3 \pm 0.9 \mu\text{mol RNaseA/m}^2 \text{TiNT} \).

The maximum coverage measured, \( 563.3 \pm 0.9 \mu\text{mol RNaseA/m}^2 \text{TiNT} \), is over 1000 times the expected value of a closed-packed RnaseA monolayer on the nanotube surface, which is \( 0.48 \mu\text{mol RNaseA/m}^2 \text{TiNT} \). The observed capacity cannot be accounted for by confinement of the protein in the nanotube’s interlayers, which are only 8.0 Å wide, or inside the nanotube’s inner diameter, which could only fit a single-file row of RNaseA.

At \( c^* \), the equilibrium protein concentration remains fixed even as additional protein is added. This could occur if the protein concentration had exceeded the solubility limit. However the solubility limit of RNaseA is more than 1000 times larger, \( \approx 30 \text{mM}[201] \), than the concentrations in my experiment. Furthermore, no protein aggregates or crystallization was detected optically or with dynamic light scattering. Therefore this observed behavior is likely to correspond to a change in the interaction between the protein and the nanotube rather than emergence of a new protein-only phase.

This adsorption capacity as well as the observed isotherm are strikingly different from other studies of similar systems. At the solid-liquid interface, protein adsorption equilibrium isotherms are typically described by Freundlich[173, 202] or Langmuir[31] isotherms. Langmuir’s model of adsorption makes two critical assumptions. First, the adsorption affinity, or heat of adsorption, is independent of the coverage, or more simply, it assumes that molecules do not interact with one another. Secondly, it assumes that a unimolecular (monolayer) layer is the upper limit of adsorption[173].

The Langmuir isotherm is valid for clean, smooth, and non-porous surfaces, with
uniform and fully reversible adsorption; however protein adsorption is typically irreversible[202]. For heterogenous surfaces, an empirical fit can be fit with the Freudenlich isotherm described by: \( \theta = a(\theta_{eq})^m \), where \( a \), and \( m \) are functions describing the interaction. Although this accounts for a distribution of binding sites, it assumes that each population of binding sites follows Langmuir-like behavior.

### 3.3.1.2 Concentric Multilayer Model

To contextualize the surface coverage, I developed a model to determine the theoretical surface coverage associated with forming of concentric protein layers on the nanotube surface, as illustrated in figure 3.4. I estimated the geometric surface coverage of RNaseA on the nanotube by modeling the protein as a hard sphere of diameter, \( a \), and the nanotube as an open cylinder with an outer radius, \( r_0 \), and length, \( l \). This model neglects conformational change of the protein and steric effects, thus allowing for a greater number of proteins on the surface than would be physically realized. I have also neglected the ellipsoidal shape of the protein, assuming it to be a slightly larger sphere with a length equivalent to the largest diameter of RNase. These assumptions will over predict the number of protein predicted to reside per layer, as the minor difference in size does not adequately compensate for the significant steric effects that experimentally limit the monolayer capacity[43]. Therefore this model will actually predict the coverage at maximum packing density, which is unlikely to physically occur, and thus will predict fewer layers than actually would be realized, but provides a straightforward model to calculate the approximate number of layers.

To compute the number of protein molecules in \( n \) layers, I calculate the total surface area available for the protein to adsorb, assuming a buildup of concentric protein multilayers, and use the projected area occupied by the spherical protein to determine the binding capacity.

Assuming each layer to be densely packed: a nanotube of length \( l \) and radius \( r_0 \) has an
Figure 3.4: Isometric illustration of monolayer and multilayer coated nanotubes. The protein is colored yellow and nanotube is colored blue.

The external surface area of $2\pi r_0 l$. Following the adsorption of a single protein layer the new surface area available for binding will be $2\pi(r_0 + a)l$, where $a$ is the diameter of the protein. Extending this for $n$ layers:

$$\text{Total Surface Area} = \sum_{i=1}^{n} 2\pi(r_0 + (i-1)a)l = nl\pi(2r_0 + (n-1)a) \quad (3.1)$$

In previous experiments, I found that most nanotubes are four layers thick, but the process of shortening nanotubes produces nanotubes with lengths varying from approximately 75 nm to 100 nm[111–113, 203]. To remove the length dependence in my calculation, I normalized the surface area by the nanotube weight. The simplest unit, which the delaminated anatase nanotube structure[112] can be constructed from, is from four concentric layers of TiO$_2$ contains 954 TiO$_2$ molecules. This unit has a mass of approximately $1.25 \times 10^{-19}$ g, a length $l \approx 0.380$ nm, and a radius, $r_0 \approx 6.25$ nm. I therefore find that surface area per gram nanotube in units of $m^2$ g$^{-1}$ is:

$$\frac{m^2}{(g \text{ TiNT})} = 9.55 \frac{m^2}{g^{-1}} \text{ nm}^{-2}(12.5 \text{ nm} + (n-1)a) a \quad (3.2)$$

Defining the protein surface density, $\sigma$, with units protein/m$^2$ and converting to $\mu$mol g$^{-1}$; I find:
\[ \frac{\mu \text{mol Protein}}{g \text{ nanotube}} = \left( 1.59 \times 10^{-17} \frac{m^2 \cdot \mu \text{mol}}{g \cdot nm^2 \cdot \text{molecules protein}} \right) \sigma \left( 12.5nm + (n - 1)a \right) a \]  

(3.3)

Assuming the diameter of RNaseA to be 4.4 nm\(^\text{[43, 62]}\), the projected surface area will be

\[ \pi \left( \frac{4.4 \times 10^{-9} m}{2} \right)^2 = 1.52 \times 10^{-17} m^2 \]  

(3.4)

and the resulting surface density will be:

\[ \sigma = \frac{\text{molecule RNaseA}}{1.52 \times 10^{-17} m^2} \]  

(3.5)

The resulting monolayer coverage \((n=1)\) is therefore: \(57.5 \mu \text{mol RNaseA/g TiNT}\). From the external surface area of the nanotube, 119.3 m\(^2\) g\(^{-1}\), I determine the surface coverage corresponding to monolayer coverage is: \(0.48 \mu \text{mol RNaseA/m}^2\) TiNT

In figure 3.5, I use this model and plot the theoretical number of concentric RNaseA layers versus the associated surface coverage, I have also marked the points corresponding to surface coverages shown in figure 3.3. From this, it is evident that the adsorption capacities I measured vastly exceed monolayer coverage exceeding the equivalent of over 4000 layers. While the model may not capture the exact physical reality of the system, it does provide an essential context to my measurements.

### 3.3.2 Adsorption of Other Model Proteins

I performed similar adsorption experiments with two additional globular proteins, Hen’s Egg White Lysozyme (Lysozyme) and Human Ubiquitin (Ubq). As detailed in table 3.1,
Figure 3.5: Theoretical number of concentric RNaseA layers versus the surface coverage from my model. Blue dots highlight the surface coverages measured in my experiment and theoretical number of concentric multilayers coverage would correspond to. Error bars correspond to coverage uncertainty based on replicate measurements and propagation of systematic uncertainty.

Table 3.1: Various physical properties of Ribonuclease A[43, 200], Lysozyme[43, 50, 204], and Ubiquitin[205]. Charge calculated from protein sequence as described in the text.

Lysozyme and RNaseA both have comparable sizes and masses, while Ubiquitin is ≈ 35% lighter.

A protein’s isoelectric point (pI) is defined by the pH at which it has no net charge; above the pI the protein will carry a positive charge, below it it will carry a negative charge. The amino acid (AA) composition of the protein and the acid-base properties (pKa) of
the AA groups are well known. From this I can reasonably approximate the net charge on the proteins as a function of pH. Experimentally, Lysozyme and Ubiquitin both have significantly different isoelectric points than RNaseA. Ubiquitin has an experimental isoelectric point of pH 6.79[200] and will have a slightly negative surface charge at pH 7.2. Lysozyme's isoelectric point is significantly higher, occurring at pH 11[44], and will have a larger positive surface charge than RNaseA at pH 7.2.

This allows us to examine the role of charge in adsorption. From the amino acid composition and known pKa of the amino acid groups in each protein, I calculated the net charge as a function of pH, utilizing software which automated the calculation when I provided it with the AA sequence, which I obtained from the protein data bank.

In figure 3.6, I plot the net charge on all three proteins as a function of pH. It is evident that at pH 7.2, Lysozyme has a more significant positive charge (+8.97e) than RNaseA (+6.29e), while Ubiquitin has a near-unity charge (+0.96e). It should be noted that these differ slightly from the experimentally observed properties. It does not account for which residues are exposed or for post-translational modifications that would also modify the charge. These estimates provide a rough idea of the charge. This is evident from the calculated properties of Ubiquitin, which experimentally has an isoelectric point of 6.89 and should thus be negatively charged at pH 7.2, while the calculated pH titration shows it has a slightly positive charge.

In figure 3.7, I show the equilibrium adsorption isotherms for RNaseA, Lysozyme, and Ubiquitin at pH 7.2. Although the behavior of RNaseA at c*=23 µM was not exhibited by the other two proteins, the adsorption capacity of all three proteins significantly exceeded monolayer coverage (indicated in table 3.1). As seen in figure 3.7, before c* the amount of protein adsorbed was largest for Ubiquitin, which has nearly neutral charge at pH 7.2, and was smallest for Lysozyme, which has the largest charge. This is consistent with experimental observations that protein adsorption on a substrate is maximized near the protein’s
Figure 3.6: Calculated net charge on Ribonuclease A, Lysozyme, and Ubiquitin as a function of pH, determined from protein sequence (using CLC Bio). (A) Charge plotted from pH 0 to 14 (B) Charge between 5.5 and 8.5 highlights the differences between the proteins. Near our experiments at pH 7.2, the proteins all have a slight net positive charge. These measurements are not purely indicative of the surface charge - noting that Ubiquitin’s experimental isoelectric point is actually 6.89.

The differences between the RNaseA and Lysozyme adsorption isotherms may also be due to their differing dipole moments – RNaseA has a large dipole moment, while Lysozyme’s is quite small[206]. Due to RNaseA’s large dipole it is likely to adsorb in a preferred orientation, while Lysozyme will be more likely to approach the surface of the nanotube with a near-random orientation with a significantly less efficient packing density.

3.3.3 Effect of Ionic Strength

The nanotube and RNaseA are oppositely charged at pH 7.2 and experience a net Coulombic attraction to each other. Therefore, to investigate the role of electrostatic interactions between the protein and nanotube, I performed a series of trials with a fixed concentration of nanotubes and RNaseA and varying amounts of NaCl and examined the mean aggregate size using dynamic light scattering (DLS), as detailed in equation (B.23).
Figure 3.7: Equilibrium adsorption isotherm Ribonuclease A, Lysozyme, and Ubiquitin on TiNT, as determined by a fluorometric assay. (Left) The surface coverage (y-axis) is expressed in terms of the number of protein adsorbed per unit area nanotube, the equilibrium concentration (x-axis) of each protein is expressed in in µmol. (Right) Log-lin plot of lower equilibrium concentrations highlights the drastically different adsorption isotherms.

Figure 3.8: Increasing ionic strength increases mean aggregate size. All samples had identical amounts of TiNT and RNaseA and were incubated in 25 mM HEPES Buffer (pH 7.2) with different concentrations of NaCl. The apparent mean hydrodynamic size was determined by DLS, using equation (B.23). Results are mean ± s.e.m., n=3. Asterisk indicates p<0.05 as determined by analysis of variance (ANOVA).

Further details of the measurement and theory behind it are in Appendix B.

Increasing the ionic strength increases the charge screening length (reflected by decreasing Debye length) and effectively diminishes the Coulombic attraction between the protein and nanotube as well as the protein and nanotube’s self-repulsion.
As seen in figure 3.8, the mean aggregate size increased significantly with increasing ionic strength, while the hydrodynamic radius of the nanotube and protein in control experiments was unchanged.

At 25°C the Debye length for NaCl is, $\kappa^{-1} = 0.304 \text{ nm}([\text{NaCl}])^{-1/2}$, where $[\text{NaCl}]$ is the ionic strength expressed in molar units. At 10 mM NaCl the Debye length is 3.04 nm, while at 50 mM NaCl the Debye length reduces to 1.36 nm. At elevated ionic strengths the adsorption of charged proteins to an oppositely charged substrate will be reduced, while adsorption to a like-charged interface will be increased. Therefore these findings suggest that the observed size increase with ionic strength may be due to decreased repulsion between the adsorbed protein and free protein[40].

To contextualize these findings it is important to understand how the average distance between the proteins compares with the Debye length. The average center-to-center distance between the proteins is $d \approx \left(\frac{3}{4}\pi n\right)^{-1/3}$, where $n$ is the number density of protein. In these experiments, the RNaseA concentration was fixed at 25.5 µM or $1.535 \times 10^{16}$ RNaseA/cm$^3$, and therefore $d \approx 3.02 \times 10^6 \text{ cm} \approx 30 \text{ nm}$. RNaseA is a prolate ellipsoid. However it can be well approximated by its approximate (spherical) hydrodynamic diameter of 3.4 nm[207]. As such, the closest approach between the residues of two separate RNaseA molecules will be 30 nm - $2 \times 1.7 \text{ nm} = 26.6 \text{ nm}$.

At 10 mM NaCl, the Debye length is an order of magnitude smaller than the average separation distance between the proteins and the protein-protein Coulombic repulsion will be significantly reduced. The significant size increase, as observed in figure 3.8, suggests that the protein-protein Coulomb repulsion hinders the growth of larger aggregates. At elevated ionic strength, the decrease in protein-protein repulsion allows the protein to come closer, where attractive forces between individual protein residues can dominate. Further increasing the ionic strength results in a significantly larger size.
These observations are atypical for globular protein adsorption[31]. Increasing the ionic strength reduces the lateral interactions between adsorbed proteins and allows for increased packing density on the nanotube surface or cooperative adsorption[31, 40, 67] — this should result in a measurable size decrease. An additional consequence of increasing the salt is that it screens the Coulombic interaction between the protein and the nanotube surface. If this were the primary driving force for protein adsorption to the nanotube interface, increasing the salt concentration should decrease the amount of protein adsorbed and decrease the size. This suggests that the Coulombic attraction between the nanotube and free protein is not the primary source of the observed adsorption behavior.

The measured increase in aggregate size suggests that the interaction between bound and free protein may play an important role in multilayer aggregate formation. Furthermore, these findings suggest that while the nanotube does effectively reduce the energetic barrier to protein-protein association, it does provide a sufficiently large driving force to hide the effects of repulsion between proteins.

The absence of aggregation except when both nanotube and protein are present further highlights the important role of the nanotube as the source of this phenomenon. At pH 7.2, the nanotube has a ζ-potential of ζ ≈−50 mV, while RNaseA has a ζ-potential of ζ ≈4.1 mV. This suggests that to first order, aggregation of the nanotube-only control and protein-only control are prevented over experimental timescales by an energetic barrier of ≈ 2k_BT/e and ≈ 0.16 k_BT/e, respectively[208].

### 3.3.4 Hypothesis for Adsorption Isotherm

At first glance, there are four possible basic phenomena which could theoretically result in the observed adsorption capacities:
1. Oligomerization of the protein in solution or on the nanotube surface[34, 40, 209, 210].

2. The formation of equilibrium protein clusters[19, 211], entropically driven association[18], or aggregates as a result of the interaction with the nanotube[211].

3. The formation of concentric protein multilayers or other extended geometries emanating from the nanotube surface[33, 98].

4. Self-assembly of protein structures or protein-nanotube structures[15, 212, 213].

While the first two options are possible, neither are supported by my measurements in subsequent chapters. As will be detailed in chapters 4 and 7, I did not observe any oligomers or other covalent aggregates with denaturing gel-electrophoresis, differential scanning calorimetry, or dynamic light scattering. Furthermore, RNaseA is a highly stable globular protein[200, 214] and is not expected to significantly denature, aggregate, or oligomerize under my experimental conditions[31, 40].

Previous predictions, and recent experimental measurements, have shown that equilibrium clusters of globular proteins can exist at low ionic strengths as a result of the competition between long-range Coulomb repulsion and short range attractive forces[211, 215, 216]. Here cluster growth would occur as the charged proteins attempt to maximize their average interparticle separation, \( d \). Therefore, the size of the clusters should exhibit a strong dependence on the protein volume fraction, \( \phi \), scaling roughly as \( R_c \sim \phi^{1/3} \). However as seen in chapter 4, in my measurements I find that the mean cluster size scales as \( R_c \sim \phi^{3.3 \pm 0.1} \) and only in the presence of the nanotubes. The observation of equilibrium clusters is only associated with significantly higher protein volume fractions. In experiments equilibrium protein clusters[211] were only observed in concentrated protein solutions with \( \phi > 1.85 \times 10^{-1} \), whereas the maximum protein volume fraction I employed was \( 1.54 \times 10^{-3} \).
On the other hand, the final two hypotheses could both explain portions of the isotherm. For $c < c^*$, the initial, steplike or sigmoidal behavior, is indicative of cooperative effects and such positive cooperativity has been closely linked surface aggregation mechanisms[40]. Previous studies have shown that protein multilayers can form under conditions which promote protein aggregation or reduce interprotein repulsion[98, 217–219]. Here, the packing density at each layer will depend on the electrostatic repulsion between the proteins with each other and the electrostatic interaction with the substrate on which they are adsorbed.

Self-assembly would explain the behavior for $c > c^*$. The rapid increase of adsorbed protein, observed when the unbound protein concentration is increased above $c^*$, is typical of systems undergoing self assembly or macromolecular condensation[136, 220] — this will be discussed at length in chapter 4.

### 3.4 Conclusions

Protein adsorption is a ubiquitous phenomenon. In this chapter, I have examined the adsorption of three different globular proteins, Ribonuclease A, Lysozyme, and Ubiquitin on titania nanotubes at physiological pH. All three of these proteins exist as monomers under physiological conditions. RNaseA and Lysozyme have long been used as standard proteins to examine the protein adsorption properties of macroscopic surfaces and colloidal materials[42–44, 46, 49–52, 60, 62, 63, 68, 80, 98, 119, 181, 191, 193, 195, 199, 218, 219, 221–225] and increasingly on nanoscale substrates[16, 30, 33, 34, 36, 43, 45, 69, 70, 79, 82, 85, 86, 95, 97, 185, 194, 197, 226–243]. These proteins are rigid (characterized by a low adiabatic compressibility) and do not undergo significant conformational change when in contact with hydrophilic substrates such as the nanotube.

Yet protein adsorption is also an exceedingly complicated phenomenon. The complex
composition of proteins means that most proteins do not simply desorb and adsorb to a substrate a small molecule or rigid particle would. Although adsorption is frequently modeled as a simple equilibrium process, it typically is far from it. Rather, over the course of an experiment, proteins often undergo very slow structural rearrangements[40]. At low bulk protein concentrations where adsorption kinetics are slower, these conformational changes are particularly slow and allow the proteins to effectively explore their energetic landscape through a cascade of angular rotations[40, 207]. The impact of this is highly undervalued - as structural changes occur the protein affinity for the substrate can also change, creating a dynamic system with a wealth of interesting behaviors - including clustering[40, 79, 244, 245] and aggregation on a substrate[217, 246].

Over long timescales, multilayer adsorption can occur[202] and in this chapter, I examined the adsorption of RNaseA, Lysozyme, and Ubiquitin that had equilibrated for over seven days. In fact, in control experiments, I’ve let this interaction run months. I find that all three proteins adsorb at supramonolayer capacities. On the basis of a concentric multilayer model I have qualitatively examined the coverage of these proteins. The RNaseA adsorption isotherm exhibited two different adsorption regimes. First RNaseA adsorbs up to a 55 layers of coverage. The coverage then remains constant until a critical protein concentration is reached. Upon reaching this critical concentration ($c^* = 23 \mu M$), any subsequently added RNaseA is adsorbed. On the basis of the adsorption isotherm, I evaluated a series of potential hypotheses that could explain these observations. I suggest that this corresponds to two different phenomena: multilayer adsorption and some type of macromolecular condensation or self-assembly, which I explore in depth in the subsequent chapter.

Multilayer adsorption of Lysozyme and Ribonuclease A have been previously observed[42, 44, 60, 61, 98], however no more than three layers have ever been reported. Furthermore, the secondary and tertiary layers were particularly sparse. The significant adsorption I observe could be the result of cooperative adsorption, which is closely related to
surface aggregation mechanism of proteins[40]. However up until now, it is unclear what the role of the nanotube surface is in the process, which I explore throughout the remainder of this dissertation.
4.1 Introduction

In chapter 3 I examined the adsorption isotherm of RNaseA, Lysozyme, and Ubiquitin on titania nanotubes. Each protein adsorbed onto the nanotube at coverages that significantly exceeded the monolayer capacity.

The isotherm for RNaseA is particularly intriguing. Adsorption occurred in two stages. Below a critical concentration $c^*$, the coverage rapidly increases and saturates. Once the equilibrium protein concentration exceeds $c^*$, the coverage rapidly increases while the equilibrium concentration remains fixed at $c^*$. This behavior is typical for systems undergoing self assembly or macromolecular condensation and could explain the observed isotherm.

In this chapter I investigate this hypothesis. Using dynamic light scattering, adsorption measurements, and microscopy, I show that this transition at $c^*$ likely corresponds to self-assembly of the multilayer-coated nanotubes with additional free protein. I discuss the thermodynamic implications for this observation and present a model to describe the growth of enzyme multilayers on the nanotube and the self-assembly of enzyme-nanotube superstructures.
4.2 Experimental

4.2.1 Preparation of Proteins and Related Solutions

Lyophilized, chromatographically-purified Bovine Pancreatic Ribonuclease A (RNaseA, Product: R6513), and Hen’s Egg White Lysozyme (HEWL) were purchased from Sigma Aldrich, Recombinant Human Ubiquitin (Ubq, Product: BML-UW8795, Lot: X08313B) was purchased from Enzo Life Sciences, 1 M HEPES buffer (pH 7.2) was purchased from Fisher Scientific, both were used without further purification. For a given set of experiments, I freshly prepared 25 mM HEPES buffer from the 1 M stock using clean volumetric flasks, I then passed the buffer through a 0.10 µm PES membrane filter (Millipore) to remove any possible microbial contaminants or dust that could interfere with my experiments. Immediately prior to my experiments I weighed out lyophilized protein on a calibrated Denver Instruments TP-114 analytical balance (± 0.1 mg) within a low protein-binding Eppendorf microcentrifuge tube and subsequently added a known volume of the 25 mM HEPES buffer with a micropipette. I filtered the protein solution through a 100 nm PES syringe filter to remove any possible preexisting aggregates. In a typical experiment with RNaseA, the stock concentration was 2.5 ± 0.2 mg mL⁻¹. I performed denaturing gel electrophoresis (SDS-PAGE) on each protein lot prior prior to using it; no protein oligomers were detected with SDS-PAGE.

4.2.2 Dynamic Light Scattering and Zeta Potential Measurements

Dynamic light scattering (DLS) measurements were performed in a backscattering geometry, at 173° on a Malvern Zetasizer Nano ZS (Malvern Instruments Ltd., Worcestershire, UK) using either a disposable folded capillary cell (Malvern) or a disposable low-
volume sizing cuvette (Brandtech). Measurements were performed in triplicate at 25.0 °C and allowed to equilibrate for a minimum 120 s prior to measurement. Measurements were analyzed in software provided with the instrument using a cumulant analysis. Zeta potential measurements were performed in triplicate using the disposable folded capillary cell (Malvern) on a Malvern Zetasizer Nano ZS equipped with a MPT-2 Autotitrator (Malvern), vacuum degasser, and liquid filled glass combination electrode. Automated pH titration was employed for isoelectric point measurements. Standardized HCl and NaOH solutions (Sigma Aldrich) were used as titrants.

4.2.3 TEM/SEM Imaging

To prepare TEM samples, the reaction mixture was drop deposited onto a 300 Mesh lacey carbon grid (Ted Pella, Redding, CA) and allowed to dry in air. High resolution TEM imaging was performed at 200 kV on a JEOL 2010F-FasTEM. Images were acquired using a 2k x 2k Gatan CCD bottom mount camera. When indicated, pre-deposited samples were stained for 3 min in a 2% aqueous solution of Uranyl Acetate. The grid was subsequently washed to remove excess Uranyl Acetate and reimaged. Samples for SEM were drop deposited onto a clean Silicon square (Ted Pella). SEM imaging was performed on a Hitachi S-4700 field emission SEM at 5kV and a FEI 600 Helios NanoLab DualBeam at 15 kV. Prior to imaging at 15 kV, a 2.5 nm thick layer of Au/Pd was sputtered onto the sample in an Argon plasma (Cressington Scientific Instruments Ltd, Watford, England).
4.3 Results and Discussion

4.3.1 Growth of Protein-TiNT Aggregates

4.3.1.1 Hydrodynamic Diameter of Protein-TiNT Clusters

I used dynamic light scattering (DLS) to examine the effect of protein charge, employing Ubiquitin and RNase, and the effect of protein:nanotube stoichiometry and compare it with the adsorption measurements in the previous chapter.

In the subsequent discussion, I use the molar ratio of protein-to-TiO$_2$, which I designate $\xi$, to compare and contrast different proteins and stoichiometries. In these experiments, the volume fraction of ubiquitin, $\phi_U$, was varied from $7.47 \times 10^{-6}$ to $1.87 \times 10^{-4}$. The nanotube concentration was 9.39 $\mu$M for all ubiquitin samples, except for the data point at $\xi=0.3$, here the nanotube was 281 $\mu$M. This allowed me to obtain a lower $\xi$ data point, while keeping the protein concentration within the detection limit of the DLS. Furthermore, it was only possible to obtain a small range of data points for the ubiquitin due to its prohibitive cost. The RNaseA volume fraction, $\phi_R$, was varied between $8.87 \times 10^{-7}$ to $1.54 \times 10^{-3}$. The nanotube concentration was also held at 9.39 $\mu$M, corresponding to a volume fraction $\phi_T \approx 3.8 \times 10^{-7}$, except for the two lowest $\xi$ data points, where the nanotube concentration was increased to 18.78 $\mu$M. All samples had a volume of 1000 $\mu$L and were contained in 25 mM HEPES buffer at pH 7.2.

With DLS I obtain a mean hydrodynamic size which is characteristic of the size distribution of the resulting aggregates[247, 248], rather than the exact size. It is not safe to assume that the clusters formed are isotropic spheres, rather, as I will show in subsequent imaging, the resulting structures are prolate ellipsoid-like. This anisotropy results in orientationally-dependent diffusion coefficient[247, 249, 250] and scattering cross-section, manifested in
Figure 4.1: Semi-logarithmic plot of mean hydrodynamic size of TiNT conjugates formed with RNaseA (pI = 9.4) and Ubiquitin (pI = 6.79) at pH 7.2 samples versus the molar ratio of protein-to-TiO$_2$.

In figure 4.1, I show DLS measurements of the mean hydrodynamic diameter of non-sedimented clusters of RNaseA and Ubiquitin formed in the presence of TiNT as a function of $\xi$. From these measurements I obtain an effective mean hydrodynamic diameter which is characteristic of the size distribution of the resulting protein-nanotube aggregates or clusters[248]. Here, RNaseA and Ubiquitin display distinctly different behaviors.

As the RNaseA concentration was increased (reflected by increasing $\xi$) the mean hydrodynamic size of RNaseA-TiNT clusters increased significantly above that of RNaseA (4.8 nm) or the nanotube (113 nm). The addition of protein results in the formation of RNaseA-TiNT conjugates whose size is strongly dependent on $\xi$. In agreement with my adsorption measurements, DLS reveals two distinct growth regimes for RNaseA-TiNT con-
jugates as the protein concentration is increased. Below $\xi=0.05$, the hydrodynamic size remains nearly constant at $\approx 125$ nm while above $\xi=0.05$, the size grows exponentially until saturating near $\xi=2$ at $\approx 1000$ nm.

At $\xi \approx 6.3$ the measured size decreases by $\approx 50$ nm. While such a decrease could result if protein desorbed, my adsorption measurements show increased adsorption at higher protein concentrations, not decreased. As I will demonstrate later with Lysozyme, the measured decrease is likely the result sedimentation due to an increase in size. It is possible that aggregates above $1 \mu$m sedimented prior to the measurement, in which case, my measurement would be skewed towards the smaller, suspended aggregates remaining in solution. Alternatively, the apparent size I measure would be decreased if the aggregates still in solution are sedimenting over the timescale of my measurement. In this case, the apparent diffusion coefficient I measure would be increased due to the contribution of the sedimentation velocity and it is incorrect to apply the Stokes-Einstein equation, which only applies for freely diffusing particles. In such a case, this increased apparent diffusion rate would lead me to "measure" an erroneously smaller size.

On their own, neither the nanotube nor the protein formed any detectable aggregates over the timescale of the experiment. But when combined, the apparent size significantly increased, as seen in figure 4.1. In conjunction with the multilayer loading capacities indicated by my adsorption measurements, these findings suggest that the size increase may be due to the formation of much larger structures containing multiple nanotubes, forming either through interaggregate interactions or self assembly.

In contrast, the apparent size of ubiquitin-TiNT clusters, shown in figure 4.1 does not exhibit any clear dependence on $\xi$. However, the apparent size aggregates formed do significantly exceed the hydrodynamic size of either ubiquitin (2.5 nm) or the nanotube (113 nm). Although ubiquitin and RNaseA both exhibit similar initial adsorption behaviors and capacities, these measurements highlight a distinct difference in the structure or formation of
higher-order assemblies. While aggregates of Ubiquitin-TiNT do form, they do not exhibit demonstrate the significant apparent size increase found with RNaseA-TiNT.

For specific, well-defined geometries and low polydispersity, it is possible to extract an objects different dimensions from these measurements[209, 247, 250–252]. However, as is made clear in the appendix of chapter 3, the coupling of translational and rotational diffusion as the aggregate size increases complicates this situation. Despite my best efforts, I was not able to extract useful information about my objects shape from existing analytical or computational models[253–258] due to the polydispersity and highly anisotropic nature of the clusters formed. Performing light scattering at a range of $q$ could yield significant information about the structure which would enable me to extract further dimensional information, however, $q$ was fixed on the instrument I had access to.

### 4.3.1.2 Evidence of Lysozyme-TiNT Aggregate Growth

![Semi-log plot of mean hydrodynamic size of Lysozyme-TiNT samples as a function of increasing molar ratio of Lysozyme-to-TiO$_2$.](image)

**Figure 4.2:** Semi-log plot of mean hydrodynamic size of Lysozyme-TiNT samples as a function of increasing molar ratio of Lysozyme-to-TiO$_2$.

I also examined the hydrodynamic size of Lysozyme-TiNT aggregates as a function of $\xi$. As seen in figure 4.2, at extremely low concentrations of Lysozyme very large aggregates are observed. However the mean size appears to decrease as the molar ratio of Lysozyme
to TiO$_2$ increases. In many Lysozyme samples, a white sediment was observed at higher $\xi$, as seen in figure 4.3. The lysozyme-TiNT aggregates grow so large that they begin to sediment. The observation of this sediment suggests that the decrease in size with $\xi$ observed in figure 4.2 is due to sedimentation of the sample during my measurement. The increased apparent diffusion rate leads to the observed trend.

![Image](image_url)

**Figure 4.3:** Photograph of sample containing lysozyme and TiNT after 3 days of mixing. The Lysozyme-TiNT aggregates grow so large that they form a white sediment at the bottom of the microtube.

### 4.3.2 Critical Assembly Concentration of RNaseA-TiNT

Self assembly is a structural phase transition that occurs when, upon reaching a critical concentration, $\xi^*$, it becomes more energetically favorable for any additional solute to aggregate rather than remain free in solution[6, 117, 136].

If the nanotube and protein self-assemble, then I would expect to observe a transition near a critical molar ratio, $\xi^*$, in both the adsorption and dynamic light scattering data. In figure 4.4 I plot the the amount of the unbound protein as well as the amount of adsorbed protein versus $\xi$, as shown in figure 4.4A and above it, the DLS data I showed for RNaseA. At low values of $\xi$, the amount of unbound RNaseA increases steadily while the amount of adsorbed RNaseA remains at a relatively low fixed value. This behavior continues until $\xi$ reaches a critical aggregation concentration (CAC), $\xi^*$, at $\xi^*$=2. Above $\xi^*$ the amount of adsorbed RNaseA increases linearly while the amount of unbound RNaseA reaches a steady value. This adsorption behavior and the clear CAC are both consistent with the
system undergoing self assembly starting at around $\xi^*$. For $\xi < 2$, the measured increase in size is consistent with the approximate increase in size predicted by the adsorbed coverage. However above $\xi > 2$ the expected hydrodynamic size increase is significantly smaller than anticipated by the measured coverages. As discussed in appendix of chapter 3, this could be due to the strong coupling of translational and rotational diffusion at values of $qL > 3$. This behavior could also occur if self-assembly occurred above $\xi > 2$, in which the increased coverage would not correspond to our estimates with the multilayer adsorption model.

![Figure 4.4: Self assembly of RNaseA-TiNT aggregates as a function of the RNaseA:TiO$_2$ molar ratio, $\xi$. (A) Adsorption isotherm showing the relative number of nanotube-bound ($\triangle$) and unbound (free) ($\bullet$) protein, units are moles protein normalized by total moles TiO$_2$ (B) DLS measurement showing that the mean aggregate diameter increases with $\xi$. The dashed line is drawn to indicate the critical aggregation concentration, $\xi^*$.](image-url)
4.3.3 TEM/SEM Imaging

**Figure 4.5:** (A) TEM image of RNaseA-TiNT at $\xi=0.06$ shows a 6 nm to 8 nm thick protein layer surrounding the nanotube. Yellow lines are drawn to indicate the outer diameter of nanotube. (B) SEM image at $\xi < \xi^*$ shows individual nanotubes coated with 6 nm to 8 nm of protein, indicating two to three layers of adsorbed protein. (C) TEM image at $\xi > \xi^*$ shows multiple nanotubes embedded in a large plaque suggesting the formation of large aggregates of multiple nanotubes. Arrows are drawn to point out nanotubes. (D) SEM image at $\xi > \xi^*$ shows a large aggregate containing multiple protein-coated nanotubes.

TEM and SEM imaging of the aggregates further support a scenario of multilayer adsorption at low $\xi$, followed by the formation of larger aggregates at higher $\xi$. As shown in figures 4.5A and 4.5B, TEM and SEM images of the protein-nanotube conjugates formed at $\xi=0.06$ clearly show a 6 nm to 8 nm thick adsorbed layer of RNaseA on the nanotube surface. This thickness is nearly twice the diameter of the protein and is consistent with the formation of protein multilayers on the nanotube. Figures 4.5C and 4.5D show TEM and SEM images of aggregates formed just above the critical transition, at $\xi \approx 2.1$. The TEM image, shown in figure 4.5C, reveals the presence of a large aggregate cluster consisting...
of multiple nanotubes embedded in a large protein plaque, while the SEM image, shown in figure 4.5D, reveals a prolate ellipsoidal aggregate that is approximately 2 μm wide and 6 μm long. These images also show that that protein multilayers form around the entire nanotube, including the open ends, where there is no accessible nanotube surface for adsorption. Here the proteins must adsorb by associating with adjacent, previously adsorbed protein, and would require a driving force to overcome the significant interprotein Coulomb repulsion[60].

Additional SEM imaging, shown in figure 4.6, highlights the morphology of the large structures. In figure 4.6B and figure 4.6C the larger prolate structures have a smooth appearance and no individual nanotubes are clearly seen. However in figure 4.6D, which was taken below $\xi^*$, individual coated nanotubes are clearly seen.
Figure 4.7: Similarly to RNaseA, Lysozyme also forms self-assembled aggregates with TiNT. TEM imaging in reveals a similar microstructure consisting of (A) multiple TiNT surrounded by a larger protein plaque (B) which form micron-sized aggregates.

As seen in figure 4.7, Lysozyme forms similar micron-sized self-assembled aggregates with TiNT. High resolution TEM, shown in figure 4.7A, reveals multiple nanotubes embedded in a thick lysozyme plaque, while figure 4.7B shows the formation of micron-sized aggregates of TiNT and lysozyme similar to those found in my experiments with RNaseA-TiNT. Although I performed TEM on the ubiquitin samples, I was unable to observe any notable Ubiquitin-TiNT structures.

4.3.4 Thermodynamics of Self Assembly of RNaseA-TiNT Structures

The adsorption and growth behavior, shown in my imaging and adsorption measurements in chapter 3 and in figure 4.4A, are both a hallmark signature of self assembly[6, 117, 259, 260]. In particular, the existence of a critical concentration above which the equilibrium protein concentration remains fixed, is indicative of self-assembly. A similar phenomenon involving the emergence of an aggregate mesophase is observed in the formation of supramolecular assemblies and in other self-assembling systems such as liposomes or giant vesicles[6, 117].

Thermodynamically, the structural transition between the dispersed and self-assembled
state is favorable only if assembly reduces the Gibb’s free energy of the system. The theo-
retical underpinnings of self-assembly can be easily formulated by considering a system of
solute molecules, of total volume fraction, $\phi$, which have a propensity to form aggregates
of $N$ solute molecules occupying volume fraction, $X_N$. The total volume fraction of the
system is therefore the sum over all possible aggregate states:

$$\phi = \sum_{N=1}^{\infty} X_N$$  \hspace{1cm} (4.1)

In equilibrium, the chemical potential, $\mu$, of the solute and coexisting aggregates must be
the same:

$$\mu = \epsilon_N + \frac{1}{\beta N} \log \left( \frac{X_N}{N} \right)$$  \hspace{1cm} (4.2)

Here $\epsilon_N$ is the free energy change associated with transferring a solute monomer from
the bulk phase to an aggregate of $N$ molecules, while the second term results from the
translational entropy of the aggregates[261]. I have used the convention $\beta^{-1} \equiv k_B T$, where
$T$ is the temperature of the system and $k_B$ is Boltzmann’s constant. Equation (4.2) can be
rearranged in terms of $X_N$:

$$X_N = N \exp \left( \beta N (\mu - \epsilon_1) \right)$$  \hspace{1cm} (4.3)

noting that $X_1 = \exp \left( (\beta (\mu - \epsilon_N) \right)$, this can be rewritten as:

$$X_N = N \{ X_1 \exp(\beta (\epsilon_1 - \epsilon_N)) \}^N$$  \hspace{1cm} (4.4)

This equation suggests two possible scenarios depending on whether $\epsilon_N$ is greater or
less than $\epsilon_1$. When $\epsilon_N \geq \epsilon_1$ it is energetically unfavorable to form aggregates, as it increases
the system’s Gibb’s free energy, and solute will primarily be found as monomer. However,
when when $\epsilon_N < \epsilon_1$, aggregate formation will decrease the system’s free energy and it
becomes favorable for the solute to aggregate rather than to remain monomeric[117].

The transition between these two states will depend directly on the free energy per
molecule in the aggregated state, which is a direct function of the aggregate geometry and
the strength of the intermolecular forces. The free energy per molecule in the aggregates will be of the form:

$$\epsilon_N = \epsilon_\infty + \frac{\alpha}{\beta N^P}$$  \hspace{1cm} (4.5)

where \(\epsilon_\infty\) is the energy of a molecule in an infinitely large aggregate, \(\alpha\) is a number which depends on the strength of the intermolecular interactions, and \(P\) is a constant which depends on the aggregate geometry and dimensionality. Combining equations (4.4) and (4.5) we find:

$$X_N = N \{ X_1 \exp \left( \alpha (1 - N^{-P}) \right) \}^N$$  \hspace{1cm} (4.6)

It is evident from equation (4.1) that any given volume fraction, \(X_N\), cannot exceed unity. Therefore when \(X_1 \approx e^{-\alpha}\), any additional solute added must join an aggregate. The critical volume fraction at which this occurs is called the critical aggregation concentration (CAC), or in the case of micelles, the critical micelle concentration (CMC). Additional solute added above this transition will join the aggregates, while the concentration of monomer, \(X_1\), will remain fixed. For spherical particles, this transition occurs at approximately:

$$X_1 \approx \exp \left( -\beta (\epsilon_1 - \epsilon_N) \right)$$  \hspace{1cm} (4.7)

An extension of this theory can be applied to systems containing multiple coexisting phases. This is frequently encountered in the formation of liposomes or vesicle superaggregates[6]. In both of these systems, a monomeric species assembles into a primary aggregate, the micelle or vesicle, which later assembles into a mesophase or secondary aggregate, the liposomes or vesicle-superaggregates. At the emergence of the secondary aggregate with \(M\) monomers, the monomer, primary, and secondary aggregate chemical potentials must be equivalent:

$$\epsilon_1 + \frac{1}{\beta} \log X_1 = \epsilon_N + \frac{1}{\beta N} \log \left( \frac{X_N}{N} \right) = \epsilon_M + \frac{1}{\beta M} \log \left( \frac{X_M}{M} \right)$$  \hspace{1cm} (4.8)
We can similarly solve for the condition at which the mesophase emerges by equating the chemical potentials of any two phases.

From equation (4.7) it is evident that the critical aggregation concentration of this transition I observe in figure 4.4 is determined by the chemical potential difference between any two phases in the system. This allows me to write the CAC in terms of the chemical potential of the protein monomer, $\epsilon_1$, and the aggregates, $\epsilon_N$:

$$\text{CAC} \approx \exp (-\beta (\epsilon_1 - \epsilon_N))$$  \hspace{1cm} (4.9)

It is worthwhile to remark that the chemical potential difference, $\epsilon_1 - \epsilon_N$, is the Gibb’s free energy change associated with the emergence of the aggregate mesophase, $\Delta G$.

From the adsorption data and DLS data in figure 4.4, I can estimate the critical molar ratio at which the mesophase emerges by fitting $\xi_{\text{free}}$, shown in figure 4.4, to a Hill equation, $\xi^* \approx 2$, and thus can approximate the Gibb’s free energy change associated with self-assembly.

At mesophase emergence, there are 0.35 mol RNaseA adsorbed per mole TiO$_2$. This corresponds to a surface coverage of 36.7 $\mu$mol RNaseA/m$^2$ TiO$_2$. This is nearly 100 times the capacity of a monolayer. In my experiments, the CAC corresponds to a concentration of 15.3 $\mu$M of monomeric RNaseA, as determined from the data shown in figure 4.4. From this, I can determine that the emergence of the mesophase results in Gibb’s free energy reduction of approximately:

$$\Delta G = -\beta \ln (\text{CAC}) \approx 15k_B T$$  \hspace{1cm} (4.10)

At the critical transition, the packing limits for the protein on the nanotube surface have
been reached. This forces the system to rearrange and reassemble through interaggregate interactions\cite{6, 262} which reduce the Gibbs free energy by $15k_B T$. The inhomogeneous microstructure and prolate shape of the observed aggregates are characteristic of binary supraself-assembled systems\cite{6}. The packing of the multilayer-coated nanotubes observed with TEM, as seen in figures 4.5C and 4.7B, allows for a higher packing volume fraction, while the prolate shape decreases the Gaussian curvature and reduces the interfacial tension\cite{6, 117, 261}

Although I am unable to extract the exact parameters in equation (4.6) from my data, it does provide us with some insight. It is clear that by tailoring the intermolecular interactions the exact position of the CAC can be modified. Furthermore, the CAC also depends on the structure of the assembly. As will be discussed in chapter 7, modification of the volume fraction at a constant $\xi$ appears to produce differing structures. Such findings suggest the possibility of a rate-limiting step in the process of assembly. The exact implications of this will be discussed at length in chapter 7.

### 4.3.5 Model of RNaseA-TiNT Aggregate Formation and Growth

As seen in the TEM images in figure 4.5, I find that protein multilayers form around the entire TiNT, including the open ends, where there is no accessible nanotube surface for adsorption. Here the proteins must adsorb by associating with adjacent, previously adsorbed protein, and would require a driving force to overcome the significant interprotein Coulomb repulsion\cite{60}.

Based on my findings, I suggest a plausible model that accounts for the observed RNaseA-TiNT interactions, illustrated in figure 4.8. Initially, the system consists of monomeric protein and individual nanotubes coated with RNaseA. At extremely low protein concentrations ($\xi \ll \xi^*$), protein should adsorb as monolayers, as seen in figure 4.8A. As
the protein concentration is increased, extensive protein multilayers form on the nanotubes, as seen in figures 4.8B and 4.8C, continuing until a critical concentration of free protein is reached. Above the critical concentration excess protein and the dispersed individual protein-nanotube conjugates assemble into an aggregate mesophase consisting of large, prolate ellipsoidal structures that contain multiple nanotubes and proteins, as illustrated in figure 4.8D.

4.4 Examining the Interaction of RNaseA With Other Anatase Nanomaterials

To understand if the unique surface chemistry of TiNT could contribute to the protein assembly and aggregation phenomena observed in here, I ran additional experiments to examine the interaction between RNaseA with additional anatase nanomaterials: anatase nanotiles – which contain a hydroxylated anatase (001) surface[120], and commercial anatase nanoparticles, which primarily have an anatase (101) surface, as discussed in chapter 2. As
Figure 4.9: SEM images of different TiO₂ nanomaterials (top half) and structures formed after interacting with RNaseA (bottom half). Shown are anatase nanoparticles (TiNP) with a 32 nm average particle size, anatase (001) nanotiles, and titania nanotubes (TiNT). The assembly of larger aggregates formation only occurred with the nanotubes. Bottom samples were sputter coated with 2.5 nm Au/Pd prior to imaging to reduce charging.

seen in figure 4.9, with the exception of the nanotubes, the interaction between RNaseA and other anatase nanomaterials did not increase the size by more than 3-5 nm, suggesting that the unique surface chemistry of the nanotube may be crucial to the production of these functional protein-based materials.

These findings can be understood in the context of the differing surface chemistries. As seen in figures 2.3 and 2.20, the surface Ti sites on clean bulk (001) surface are all fivefold coordinated, the coordinative undersaturation makes these groups highly reactive and contributes to a very high surface energy. As such, under ambient conditions these sites are instantly hydroxylated by dissociative water adsorption[111, 125]. However, in contrast, water is only molecularly adsorbed on the surface of the nanotube, which also contains only fivefold coordinated Ti sites (figure 2.20C). The stability of these groups
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against hydroxylation leaves these groups open to react and is crucial to its reactivity. Commercial anatase nanoparticles, which primarily have an anatase (101) surface, also do not contain significant exposed undercoordinated sites.

Although both the nanotubes and nanotiles expose the anatase (001) surface[111, 113, 120], aggregation was only observed on the nanotube. This suggests that this phenomenon requires more than just the presence of the anatase (001) surface. The difference between these two materials lies in the stability of the surface Ti groups against hydroxylation – while both expose the anatase (001) surface, only the nanotube contains exposed and stable undercoordinated Ti surface sites[111–113].

The bond strain induced by the nanotube’s curvature is essential for preventing hydroxylation of the nanotube surface. When this is removed, the undercoordinated Ti groups are instantly hydroxylated and no longer available to react[113]. These findings suggest that the exposed, stable, undercoordinated Ti sites on the nanotube surface are crucial to initiating the self association of the free and bound protein.

The mechanistic details of how the nanotube modifies protein-protein interactions remains to be determined. Molecular dynamics (MD) simulations might yield information about the initial steps in assembly. For instance, in MD studies examining protein adsorption on hydroxylated and non-hydroxylated rutile (110) surfaces[263], the protein-surface electrostatic interaction was found to be the dominant driving force for adsorption. In these simulations, the protein Human Serum Albumin (HSA) exhibited a higher affinity for the hydroxylated rutile surface. This is reflected by significantly stronger Coulombic interaction between the HSA and the hydroxylated surface and a larger number of residues adsorbed. On the basis of these simulations, the increased affinity was attributed to the presence of terminal hydroxyl groups on the rutile surface, whose ordered nature prevented interfacial water from forming a strong hydrogen bonding network. In turn, this enabled protein residues to form hydrogen bonds with the interfacial water and enabled protein residues
to more easily replace the interfacial water and directly hydrogen bond with the interface. These findings highlight the important role of interfacial water on protein adsorption. These findings however also may shed some insight into the observed behavior. For instance, the increased protein-surface affinity on the hydroxylated surface may limit the ability of adsorbed protein to relax or reorient on the surface and effectively fixes the protein in a specific position that may not be ideal for promoting further protein-protein association.

4.5 Conclusions

In conjunction with the findings in the previous chapters, my work reveals that titania nanotubes are able to immobilize extraordinarily large quantities of biomolecules, over 1000 times above monolayer coverage. To the best of my knowledge, this phenomenon has not been reported previously with any other nanomaterial. I show that biomolecule immobilization and assembly on titania nanotubes occurs in two different stages. First, at low biomolecule-to-TiO$_2$ molar ratios, biomolecule immobilization takes place up to approximately 55 layers of coverage. The coverage then remains constant until a critical biomolecule-to-TiO$_2$ molar ratio is reached. Upon reaching this critical ratio, the system self assembles into large aggregates, above which any subsequently added biomolecules incorporate into the existing self-assembled aggregates. For RNaseA, self assembly occurs at an RNaseA-to-TiO$_2$ molar ratio of 2 and was observed in independent experiments employing dynamic light scattering, adsorption measurements, and electron microscopy. The self-assembled product is micron-sized, immobilizing as much as 920 g/g RNaseA/TiO$_2$.

The sigmoidal relationship between the hydrodynamic size and $\xi$ is a remarkable signature of a self-assembly processes in which proteins (or protein-nanotube conjugates) are added to preexisting aggregates[40, 209, 264, 265]. The sigmoidal dependence suggests two possibilities. First, the fundamental “monomer” for self-assembly is not the nanotube,
but rather, individual nanotubes with multilayer protein coatings. The formation of a critical concentration of these fundamental units is required before it is energetically favorable for assembly to occur. Second, it is possible that in fact the assembly is cooperative and requires a critical protein concentration as well as a critical protein-nanotube concentration to occur. One possible experiment that could examine this would be the hold the protein-to-nanotube molar ratio constant but increase or decrease the volume fraction. If the self-assembly was dependent on the formation of subunits then it should occur at the same point. I examine this in chapter 7.

Multilayer protein adsorption and the formation of larger protein-nanotube aggregates only occurred on the nanotube surface. The significance and unique nature of this surface is highlighted by the lack of any detectable multilayer adsorption or aggregation on the nanotile, where the Ti-5C sites have been hydroxylated. This suggests that the phenomena observed are due to the presence of the high density of stable undercoordinated Ti groups on the nanotube surface.

This study highlights the importance of nanomaterial surface chemistry. Specifically, the surface of the titania nanotube contains a very high density of unterminated undercoordinated Ti sites, which are stable against hydroxylation due to the bond strain imposed by nanotube’s curvature. When the nanotube’s curvature is removed, such as in the case of nanosheets or nanotiles, the high energy undercoordinated surface Ti sites are instantly terminated by hydroxylation, restoring sixfold coordination. These materials can only immobilize biomolecules up to monolayer coverage.

Here I have demonstrated that undercoordinated transition metal sites could play a critical role in biomolecule immobilization or the templating of larger biomolecule structures. Maintaining enzymatic activity and achieving high immobilization capacities have both been major obstacles for enzyme immobilization. My results suggest that increasing the density of unterminated undercoordinated transition metal surface sites, either synthetically
or by careful control of defect chemistry, could prove to be a fruitful strategy for creating novel enzyme immobilization substrates and may act as an enabling technology for creating protein-based biomaterials or enzyme biocatalysts.
CHAPTER 5
BIOPHYSICAL CHARACTERIZATION OF PROTEIN-NANOTUBE CONJUGATES

5.1 Introduction

Nanomaterials play an increasing role in our daily life. From targeted drug delivery to novel surface coatings, the highly controlled morphology, tailorable surface chemistry, and large surface to volume ratios, make nanomaterials a promising tool for improving daily life. While the use of nanomaterials in consumer products has grown, our understanding of the consequences of human exposure to nanomaterials is only in its infancy[10, 36, 45].

It is now understood that upon exposure to a biological fluid, most nanomaterials will quickly be coated by a biomolecule monolayer which has a loosely associated “protein corona”[66, 100, 106, 266]. The complex series of interactions that govern the formation of this monolayer and the potentially hazardous impact its formation might have on protein-protein interactions are still not fully understood, but many researchers and pharmaceutical products employ a hydrophilic material or surface coating to mitigate protein adsorption[64]. Recent studies have demonstrated that a number of factors determine the nature of the interaction between a given nanomaterial and biomolecules. Among these, particle size[32, 97, 99] and chemical reactivity[10, 229, 240] have proven to be important factors in determining potential toxicity. Despite this, our ability to predict particle-cellular and particle-protein interactions from fundamental principles has thus far been
limited[267, 268]. The interactions occurring at the nanomaterial-biological interface are quite complicated[45] and a number of deleterious effects due to these interactions have previously been reported. These effects include inflammation response due to protein unfolding[240], protein fibrillation, protein aggregation[246], and the modifications of enzymatic activity[34]. Significant evidence also links protein aggregation to the pathology and progression of most protein misfolding diseases[269], including sickle cell anemia and neurodegenerative diseases such as Creutzfeldt-Jakob, Huntington’s, Alzheimer’s, and Parkinson’s diseases[106, 222]. Protein aggregation is also a significant problem for the safe and cost-effective production of therapeutic proteins. Aggregates form during different stages of production, ranging from purification to storage and can reduce the pharmacological benefit of therapeutic proteins[270]. The high adsorption capacity and self-assembly of RNaseA-TiNT hybrids in chapters 3 and 4 suggest that the TiNT could act as a template for creating enzyme-based materials. However, it is essential that the enzyme’s structure be sufficiently maintained and that the enzymatically active site remains accessible. Oligomerization or modifications to the site accessibility could be detrimental to any potential applications of this phenomenon. In this chapter, I investigate whether the free or bound protein forms oligomers, whether the immobilized enzymes are active, and free of significant diffusional hinderance, and finally I examine the cytotoxicity of the nanotubes.

5.2 Materials and Methods

5.2.1 Denaturing Gel Electrophoresis

SDS-PAGE measurements were performed on a NuPAGE 8-16% Bis-Tris Gradient Mini Gel (Invitrogen) with an MES running buffer. Samples were pelleted by centrifuge, resus-
pended in 1X NuPage LDS Sample Buffer, and subsequently denatured at 70°C for 10 min. The volume of sample loaded into the gel varied from 15 μL to 30 μL depending on the trial and anticipated concentration. A seven-protein molecular weight marker (GE High-Range Molecular Weight Marker, GE Healthcare Life Sciences, Piscataway, NJ) was run in one or more lane on each gel to calibrate the molecular weight migration pattern. Gels were run on a XCell SureLock Mini-Cell (Invitrogen) at 200 V for 35 min. Following electrophoresis, gels were stained with colloidal Coomassie G-250 (SimplyBlue Safestain, Invitrogen) per the manufacturers directions for high-sensitivity staining. The gels were subsequently scanned at 600 dpi using a desktop flatbed digital scanner (HP ScanJet, Hewlett-Packard, Palo Alto, CA) and dried between cellulose film for storage (Pierce Gel Drying Kit, Thermo Scientific, Rockford, IL). The scanned images were cropped and the brightness and contrast were uniformly adjusted to increase clarity for the reader. No other image adjustments were performed.

### 5.2.2 Enzymatic Activity Assay

Samples of RNaseA-TiNT conjugates at different molar ratios of RNaseA-to-TiNT, ξ, were prepared similarly to my adsorption experiments, except in these experiments, the concentration of RNaseA was fixed and the TiNT concentration varied. Serial dilutions of the samples were prepared and assayed with a fluorescence assay (RNaseAlert, Integrated DNA Technologies Inc., Coralville, ID) per the manufactures directions. Measurements were performed in triplicate at 37°C in a Spectramax384 microplate reader (Molecular Devices). Measurements were taken every 60 seconds.
5.2.3 Cytotoxicity Assay

The cytotoxicity of titania nanotubes (TiNT) and 32 nm anatase nanoparticles (TiNP) to HeLa cells was examined using a fluorometric assay (LiveDead Assay, Invitrogen). HeLa cells were a generous gift of the Superfine group. HeLa cells were grown in a sterile flask in supplemented culture medium (DMEM-F12 supplemented with 10% Fetal Bovine Serum (FBS) and 1% Antibiotic-Antimitotic Solution (AA) and incubated at 37 °C in 4.5 % CO₂ until approximately 80% confluent. The cells were then harvested with Trypsin-EDTA, for 5 minutes at 37 °C; the reaction was neutralized by addition of the supplemented culture medium; the cell density was then determined with a hemocytometer. The detached HeLa cells were subsequently plated in a 96-well sterile microplate at approximately $4 \times 10^4$ cells/well, $2.64 \times 10^4$ cells/well, $1.32 \times 10^4$ cells/well, or 0 cells/well. All wells were filled with supplemented culture medium and incubated overnight at 37 °C in 4.5 % CO₂.

The following morning, the cells were dosed with varying amount of TiNP or TiNT which were suspended in Dulbecco’s Phosphate Buffered Saline (DPBS). All wells were filled to the same volume with DPBS and returned to the incubator for 24 hours. Subsequently, the wells were aspirated, washed with 100 µL DPBS and then filled with 100 µL clean DPBS to cover the bottom of the well. Control wells containing only dead cells were created by treating these with a DPBS solution containing 0.1% v/v Triton-X, which permeabilizes the cell membranes. A fresh 2X solution of the Live/Dead assay was created in DPBS and contained 8 µM Ethidium Homodimer-1, a red fluorescent indicator of cell death, and 8 µM Calcein-AM, a green fluorescent indicator of cell viability. Individual 2X solutions containing either Ethidium Homodimer-1 or Calcein-AM were also created. 100 µL of a given Live/Dead, Live, or Dead solution was added to the appropriate wells and incubated per the manufacturers instructions. All wells were prepared in triplicate and subsequently assayed in at 37 °C in a Molecular Devices SpectraMax microplate reader.
5.3 Results and Discussion

5.3.1 Denaturing Gel Electrophoresis

Protein adsorption on nanoparticles has also been shown to cause protein fibrillation[106, 271] and anomalous aggregation[246]. Therefore, I performed denaturing gel electrophoresis (SDS-PAGE) on the pelleted protein-nanotube conjugate to investigate whether protein oligomers were formed in the process of assembly. As shown in figure 5.1, only a single band, corresponding to the RNaseA monomer mass of 13.7 kDa is visible in the sample lanes, demonstrating that the bound protein does not oligomerize. The bands are shown in order of increasing $\xi$, for the same nanotube concentration and volume fractions shown in my adsorption measurements and assembly isotherm in chapters chapters 3 and 4. The intensity of the bands appearing in figure 5.1 corresponds to the amount of protein bound. I find that the amount of protein bound increases with $\xi$. This agrees qualitatively with my DLS and adsorption measurements. Extensive washing of the pellet did not affect the band pattern or intensity, indicating that the protein is strongly bound to the nanotube and confirming that the bands observed do not correspond to residual unbound protein. SDS-PAGE of the supernatant (not shown) also only contained monomers, indicating that the nanotube does not act as a nucleant for oligomerization of the unbound.

Similarly, the Ubiquitin-TiNT samples only contained monomeric Ubiquitin, as seen in figure 5.2. As before, the band intensity is proportional to the amount of protein and the intensity pattern qualitatively agrees with my adsorption measurements. The gaps between lanes present in the gels was due to pipetting error. The series of extra bands on the first sample lane in the bound gel is due to nominal bleed-through of the molecular weight standard during pipetting.
Figure 5.1: SDS-PAGE of RNaseA adsorbed on TiNT. All trials had the same TiNT concentration.

Figure 5.2: SDS-PAGE of the free supernatant (free ubiquitin) and nanotube-bound ubiquitin, shown in order of increasing Ubiquitin:TiO$_2$ molar ratio. Ubiquitin-only control is indicated by (+). The weight of the MW standard ladder is indicated up to 40 kDa. The molecular weight of the ubiquitin monomer is also indicated on both gels.
These results also shed insight onto the mechanism by which the proteins and the nanotube associate. SDS or LDS, the surfactants used in the denaturing gel electrophoresis, are only able to denature protein structures formed by non-covalent bonds, yet it was able to solubilize the nanotube-associated protein in both the multilayer and self-assembled aggregate states. This suggests that the immobilization, at least past the first layer, is non-covalent in nature.

5.3.2 Assay of Enzymatic Activity of RNaseA Associated With TiNT

5.3.2.1 Relative Enzymatic Activity

Proteins unfold on many nanomaterial surfaces[30, 240, 241] and can result in significant loss of enzymatic activity[30]. For the high loading capacity of TiNT to be useful, it is important that TiNT does not significantly alter the enzymatic activity. Therefore, I measured the enzymatic activity of the multilayer and self-assembled RNaseA-nanotube conjugates with a quantitative assay (RnaseAlert, IDT Inc.). The assay consists of an oligonucleotide substrate which has a fluorescent reporter and dark quencher attached at opposite ends. Enzymatically active RNaseA catalyzes the cleavage of the phosphodiester bond between the 3’-PO$_4$ end of pyridine and the 5’-OH of the adjacent nucleotide[200], separating the fluorescent reporter from the quencher and restoring fluorescence.

I created a series of samples containing identical RNaseA concentrations and different TiNT concentrations. After they had equilibrated, I transferred them in triplicate to an RNase-free 96-well black microplate. Prior to running the experiment I did not know if the fluorescent intensity would be too small or would saturate the photomultiplier tube in the
microplate reader. Therefore, in addition to the original (1X) concentration of my sample, I also serially diluted the samples up to 8000x v/v and assayed these in parallel. This allowed me to run the trials concurrently and determine the appropriate concentration range after the trials were completed. From this I determined that the fluorescent signal from the 1000x dilution was most appropriate for the photomultiplier tube I employed.

In the microplate, I also included serial dilutions of my controls - nanotube only, buffer only, and protein only. I subsequently incubated all of the samples and controls, at 37 °C, with an identical and excess amount of the oligonucleotide substrate and monitored the fluorescent intensity of the wells once per minute for 60 min.

In figure 5.3 I compare the fluorescent intensity (shown in relative fluorescence units (RFU)), which is directly proportional to the amount of cleaved substrate, after incubating the samples and substrate for 1 h at 37 °C. At $\xi = 1.1$ RNaseA is adsorbed as multilayers on TiNT and here the enzymatic activity is 88.7% of the protein control. This reduction, typical for carrier-bound enzymes, could be due to incorrect orientation of the active site, His-119, or structural modifications resulting from immobilization[12].

In contrast, the activity of self-assembled samples was greater than or equal to that of the native enzyme’s activity. For instance at $\xi = 8.6$, I observe an enhanced activity of 107.4%. The differing activity of the multilayer and self-assembled states suggests that the orientation or packing of RNaseA in these two states may also differ.

The measurements contain a contribution from both the free protein in solution and bound enzyme in solution. As such, the measured activity is actually a weighted average of the individual activities of both populations. Therefore, the enhanced activity of the bound protein may actually be larger than the 107.4%. Similarly, it is possible that the
**Figure 5.3:** Bar plot of enzymatic activity of RNaseA-TiNT samples normalized by the activity of the RNaseA control, red line drawn at 100%. Error bars show S.E; asterisks indicate statistical significance of relative enzymatic activities as compared to RNaseA control (*, p<0.05; ***, p<0.005; ****, p<0.0001).

multilayer-adsorbed enzyme may have a larger reduction in activity than indicated by the measurements.

In my adsorption measurements in chapter 3, I found that the amount of protein bound scaled with $\xi$. Similarly, the enzymatic activity also appears to increase with $\xi$, suggesting self assembly may act to increase the active lifetime of adsorbed enzymes or increase the accessibility of adsorbed RNaseA by forming a more ordered or less tortuous assembly. This notion will be discussed further below.

### 5.3.2.2 Nuclease Contamination Not Evident

Before proceeding, it is important to address the possible issue of nuclease contamination on my results. Nucleases are prevalent in the environment and any contamination would significantly alter my results and contribute to faster degradation rates or higher enzymatic activities. Therefore, to minimize contamination, I implemented a stringent nuclease
decontamination protocol throughout the experiment. Prior to each stage of the experiment, I extensively cleaned my entire workspace with a nuclease decontaminating cleaning solution (RNaseZAP, Invitrogen Inc.). I also used this solution to clean all possible equipment, consumables, or surfaces that I or the sample could come into contact with during the preparation of the experiment. Subsequently, I washed the entire workspace and all equipment down with certified DEPC-treated RNaseA-free water (IDT Inc. and Invitrogen, Inc.) and dried them with fresh nuclease-free lab wipes. I performed this cleaning protocol at every stage of the experiment and created my RNaseA stock solution for the experiments in a different room. Furthermore, only disposable, sterile, RNase-free consumables and lab coats were used during the experiment. The external packaging of all consumables were decontaminated prior to use and were only unsealed immediately prior to use. Immediately after donning fresh gloves, I washed my gloves in the nuclease-decontaminating solution. The lack of contamination is quite evident in the time course of my controls, as seen in figure 5.4. Here it is clear that the nanotube only and buffer only solutions do not appreciably degrade more than 6% of the RNA substrate, which in the RNaseA only control, was nearly 700 RFU, and is effectively the basal degradation rate of the relatively stable fluorescent substrate I’ve employed.

![Figure 5.4: Relative fluorescence time-course of the nanotube only and buffer only controls.](image-url)
Figure 5.5: (Left) Fluorescently modified RNA was incubated for 1 hour with RNaseA-TiNT conjugates formed at different molar ratios RNaseA-to-TiO$_2$. The resulting fluorescent intensity is directly proportional to the number of fluorescently modified RNA cleaved by the RNaseA in solution. The samples were incubated for 1 hour at $37^\circ$C with measurements taken every minute. The resulting measurements with fit to a first order kinetic model, as described in the text.

5.3.2.3 Enzyme Kinetics and Assembly Microstructure

In figure 5.5, I show the fluorescent intensity of the samples as a function of time. The measured intensity is directly proportional to the number of RNA cleaved. Consistent with previous studies, the degradation of RNA by RNaseA exhibits first order kinetics[12]. The characteristic time of this degradation, $\tau$, is obtained by fitting the time dependence of the fluorescent intensity for the first 60 minutes, as seen in figure 5.5, to a first exponential growth model with characteristic timescale, $\tau$:

$$I(t) = I_0 + (I_1 - I_0) \left(1 - \exp \left(\frac{t}{\tau}\right)\right)$$

(5.1)
Table 5.1: Results of non-linear least squares fit of enzymatic activity time course, shown in figure 5.5, to equation (5.1), for different $\xi$.

the results of which are shown in table 5.1.

This timescale, $\tau$, has a deeper physical meaning. $\tau$ is determined by the effective diffusivity, $D_e$, of the oligonucleotide through the immobilized protein layers[12, 272]. $D_e$ is sensitive to the microstructure of the immobilized layer and will be decreased in layers which have either a lower porosity, $\phi_p$, or an increased tortuosity, $T$.

Therefore, measurements of $\tau$, which are dependent on $D_e$, serve to probe the microstructure of the immobilized layer, scaling as:

$$\tau \propto \frac{T}{\phi_p} \quad (5.2)$$

As shown in figure 5.6 and table 5.1, $\tau$ for the multilayer adsorbed protein ($\xi$=1.1) is significantly larger than the protein-only control ($p<0.001$). In contrast, $\tau$ for the self-assembled sample occurring at $\xi$ = 8.6 was slightly lower ($p<0.05$) than the protein-only control. The other self-assembled samples did not have a statistically significant difference from the protein-only control.

Interestingly, $\tau$ and relative enzymatic activity appears to be correlated. Compared to
Figure 5.6: Enzymatic degradation reaction time constant, $\tau$. Error bars show S.E.M; asterisks indicate statistical significance of relative enzymatic activities as compared to RNaseA control (*, $p<0.05$; ****, $p<0.0001$) S.E.M(n=3). Red line drawn at mean time constant of RNaseA only control (19.4 min).

In the protein-only control, the relative activity was lower when $\tau$ was increased, enhanced when $\tau$ was decreased, and unchanged when $\tau$ was the same as the control. These findings suggest enzyme immobilized in the multilayer and self-assembled states have a different microstructure.

The relative activity is a function of the active lifetime of the enzyme and accessibility, while the reaction kinetics are an indicator of the diffusional resistance the substrate experiences. A more porous, or less tortuous immobilized layer would increase the enzyme accessibility and substrate diffusivity, resulting in enhanced activity and $\tau$ similar to the bulk protein. My measurements suggest that self assembly alters the microstructure of the immobilized multilayers, forming either a more porous or less tortuous network of immobilized proteins than is found in the multilayer state.
5.3.3 Cyotoxicity

It is now well known that the many nanoscale materials have drastically different toxicological properties than their macroscopic counterparts[36, 72, 268, 273]. Here I briefly examine the whether titania nanotubes or conventional 32 nm anatase nanoparticles (TiNP) are cytotoxic to HeLa cells at different dosage levels.

In figure 5.7, I show the percentage of HeLa cells which died, compared to the nanomaterial-free controls, at different nanomaterial dosage levels. Here the cell density was varied, while the concentration of TiO$_2$ (moles/volume) was held constant. I performed a 2-way ANOVA on this data to examine whether the choice of nanomaterial or dosage had a statistically significant effect, the results of which are shown in table 5.2. I performed multiple comparison using Sidak’s test.

![Figure 5.7: Cytotoxicity of titania nanotubes (Blue/Filled) and titania nanoparticles (un-filled) to HeLa cells as a function of dosage, nmol per cell. Error bars are S.E.M (n=3).](image)

These results indicate that there is no statistically significant difference between the cytotoxicity of the nanotube and nanoparticle (contributing less than 0.1% of the total variance). Although they individually do not differ, the cytotoxicity is dependent on the
Table 5.2: Results of 2-Way ANOVA examining whether the choice of nanomaterial or its dosage had a significant cytotoxic effect to HeLa cells.

dosage level of either nanomaterial, accounting for 94.33% of the total variance.

Previous studies have shown that anatase nanoparticles and nanotubes can be internalized by many cell lines. In particular, the cytotoxicity of TiO$_2$ nanoparticles has been extensively studied[36, 45, 75, 79, 267, 273–276]. These studies have failed to reach a consensus on the exact source of cytotoxicity, but many different cellular responses have been observed, including: induction of chromosomal instability[275], pro-inflammatory response[240], and impairment of phagocytic function[79]. Although the exact source of cytotoxicity is beyond the scope of this dissertation, it is reasonable to think that the differences between the nanotube and nanoparticle could result from the significantly different surface reactivity[94], morphology[74], and possibly different mechanisms of internalization and locations with the cell.

5.4 Conclusions

The results presented in this chapter highlight the functionality of the self-assembled enzyme-nanotube hybrids and their use as novel biocatalysts and offer insight into the structure and morphology of these materials.
No oligomers of RNaseA or Ubiquitin were detected with denaturing gel electrophoresis (SDS-PAGE) experiments. Both the adsorbed and free protein were exclusively present as monomers. Covalent bonds are not cleaved by SDS-PAGE. If the protein were covalently bonded to each other (oligomers) but not the nanotube, we would expect to observe additional bands on the electropherogram. If the protein was oligomerized and covalently bound to the nanotube, we would not see any bands. This suggests that the protein is immobilized by a non-covalent mechanism. Furthermore, the band intensities also qualitatively agree with the observation of increased adsorption as higher $\xi$.

The enzymatic activity of RNaseA is slightly reduced when adsorbed in multilayers. However in the self-assembled state, where more enzyme is adsorbed, the activity is either the same or faster. Furthermore, the enzyme kinetics also appear to be either the same or enhances in the self-assembled state. This suggests that the enzyme’s active site may be more accessible in the self-assembled state, as compared to the multilayer state. These findings give us insight into the microstructure of the self-assembled state. The increased effective diffusivity of the RNA probe molecule could occur if self-assembly either increases the porosity or decreased the tortuosity of the immobilized enzymes. An increase in microstructural order is consistent with previous observations of self-assembly[6, 277].

Both the nanotubes and nanoparticles were nominally cytotoxic to HeLa cells and exhibited a dose-dependent cytotoxic effect. Given the differing morphology of the nanotube and nanoparticle as well as their differing surface chemistries, it is likely that they are internalized differently with the cell and may differently affect the apoptotic pathway. Clearly a systematic investigation of the cytotoxicity and internalization pathways is necessary before any in vivo biomedical applications.
CHAPTER 6
DIFFERENTIAL SCANNING CALORIMETRY

6.1 Introduction

Many proteins and nucleic acids form complexes with other proteins or ligands. In fact, the fundamental function of biomolecules is dependent on its ability to associate and form macromolecular complexes with specific molecules or other partners. This association proceeds similarly to protein folding – where both specific secondary interactions and the dehydration of hydrophobic residues act as driving forces for assembly[56, 201]. However, unlike protein folding, complex formation reduces the system’s total degrees of freedom, and complex formation is limited by the resulting loss of translational entropy[4].

These changes can be observed by calorimetric techniques. Differential scanning (micro)calorimetry is a technique for measuring the heat capacity of a sample as a function of temperature. Although traditionally DSC measurements were confined to examining solids, significant instrumental improvements and new techniques for controlling and measuring small heat flows have made DSC the technique of choice for easily examining the heat capacity of dilute solutions of small biomolecules[4, 278–283]. In this chapter, I briefly discuss the DSC instrument and theory of measurement. Subsequently, I review the thermodynamics of protein unfolding and provide a statistical-mechanics based framework for analyzing the thermal denaturation of proteins and other biomolecules.
6.2 DSC Instrumentation

Differential scanning microcalorimetry measures the heat capacity of a solution as a continuous function of temperature. In a typical differential measurement, the heat capacity of a sample cell, containing a dilute biomolecule solution in a given solvent, is measured relative to a reference cell, which contains only the solvent, at a constant pressure, as the temperature is continuously changed.

Measurements must be performed under dilute conditions where the proteins do not interact. The partial specific heat capacity of the protein (that is, the protein’s heat capacity in the solute) is extremely small as compared to water and requires a highly precise and sensitive instrument to measure it.

To understand the sensitivity and precision needed for measurements, let us consider a back-of-the-envelope calculation of the calorimetric signal coming from a protein solution containing 3.3 mg mL\(^{-1}\) protein dissolved in water. For a differential measurement, the observed difference between the heat capacity of the reference cell filled with water and the 3.3 mg mL\(^{-1}\) protein solution will be:

\[
\Delta C_p^{\text{obs}} = C_p^{\text{protein}} m_{\text{protein}} - C_p^{\text{water}} \Delta m_{\text{water}}
\]

where the mass of water the protein displaces is \(\Delta m_{\text{water}} = m_{\text{protein}} \times \bar{\nu}_{\text{protein}} / \bar{\nu}_{\text{water}}, \bar{\nu}\) is the partial specific volume.

In my experiments the DSC sample volume is 300 µL, so the total mass of protein in
the cell is $m_{protein} = 1$ mg. Plugging in typical values of these constants[4] for the protein and water: $C_{p\text{protein}} = 2 \text{ J K}^{-1} \text{ g}^{-1}$, $C_{p\text{water}} = 4.2 \text{ J K}^{-1} \text{ g}^{-1}$, $\bar{v}_{\text{protein}} = 0.73 \text{ cm}^3/\text{g}$, $\bar{v}_{\text{water}} = 1 \text{ cm}^3/\text{g}$ we find:

$$
\Delta C_{p\text{obs}} = \left(2 \frac{\text{J}}{\text{gK}} \right) \left(10^{-3} \frac{\text{g}}{L} \right) \left(3 \times 10^{-8} L \right) - \left(4.2 \frac{\text{J}}{\text{gK}} \right) \left(10^{-3} \frac{\text{g}}{\text{K}} \times \frac{0.73}{1} \right) = -3.0 \times 10^{-3} \frac{\text{J}}{\text{K}}
$$

However the heat capacity measured for the 300 $\mu$L of water is $C_{p\text{water}} \times m_{water} = 1.3 \text{ J K}^{-1}$. Quite amazingly, the heat capacity difference due to the protein is just $1/1000$ that of the water’s heat capacity. To make a measurement with a precision of $0.1\%$, we would require an instrument sensitive to changes on the order of of $1 \times 10^{-6} \text{ J K}^{-1}$[4, 279, 280, 284]. In reality, modern differential scanning calorimeters can easily measure as small as 10 $\mu$g protein in a 300 $\mu$L cell, with 10 $\mu$J K$^{-1}$ sensitivity.

Traditionally, DSC instruments contain a reference and and sample cell which are heated in an adiabatic (or quasi-adiabatic) environment. The cells are heated with a constant power and the adiabatic jacket is controlled to closely follow the cell temperature. The system contains two feedback loops, one to maintain a near-zero temperature difference between the sample and reference cell as they are both heated at a constant power (power-compensation) and a second to ensure that the thermal adiabatic jacket closely follows the cell temperature and prevents heat flow between the environment and the sample (adiabatic control loop).

The temperature difference between each cell and the adiabatic jacket are measured by thermoelectric sensors. The thermoelectric sensor between the reference and sample cell produces a voltage proportional to the temperature difference. This voltage is used as the input to a feedback circuit which powers an auxiliary heating element, located in the sample cell. The feedback circuit is designed to reduce the temperature difference between the
sample and reference cell. The power needed to maintain a near-zero temperature difference between the two cells is recorded as a function of temperature. This technique is called a power-compensation technique and measures the additional power needed to keep the sample cell at the same temperature as the reference cell as they are both heated at a constant rate[4, 285]

This power can then be converted to the apparent molar excess heat capacity, $C_p$, using the temperature scan rate, $dT/dt$, molar concentration of the biomolecule, $M$, and the power supplied to the heater $dQ_p/dt$, where $Q_p$ is the heat absorbed at a constant pressure[286]:

$$C_p = M^{-1} \frac{dQ_p}{dt} \left(\frac{dT}{dt}\right)^{-1}$$

(6.2)

In recent years nonadiabatic DSCs have become commercially available[4]. The nonadiabatic calorimetric block, shown in figure 6.1, contains two identical platinum capillary cells, one reference and one for the sample, which are connected together through a thermal shunt and contained with a thermally shielded chamber. The thermal shunt effectively fixes the operation volume of the calorimetry cells by shunting them to the thermal shield. In contrast to adiabatic DSC, non-adiabatic DSC controls the temperature outside of the cells through a series of Peltier elements and the thermal jacket leads the heating or cooling of the cell.

During a calorimetric experiment, the temperature of the calorimetric block (thermostat) is modulated to ensure that it is consistently larger than the cells. In this temperature-leading setup, heat flows to the cells from the heated calorimetric block and the cells follow the temperature of the heated surroundings. The temperature difference between the two reference and sample cells is monitored with bismuth telluride thermopiles[3]. The cells are
heated at a controlled rate, which is determined by the temperature shift between the cells and the calorimetric block.

This setup also enables the sample to be cooled. Both the sample and reference cell contain Peltier elements which are controlled by a computer to minimize the temperature difference between the two cells. The power difference between these two is recorded by the computer and used to convert to the molar heat capacity as described above. Furthermore, the Peltier elements can be heated appropriately to compensate for differences in the thermal properties of the two cells, determined using a calibration run prior to the experiments. These modifications significantly improve the stability, temperature control, and baseline[3, 4].

Current commercial instruments have a typical heating and cooling rate of 0.1 °C min⁻¹ to
2.0 °C min⁻¹ and have an accessible temperature range of −10 °C to 120 °C.

To avoid bubbles which could interfere with the signal, and to prevent the solvent from boiling, the cells are connected to a common manostat which can apply an excess pressure of 1 atm to 3 atm using a dry nitrogen supply. An excess pressure of 6 atm will increase the boiling temperature of water to approximately 120 °C[4].

In addition to the non-adiabatic design and manostat, additional improvements are found by utilizing a capillary cell, which permits the cells to be permanently placed in the calorimetric block and the volume to be fixed. The capillary cells generally consist of a narrow capillary wound into coils. This enables sample volumes (typically 300 µL) to be used and allows the cells to be easily reloaded using a pipette and removed using suction. The capillaries have a high surface to volume ratio which also reduces sample temperature gradients and enables faster scanning rates.

Another benefit is that capillary cells do not suffer from thermal gradients induced by fluid convection during heating, which ampules and cylindrical cells suffer from[279, 280, 285]. This is critical because the viscosity of a protein solution is strongly temperature dependent. As the viscosity changes during heating, fluid convection introduces temperature gradients which induce calorimetric artifacts[4].
6.3 Thermodynamics of Protein Unfolding

6.3.1 Equilibrium Two-State Transition

Let us first consider an ideal protein which can either be in the folded (native) state, $N$, or the unfolded state, $U$, schematically illustrated in figure 6.2. Furthermore, let us assume that this transition is spontaneous, reversible, and reaches equilibrium on timescales much shorter than any measurement we might make. In such a case, this transition is characterized by a temperature dependent equilibrium constant, $K$, and will proceed as:

$$N \xleftrightarrow{K} U$$  \hspace{1cm} (6.3)

**Figure 6.2:** Schematic illustrating the two state transition of a protein in the native state (N) to an unfolded state (U), occurring with equilibrium constant $K$.

Assuming $K$ displays an Arrhenius-like temperature dependence:

$$K = \exp \left( \frac{-\Delta G}{RT} \right)$$  \hspace{1cm} (6.4)

where $R$ is the gas constant, $T$ the temperature, and $\Delta G$ the change in Gibb’s free energy associated with the transition $N \xleftrightarrow{} U$. It follows that:
\[ \Delta G = \Delta H - T \Delta S = -RT \ln K \]  

(6.5)

where \( \Delta H \) is the enthalpy change associated with the transition, and \( \Delta S \) the entropy change. Solving for \( K \):

\[ \ln K = -\frac{\Delta H_{VH}}{RT} + \frac{\Delta S}{R} \]  

(6.6)

For a two-state transition, the enthalpy change is related to the temperature-dependent rate constant and is designated the van’t Hoff enthalpy, \( \Delta H_{VH} \). I have designated this above. Differentiating this equation with respect to \( T \), we can derive a useful expression for the van’t Hoff enthalpy in terms of measurable parameters[53]:

\[ \frac{\partial (\ln K)}{\partial T} = (RT)^{-1} \frac{\partial \Delta H_{VH}}{\partial T} + (RT)^{-2} \Delta H_{VH} + R^{-1} \frac{\partial S}{\partial T} \]  

(6.7)

At a fixed pressure, \( p \), the temperature dependence of the enthalpy, which is found above, is called the heat capacity, \( C_p \), and is specified by the Kirchoff relationship:

\[ \Delta C_p = \left( \frac{\partial \Delta H}{\partial T} \right)_p \]  

(6.8)

From the second law of dynamics:
\[ \delta S = \frac{\delta H}{T} = \frac{C_p \delta T}{T} \quad \text{(6.9)} \]

we find:

\[ \frac{\Delta C_p}{T} = \frac{\partial \Delta S}{\partial T} \quad \text{(6.10)} \]

Substituting these into equation (6.7) we derive an expression which related the change in enthalpy for a two-state transition, the van’t Hoff enthalpy, to the equilibrium constant of the transition:

\[ \Delta H_{vH} = -RT^2 \frac{\partial (\ln K_{eq})}{\partial T} \quad \text{(6.11)} \]

### 6.3.2 Thermodynamics of Protein Stability

In general, it is instructive to examine how the the Gibb’s free energy of this unfolding transition varies with temperature. The heat capacity, \( \Delta C_p \), shown in equation (6.8), provides a useful measure of how the enthalpy changes with temperature. Assuming that \( C_p \) is not a function of temperature, we can integrate equation (6.8), leading us to a general expression for the temperature dependence of \( \Delta H \):

\[ \Delta H(T) = \Delta H(T_m) + \Delta C_p(T - T_m) \quad \text{(6.12)} \]
Here I have chosen to reference the system against the temperature where 50% of the protein has unfolded, which I indicate as $T_m$. Experimentally this corresponds to the midpoint of the endotherm resulting from thermal denaturation of a protein.

Relative to $T_m$ the entropy change is

$$\Delta S(T) = \Delta S(T_m) = \Delta C_p \ln \left( \frac{T}{T_m} \right)$$

(6.13)

From equations (6.12) and (6.13) we can find the Gibbs’s free energy:

$$\Delta G(T) = \Delta H(T) - T \Delta S(T)$$

(6.14a)

$$= \Delta H(T_m) \left( \frac{T_m - T}{T_m} \right) - (T_m - T) \Delta C_p + T \Delta C_p \ln \left( \frac{T_m}{T} \right)$$

(6.14b)

These equations present us with a thermodynamic basis for calorimetrically examining the stability of a monomeric protein, as a function of temperature, in terms of three parameters: $T_m$, $\Delta H(T_m)$, and $\Delta C_p$.

In equation (6.14), $\Delta C_p$ controls the curvature, while $\Delta H$ controls the slope at a given temperature. The heat capacity of a globular protein is largely determined by its solvent-accessible surface area, decreasing with hydration of polar groups and increasing with the hydration of apolar groups. In general, the unfolded state of a globular protein has a higher heat capacity due to the increased exposure of the apolar residues[59], therefore $\Delta C_p > 0$ and the equation (6.14) will always be concave-down[4, 287]. With these constraints it is
Figure 6.3: Simulation of the free energy of a two-state protein, $\Delta G(T)$ defined in equation (6.14), for three different unfolding enthalpies. Parameters for simulation were: $\Delta H = 400 \text{ kJ mol}^{-1}$, $500 \text{ kJ mol}^{-1}$, or $600 \text{ kJ mol}^{-1}$; $\Delta C_p = 10 \text{ kJ K}^{-1} \text{ mol}^{-1}$, and $T_m = 60 \degree C$, which is indicated in the figure.

It is evident from equation (6.14) that there will be two different temperatures were $\Delta G(T) = 0$, as seen in figure 6.3, where I have plotted $\Delta G(T)$ at three different $\Delta H$.

While here we will focus on the denaturation due to heating (thermotropic denaturation), $T_m$, it is worthwhile to note that denaturing upon cooling, cold denaturation, is an active area of exploration[59, 214, 287, 288]. Thermotropic denaturation results from a concomitant increase in enthalpy and entropy resulting from heat adsorption by the protein. On the other hand, decreasing the temperature should do just the opposite and result in an increase in the order of the protein. However, remarkably the thermodynamics represented by equation (6.14) does hold true (at least for many globular proteins) and protein denaturation upon cooling has been observed[4]. Cold denaturation has extremely important implications for improving the storage and stability of biopharmaceuticals, food, and to elucidating the mechanisms behind so called ”anti-freeze” proteins[270, 289, 290]. Although these temperatures are not always experimentally accessible, determining the cold and heat denaturation temperatures provides one of the most accurate means to determine heat capacity change upon unfolding, $\Delta C_p$. 
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6.3.3 Partition Function of Protein Unfolding

Statistical mechanics provides a useful framework for examining protein structure and stability with calorimetric measurements. For an ensemble of protein states, the canonical partition function, $Z$ is:\cite{284,291}:

\[
Z = \sum_{i=0}^{N} \exp \left( -\frac{\Delta G_i}{RT} \right) \tag{6.15}
\]

where $N$ is the number of accessible states, $\Delta G_i$ is the Gibb’s free energy of the $i$ state, $R$ the gas constant, and $T$ the temperature.

Letting $i = 0$ act as reference state against which all thermodynamic variables will be referenced, equation (6.15) becomes:

\[
Z = 1 + \sum_{i=1}^{N} \exp \left( -\frac{\Delta G_i}{RT} \right) \tag{6.16}
\]

The population of a given state, $P_i$ is:

\[
P_i = Z^{-1} \exp \left( -\frac{\Delta G_i}{RT} \right) \tag{6.17}
\]

For a given measurable property, $\alpha$, the average value will be:
\[ \langle \alpha \rangle = \sum_{j=1}^{N} P_j \alpha_j \]  

(6.18)

for instance, we can write the average excess enthalpy, \( \langle \Delta H \rangle \), average excess entropy, \( \langle \Delta S \rangle \), and average excess Gibb’s free energy, \( \langle \Delta G \rangle \):

\[
\langle \Delta H \rangle = \sum_{j=1}^{N} P_j \Delta H_j = RT^2 \frac{\partial (\ln Z)}{\partial T} 
\]

(6.19a)

\[
\langle \Delta S \rangle = \sum_{j=1}^{N} P_j \Delta S_j = RT \frac{\partial \ln Z}{\partial T} + R \ln Z
\]

(6.19b)

\[
\langle \Delta G \rangle = \sum_{j=1}^{N} P_j \Delta G_j = -RT \ln Z
\]

(6.19c)

6.3.3.1 Partition Function of a Monomeric Protein Unfolding

We are now at a point where we can theoretically examine how a calorimetric experiment can investigate thermal denaturation of a protein. Let us consider again consider the thermotropic transition of a protein between the N and U states: \( N \xrightleftharpoons[K]{\rightleftharpoons} U \). In this case, the partition function of the system, detailed in equation (6.15), reduces to:

\[
Z = 1 + \exp \left( \frac{-\Delta G}{RT} \right)
\]

(6.20)

Realizing that the second term on the right hand side of this equation is simply the equilibrium constant, \( K \), shown in equation (6.4), equation (6.20) becomes \( Z = 1 + K \).
where the equilibrium constant, $K$, is also the ratio of the equilibrium concentrations of the unfolded protein, $[U]$, to the native protein, $[N]$:

$$K = \frac{[U]}{[N]}$$  \hspace{1cm} (6.21)

The fractional populations of U and N are defined by equation (6.17), such that:

$$P_N = Z^{-1} = \frac{1}{1 + K}$$  \hspace{1cm} (6.22a)

$$P_U = Z^{-1}K = \frac{K}{1 + K}$$  \hspace{1cm} (6.22b)

Any measurement performed on this system will contain characteristic contributions from both the unfolded protein, $\alpha_U$, and native protein, $\alpha_N$, populations. Using equation (6.18), we can express these contributions in terms of the fractional occupancy of each state:

$$\langle \alpha \rangle = P_N\alpha_N + P_U\alpha_U$$  \hspace{1cm} (6.23)

We are interested in experimentally examining how the protein unfolds upon heating. For the system indicated in equation (6.22) we can plot the progress curve, which tracks the fraction of protein unfolded in the sample. This plot is typically sigmoidal[287], as seen in figure 6.4. $T_m$ occurs at the point where 50% of the protein is unfolded ($P_U=0.5$). Here the
Figure 6.4: Simulation of progress curve for thermal denaturation of a protein, calculated from equation (6.22), with parameters $\Delta H = 400 \text{ kJ mol}^{-1}$, $\Delta C_p = 10 \text{ kJ K}^{-1} \text{ mol}^{-1}$, and $T_m = 60 ^\circ \text{C}$. The progress curve indicates the fraction of the population which is unfolded.

equilibrium constant, $K = 1$. The width of this two-state transition is determined by the van’t Hoff enthalpy, seen in equation equation (6.11).

### 6.3.4 Partition Function Analysis of Thermotropic Denaturation

Calorimetric measurements exploit the relationship between enthalpy and temperature, which are conjugate intensive and extensive variables. Experiments measure heat flow during thermally-induced transitions.

At constant pressure, the average heat capacity, $\langle C_p \rangle$, is defined as:

$$\langle C_p \rangle = \left( \frac{\partial H}{\partial T} \right)_p$$  \hspace{1cm} (6.24)

expressing this in terms of the sums of the different states, it becomes:
\[ \langle \Delta C_p \rangle = \sum_{j=1}^{N} \Delta H_j \left( \frac{\partial P_j}{\partial T} \right)_p + \sum_{j=1}^{N} P_j \Delta C_{p_j} \] (6.25)

where the first term of equation (6.25) is the heat capacity of the transition \( \langle \Delta C_p^{\text{trans}} \rangle \) responsible for the characteristic thermogram peak seen in figure 6.5A. The second term of equation (6.25) represents the difference between the heat capacity of the native protein, \( C_{p,n} \), and unfolded protein, \( C_{p,u} \), resulting in the baseline, \( \langle \Delta C_p^{N\rightarrow U} \rangle \).

**Figure 6.5:** Experimental thermograms resulting from thermal denaturation of Ribonuclease A. (A) Molar heat capacity of RNaseA as a function of temperature. The protein has a different heat capacity in its native and unfolded states, a sigmoidal baseline (—) gradually connects the pre-transition heat capacity of native protein (\( C_{p,n} \)) and post-transition heat capacity of unfolded protein (\( C_{p,u} \)), the difference between these two is \( \Delta C_p \), the heat capacity change due to unfolding of the protein. The unfolding temperature (\( T_m \)) is the maxima of this curve. The heat capacity has not been offset although the instrumental baseline has been removed. (B) Removing the sigmoidal baseline provides a clearer picture of the two-state unfolding of the protein. The height of this peak provides us with, \( \langle C_p \rangle_{1/2} \), the midpoint heat capacity of the baseline subtracted curve. This is used when calculating the van’t Hoff enthalpy and is discussed in the text. The curve has been shifted to zero, thus providing the excess molar heat capacity due to protein unfolding.

The partition function analysis of the heat capacity curve provides a general formalism for analysis. It is particularly powerful because it is independent of the transition mechanism and the number of intermediate states. It is applicable for an equilibrium system in which the number of moles remains constant, and thus it is not directly applicable to oligomeric
6.3.5 Simulation and Analysis of Two-State Thermotropic Transition

In this section I will simulate and examine the thermotropic denaturation of a simple two-state protein, using the formalism developed so far, and will use this to demonstrate how such a transition is observed and analyzed with DSC.

6.3.5.1 Excess Enthalpy

The signal measured with DSC reflects the heat needed to drive the transition. The observed enthalpy change, $\Delta H$, contains contributions from all states of the system. Relative to the native state of the protein, $N$, the excess enthalpy due to thermotropic protein unfolding, $H_{\text{excess}}$, is the product of the fractional population of unfolded protein, $P_u$, and the total enthalpy change relative to $N$, $\Delta H$:

$$H_{\text{excess}} = P_u \Delta H$$

(6.26)

Relative to $N$, the heat capacity of this transition is calculated according to equation (6.24):

$$C_p = \left( \frac{\partial H_{\text{excess}}}{\partial T} \right)_p = P_u \left( \frac{\partial \Delta H}{\partial T} \right)_p + \Delta H \left( \frac{\partial P_u}{\partial T} \right)_p$$

(6.27)
As discussed in section 6.3.4, the first term in this equation represents the baseline contribution to the heat capacity resulting from the changing heat capacity of the solution, while the second term represents the temperature dependence of the excess enthalpy and represents the heat capacity change needed to drive the transition, \( C_{p}^{\text{trans}}(T) \). Using these equations, I simulate the temperature dependence of the excess enthalpy and the baseline contribution to the heat capacity in figure 6.6.

![Figure 6.6](image)

**Figure 6.6:** (A) Simulation of the temperature dependence of the excess enthalpy with parameters \( \Delta H = 400 \text{ kJ mol}^{-1} \), \( \Delta C_{p} = 10 \text{ kJ K}^{-1} \text{ mol}^{-1} \), and \( T_{m} = 60 \degree \text{C} \) and (B) Baseline contribution to heat capacity: \( P_{U} \left( \frac{\partial \Delta H}{\partial T} \right) \), simulated with the same parameters.

It is evident that we can determine the fractional occupancy of the unfolded protein as a function of temperature, \( P_{u} \), by integrating \( C_{p}^{\text{trans}} \) from a temperature below the transition, \( T_{\text{pre}} \), up to a given temperature, \( T \):

\[
P_{u}(T) = (\Delta H)^{-1} \int_{T_{\text{pre}}}^{T} C_{p}^{\text{trans}}(T) dT
\]

(6.28)

This enables us to examine the progress of an thermotropic transition using DSC, as shown in figure 6.4. By integrating \( C_{p}^{\text{trans}} \) over the entire temperature range, we obtain the calorimetric enthalpy, \( H_{\text{cal}} \):
\[
\Delta H_{cal} = \int \Delta C_p^{trans}(T) dT
\]  

(6.29)

6.3.5.2 Evaluating DSC Measurements

Equation (6.27) provides the necessary foundation to analyze a basic thermotropic transition. The partial molar heat capacity of the protein, relative to the native state is easily obtained using DSC. In figure 6.7A, I simulate the endotherm resulting from two-state unfolding of a protein using equation (6.27). In an actual experiment, the heat flow measured with DSC would contain an instrumental background resulting from small thermal mismatches between the reference and sample cells. As will be discussed in chapter 7 this background is easily removed by subtracting the endotherm obtained when both cells are filled with the solvent used in the experiments.

It is clear from figure 6.7A the endotherm contains both the heat capacity change resulting from the enthalpy needed to drive the transition forward and a contribution due to the incremental increase in heat capacity as the fraction of protein unfolded increases. Prior to the endothermic transition the heat capacity remains constant, while after the transition the heat capacity is constant but is increased due to the larger heat capacity of unfolded protein as compared to native protein.

As seen in figure 6.7B, the heat capacity difference between the folded protein prior to the transition and the unfolded protein after the transition is connected with a progressively increasing baseline, which in experiments is typically well approximated by a sigmoidal function. Subtracting this baseline from the endotherm, as seen in figure 6.7C, reveals the endotherm representing the heat capacity change due to the thermotropic transition, shown
Figure 6.7: Simulations of DSC endotherm, baseline, and heat capacity change due to thermotropic unfolding of a protein. (A) Endotherm determined from DSC measurement. (B) Overlay of baseline from figure 6.6B. (C) The difference between the baseline and endotherm provides the (D) endotherm representing the heat capacity change due thermotropic unfolding. Simulation performed with same parameters as in previous figures: $\Delta H = 400 \text{kJ mol}^{-1}$, $\Delta C_p = 10 \text{kJ K}^{-1} \text{mol}^{-1}$, and $T_m = 60^\circ \text{C}$.

by itself in figure 6.7D.

6.3.6 Analyzing DSC Experiments

Experimentally, a DSC determines the heat flow, $Q$, into the sample, in a given time. The experimental scan rate is precisely controlled by the instrument. Using these together, we can obtain the temperature dependent $C_p(T)$ of the entire sample within the cell. The partial molar heat capacity of the protein can then be obtained by dividing $C_p(T)$ by the protein’s molecular weight. This is highlighted by experimental measurements of Ribonuclease A,
shown in figure 6.5A.

Accurate determination of thermal parameters from these experiments requires that the temperature dependence of the heat capacity before and after the transition be removed. Typically, the pre-transition baseline is linear with temperature, while the post-transition baseline frequently shows non-linear temperature dependence[287]. Fitting the baseline requires significant care and unfortunately is a highly variable source of error for most experiments.

In particular, endotherms containing multiple overlapping transitions or for which an insufficient range of data exists to fit can be extremely difficult to analyze using DSC. Techniques for examining these situations using deconvolution will be discussed in the subsequent section.

The importance of these baselines is clearly highlighted in 6.5. The change in heat capacity due to thermal denaturation of the protein is determined by examining the difference between the pre and post-transition baselines when extrapolated to $T_m$.

6.3.7 Deconvolution Analysis of DSC Thermograms

In 1978, Freire and Biltonen published a series of seminal papers in which they showed that the thermogram obtained with DSC provided enough information to calculate the partition function associated with folding or unfolding of a protein containing multiple intermediate states[292–294].

In general, the thermograms can be deconvoluted into n-independent two-state thermal
transitions. First the sigmoidal baseline representing the progressive change of the sample heat capacity as the protein unfolds, $\Delta C_p$, is removed, as depicted in figure 6.5. It is assumed that the excess heat capacity changes observed in the baseline-subtracted thermogram (see figure 6.5B) contain only contributions from thermal transitions. The heat capacity for the transitions is:

$$C_p = \left(\frac{\partial H}{\partial T}\right)_p$$

(6.30)

The net enthalpy change of the transition, $\Delta H$, is obtained over the entire transition, therefore at any given temperature, $T$, the enthalpy change, $H(T)$ should be related to the fraction of protein which have unfolded, $P_U(T)$:

$$H(T) = P_U(T)\Delta H$$

(6.31)

where

$$\alpha(T) = \frac{K(T)}{1 + K(T)}$$

(6.32)

where $K(T)$ is the equilibrium constant:

$$K(T) = \exp \left(\frac{-\Delta H - T \left(\frac{\Delta H}{T_m}\right)}{RT}\right)$$

(6.33)
Determining the molar heat capacity requires the concentration of protein in solution to be known. However to account for discrepancies between the actual concentration and the one used in our calculations, I employ a scaling factor, $A_w$, to scale the $C_p$ in my fitting[4]. For a single transition, the heat capacity is fit by:

$$C_p(T) = A_w \frac{\partial H(T)}{\partial T} = A_w \frac{\Delta H^2 \text{sech}^2 \left( \frac{\Delta H(T + T_m)}{2T_m(RT)} \right)}{4RT^2} \tag{6.34}$$

More generally, I can deconvolute a spectra into a series of n-independent transitions:

$$C_{p,\text{net}}(T) = \sum_{j=1}^{n} C_{p_j}(T) = \sum_{j=1}^{n} A_w \frac{\partial H_j(T)}{\partial T} \tag{6.35}$$

incidentally, this equation is simply the sum of the partial molar heat capacities of the different states, as seen in equation (6.25), with baseline reference state $C_{p,0}$ removed.

### 6.4 Conclusions

In this chapter, I have reviewed the thermodynamic basis for examining protein stability and protein-ligand interactions using DSC. In the next chapter, I utilize this information to examine the interaction between RNaseA and the nanotube.
CHAPTER 7
MICROCALORIMETRIC STUDIES OF RIBONUCLEASE A-TINT
STRUCTURE AND FORMATION

7.1 Introduction

In chapters 3 and 4, I discussed the adsorption and apparent self-assembly of Ribonuclease A on Titania Nanotubes. Using denaturing gel electrophoresis, I showed that this occurred by a non-covalent mechanism. Although the proteins did not oligomerize, these findings do not exclude the possibility that the proteins undergo significant conformational change or that the proteins could exist in a distribution of conformational states.

Differential scanning calorimetry (DSC) is a powerful tool for experimentally examining protein stability. As detailed in chapter 6, the maximum of the protein’s partial heat capacity ($C_{p}^{max}$), defined as the protein unfolding/melting transition temperature, $T_{m}$, serves as an excellent probe of protein stability and structural changes. On its most basic level, a decrease in $T_{m}$ demonstrates a destabilization of the protein, while the converse suggests increasing stability[295]. These changes can result from specific and non-specific binding of other molecules to the protein, aggregation or oligomerization, or changes in protein’s environment or structure. DSC serves as a direct means to investigate the protein-nanotube and protein-protein interactions resulting in the adsorption and assembly behavior observed in previous chapters.
In this chapter, I examine how the thermal denaturation of Ribonuclease A varies with $\xi$, the molar ratio of RNaseA-to-TiO$_2$. Analysis of the DSC endotherm allows me to determine the transition temperature, $T_m$, and the excess heat capacity. Integrating the excess heat capacity curve, I determine the (calorimetric) enthalpy of unfolding the protein, $\Delta H_{\text{cal}}$. In the case of protein complexes, such as multilayer adsorbed protein, the calorimetric enthalpy also includes the enthalpy of dissociation and thus affords direct determination of the enthalpy associated with forming the protein superstructures. Furthermore, I also determine the heat capacity change, $\Delta C_p$, associated with thermally denaturing the protein and dissociating any complexes by examining the change in the heat capacity of the baseline before and after the thermal transition.

The calorimetric enthalpy change associated with complexation offers insight into the energetic driving forces for this phenomenon, while the heat capacity change associated with complexation offers valuable information about the structural changes occurring during complex formation and changes in hydration[4].

In this chapter I provide a quantitative and qualitative examination of the interaction between the protein and nanotube and the assembly process using DSC. This is examined in three parts:

First, I investigate how the $T_m$ varies with $\xi$. I show that the stability of the adsorbed protein increases with coverage. To further understand the endotherm, I investigate the cooperativity of the thermal denaturation by comparing the van’t Hoff enthalpy and calorimetric enthalpy of the transition.

Based on these measurements, I subsequently deconvolute the endotherm into two protein populations – nanotube-associated protein and free protein – using the theory presented
in chapter 6.

Finally, I investigate if the assembled protein-nanotube hybrids depend on the volume-fraction of protein and nanotube or just $\xi$. I examine the endotherms and investigate how $T_{m}$, $\Delta C_p$ and the calorimetric enthalpy depend on volume fraction. I utilize these findings to examine the energetic driving forces for assembly and to investigate whether the assembled structure is kinetically determined.

### 7.2 Experiments

Experiments were performed similarly to chapter 3. Lyophilized, chromatographically-purified Bovine Pancreatic Ribonuclease A (RNaseA) was purchased from Sigma Aldrich, 1 M HEPES buffer (pH 7.2) was purchased from Fisher Scientific, both were used without further purification. For a given set of experiments, I freshly prepared 10 mM HEPES buffer from the 1 M stock using clean volumetric flasks, I then passed the buffer through a 0.10 µm PES membrane filter (Millipore) to remove any possible microbial contaminants or dust that could interfere with my experiments. Immediately prior to my experiments I weighed out lyophilized RNaseA on a calibrated Denver Instruments TP-114 analytical balance ($\pm$ 0.1 mg) within a low protein-binding Eppendorf microcentrifuge tube and subsequently added a known volume of the 10 mM HEPES buffer with a micropipette. In a typical experiment, the stock concentration was $2.5 \pm 0.2$ mg mL$^{-1}$. Samples were created identically to those for the experiments in chapters 3 and 4.
7.2.1 Differential Scanning Calorimetry

Differential scanning microcalorimetry (DSC) was performed on a TA Instruments nanoDSC, which employs a power-compensation technique to determine the heat flow. The nanoDSC contains two nearly–identical Hastelloy capillary cells with a nominal sample volume of 300 µL — one is a reference cell, the other contains the sample. Although the cells are carefully machined to be identical, an exact thermal match is impossible. Prior to performing any sample measurements, the instrument was thermocycled with degassed ddH₂O. This was used to calibrate the internal instrumental baseline due to the thermal mismatch between the cells. Samples were degassed, immediately prior to use, at 300 mmHg for 12 min in a thermally regulated vacuum degassing unit kept at 25 °C. First, degassed 10 mM HEPES buffer was loaded into both the reference and sample cells. The DSC was thermocycled to condition the cells and repeated until the baseline repeatability was acceptably stable. The buffer baseline was then recorded for later subtraction; to ensure that the reference remained the same throughout the trials, the buffer was not exchanged from the reference cell and an additional thermogram of buffer was taken at the end of the trials. If the buffer was removed from the reference cell a new baseline was taken.

**Figure 7.1:** The NanoDSC shows remarkable baseline repeatability. (Left) Thermogram of first five scans of 10 mM HEPES highlights the instrumental baseline resulting from thermal differences between the reference and sample cells (Right) Enlarged plot of the same data, highlighting the stability of the baseline among scans.
The baseline stability is extremely important. Cleaning the cells can change the surface wettability, which adds to the apparent thermal mismatch between the two cells. This is clearly shown in figure 7.1. Here, the cells were cleaned with 44% formic acid and washed with ddH₂O immediately prior to use and then both the sample and reference cells were then filled with 10 mM HEPES and cycled between 15°C and 100°C to condition the cells.

It is evident that the instrumental baseline quickly begins to stabilize by the second scan. Among a series of experimental trials, the reference cell is not refilled and the sample cell is only cleaned by flushing through the sample buffer to remove contaminants. Samples were degassed immediately prior to use, as previously described, and loaded into the DSC at 25°C via a micropipette and clean silicone tubing. The DSC was then pressurized with dry nitrogen to (3.00 ± 0.01) atm. In a typical experiment, the sample was then equilibrated at 15°C at and scanned up to 80°C at 1°C min⁻¹. The sample was equilibrated at 80°C for 10 min and then scanned down to 15°C at −1°C min⁻¹.

7.3 Results and Discussion

Figure 7.2 shows the DSC endotherms of the RNaseA-TiNT samples as a function of ξ, the molar ratio of RNaseA-to-TiO₂, as they were heated from 20°C to 80°C. The endotherm contains contributions from both the adsorbed and free protein populations. The buffer-only contribution to the heat capacity has been subtracted. Using the known protein concentration in sample and the volume of sample cell, the spectra have been normalized and are presented in terms of the apparent excess molar heat capacity.

Without the nanotube, the unfolding transition of free RNaseA occurs at 61.36°C, this
Figure 7.2: Baseline-subtracted, DSC thermograms of TiNT (9.39 µM in 10 mM HEPES, pH 7.2) in the presence of increasing concentrations of RNaseA. Measurements were performed using a scan rate of 1 °C min⁻¹ at 3 atm against a reference cell containing only buffer. The apparent excess Cₚ of the RNaseA-TiNT samples as a function of the molar ratio of RNaseA-to-TiO₂, ξ, shows that the unfolding temperature, T_m, increases with ξ. This is consistent with published values[200, 285, 295, 296]. Here the RNaseA control shown in figure 7.2 was mixed at ambient temperature for the same time span as the experimental samples. Over this temperature range, the nanotube does not undergo any discernible thermal transitions.

As seen in figure 7.2 the presence of the nanotube has a marked effect on the thermal denaturation of RNaseA. The resulting endotherms are broader than the protein control, which has half-width at half-max of (4.35 ± 0.04) °C. For instance, at ξ = 1.5 the HWHM has nearly doubled to (8.54 ± 0.07) °C. The broadening is a sign of multiple populations or change in the cooperatively unfolding domain size, while the shift in T_m is indicative of structural destabilization. In the following two sections I will examine each of these aspects independently.
7.3.1 Endotherm $T_m$ Shifts With $\xi$

Here I examine the maxima of of heat capacity curve, which conventionally is referred to as the the protein’s unfolding temperature ($T_m$)[281, 295], as previously illustrated in figure 6.5.

In all samples, the $T_m$ was always less than that of the free protein. At the lowest protein-to-nanotube ratio shown in this figure, $\xi=1.5$, the $T_m$, 56.78 °C, is 5.5 °C lower than that of the free protein. At higher $\xi$ the $T_m$ is significantly less depressed, for instance at $\xi=10$, the $T_m$ is only 0.69 °C lower than that of the free protein.

In figure 7.3, I plot the relative change in the unfolding temperature, $\Delta T/T_m = (T_m - T_{m_0})/T_m$, where $T_m$ is the unfolding temperature of the sample and $T_{m_0}$ is the unfolding temperature of the protein control, as a function of $\xi$. With increasing protein concentration (reflected here by increasing $\xi$) the relative difference between the sample and the protein control diminishes.

The slope of this curve above and below $\xi=2$ differs by an order of magnitude, changing from $0.075 \pm 0.016$ per $\xi$ below $\xi = 2$, to $0.0094 \pm 0.0008$ per $\xi$ above $\xi^*=2$. Since the concentration of TiO$_2$ was held at 9.39 µM among all of these samples, I can express this change in more physically reasonable units: below $\xi=2$, the temperature changes by $(0.383 \pm 0.007)$ °C/µmol RNaseA. While above $\xi=2$, the temperature changes by $(0.056 \pm 0.005)$ °C/µmol RNaseA.

The initial reduction in $T_m$ observed when the nanotube is introduced suggests that the nanotube may have a destabilizing effect on adsorbed protein. This change could result if the nanotube preferentially bound to the unfolded form of protein[285].
Figure 7.3: The relative shift of the unfolding temperature associated with the RNaseA-TiNT interaction plotted versus the molar ratio $\xi$. The dashed red line is drawn to indicate the critical aggregation concentration, $\xi^*$ determined in chapter 4.

The temperature shift in figure 7.3 is plotted as a function of the molar ratio of protein to TiO$_2$, $\xi$, and therefore the highest concentration of nanotube per protein occurs at the lowest $\xi$. If the protein does bind to the nanotube and denature, we would expect the largest change to be at the lowest $\xi$. As shown in the appendix of this chapter, the $T_m$ shift should be proportional to the nanotube concentration and the binding affinity of the ligand (nanotube surface site) to the unfolded protein (U), $K_{L,U}$, [285]:

$$\frac{\Delta T}{T_m} = -\frac{R T_m}{\Delta H_{unf,0}} \ln \left( 1 + \frac{[L]}{K_{L,U}} \right)$$  \hspace{1cm} (7.1)

It is evident from equation (7.1) that the temperature shift is strongly dependent on both the concentration of binding sites on the nanotube, [L], and the affinity of the unfolded protein for the nanotube, $K_{L,U}$.

Each nanotube contains multiple surface sites which can interact with the protein. In equation (7.1), the ligand concentration, [L], describes the number of surface sites rather
than the number of nanotubes. Below monolayer coverage, this equation could serve as a rough approximation of the behavior. However, once these surface sites are all occupied, the interaction will be dominated by the affinity of the free protein for the denatured, surface-adsorbed protein, U. Under conditions where protein multilayers form, the linked equilibria become increasingly complicated[21–23].

7.3.1.1 Relationship Between $\Delta T_m$ and Surface Coverage

The samples for DSC were prepared identically to those used in my adsorption measurements in chapter 3. In figure 7.4, I plot the relative change in the unfolding temperature, $\Delta T/T_m$, shown in figure 7.3, alongside the quantitative adsorption measurements discussed in chapter 3, versus the log($\xi$). Geometric monolayer adsorption of RNaseA on the nanotube corresponds to $\approx 0.48 \mu$mol RNaseA/m$^2$, under these experimental conditions. The surface coverage will exceed monolayer coverage above $\xi \approx 1$. Therefore the temperature shift for the first DSC sample $\xi = 0.25$ actually represents a weighted average of the thermal denaturation of a series of different protein macrostates: (i) surface adsorbed protein (ii) multilayer adsorbed protein and (iii) unbound free protein. Unfortunately the protein concentration below $\xi = 0.2$ is too small to be measured reliably with DSC at these volume fractions. Although clearly the presence of the nanotube does destabilize the protein, it is difficult to conclusively state what occurs in the first layer.

As the amount of protein adsorbed increases, the relative temperature also increases. If the temperature shift were solely due to denaturation of the protein monolayer, the temperature shift should be linearly proportional to the protein concentration over the entire range of measurements. We would either observe two different peaks in the endotherm, corresponding to the separate denaturation of the free protein and the adsorbed protein,
Figure 7.4: Lin-log plot of the relative $T_m$ shift (left axis, □) and the adsorbed RNaseA coverage (right axis, ♦) as a function of $\xi$. Both trials had identical nanotube concentrations and volume fractions. The theoretical monolayer adsorption capacity, 0.48 $\mu$mol RNaseA/m$^2$ TiO$_2$, is indicated by the red horizontal line. The thin vertical line at $\xi \approx 0.1$ is drawn to indicate the shift from monolayer ($\theta < 1$) to multilayer ($\theta > 1$) coverage. The critical concentration for self-assembly, $\xi^*$ is indicated by the thick dashed vertical line at $\xi = 2$. These three regimes are shaded differently as well.

or if they overlapped, a single broadened peak[285]. However, the temperature shift is not linearly proportional to the protein concentration over the entire range of measurements, rather it contains two distinct linear regimes. Furthermore, the drastic change in the slope of this curve at the critical aggregation concentration, $\xi = 2$, further evidences a change in the system’s behavior likely corresponding to the self-assembly and overall structural transition that occurs here.

The increasing transition temperature suggests that although the layers of protein near the surface of the nanotube may be significantly unfolded, protein bound in successive multilayers and in the self-assembled state retain most of their initial structure. These findings are consistent the enzymatic activity measurements discussed in chapter 5, in which I found that the activity of the multilayer-adsorbed protein was reduced, while in the self-assembled state, the enzymatic activity was fully retained or increased. Together, these results support
a model in which the self-assembled state retains the structure and site-accessibility of a large percentage of the associated protein.

### 7.3.2 Size of the Cooperatively Unfolding Domain

It is clear from the thermograms in figure 7.2, that the unfolding transition is significantly broadened upon introduction of the nanotube. The RNaseA-only control, shown in figures 6.5 and 7.2, has a HWHM of $(4.35 \pm 0.04) ^\circ C$ and $CU = 1.07 \pm 0.03$. In contrast, at $\xi = 1.5$ the HWHM has nearly doubled to $(8.54 \pm 0.07) ^\circ C$ and a $CU = 0.51 \pm 0.03$. This broadening could result if the unfolding process was not two-state or if the protein unfolded through a series of intermediate states[285].

Typically, small globular proteins will completely denature over a narrow temperature range. This produces a sharp endotherm with a half width at half-max (HWHM) of typically 4 $^\circ C$ to 6 $^\circ C[53]$. The narrow peak suggests a highly cooperative transition between the completely folded and unfolded states and a general lack of intermediate states[288]. Under physiological conditions, the thermal denaturation of RNaseA is well represented by a simple, first-order, two-state transition between functional native state, $N$, and the unfolded state, $U[279]$. For such a reaction, the enthalpy change can be determined from the van’t Hoff equation, which relates the enthalpy and the temperature dependent equilibrium constant, $K_{eq}$, as detailed in chapter 6.

In general, for a one-step transition between two states containing $n$ units, $N_n \Longleftrightarrow nU$ the van’t Hoff enthalpy is well approximated by[279]:

---

152
\[
\Delta H_{VH} = \frac{(1 + \sqrt{n})^2 RT_{1/2}^2 \left( \langle C_p \rangle_{1/2} - \frac{\Delta C_{p}^{N \rightarrow U} \sqrt{n}}{1 + \sqrt{n}} \right)}{\Delta H_{cal}}
\]  

where \( \langle C_p \rangle_{1/2} \) is the heat capacity at \( T_m \), measured relative to the extrapolated heat capacity of the native protein pre-transition baseline at \( T_m \)[4, 279, 285], \( \Delta C_{p}^{N \rightarrow U} \) is the change in heat capacity between the pre-transition and post-transition baselines, and \( n \) is the number of molecules involved in the transition[279].

In contrast, the calorimetric enthalpy, \( \Delta H_{cal} \) is calculated by integrating under the measured heat capacity curve, as seen in equation (6.29) and is done so without any assumption of how the protein unfolds or the nature of its transition[4].

Comparing these two different measurements of enthalpy can provide useful information about the nature of the observed transition and the size of the cooperatively unfolding domain. The ratio between the van’t Hoff and calorimetric enthalpies is defined as the cooperativity unit (CU) :

\[
CU = \frac{\Delta H_{VH}}{\Delta H_{cal}}
\]

The ratio should be unity if the stoichiometry assumed in this transition is correct, the reaction is reversible, and if the reaction is truly a two-state reaction[4, 53, 295].

When the cooperative domain is the entire molecule, as seen in Figure 7.5A, \( \Delta H_{VH} = \Delta H_{cal} \) (CU = 1). In the case of a protein which contains multiple unfolding domains the thermogram , \( \Delta H_{VH} > \Delta H_{cal} \) (CU < 1), and the thermogram will be broader, as illustrated in figure 7.5B. This is an indicator that the domain size is smaller than assumed
Figure 7.5: Illustration showing the relationship between the calorimetric and van’t Hoff enthalpies for different sizes of cooperative domains. (A) Cooperative unfolding of a monomer (CU=1). (B) Monomer which unfolds in two domains ($\frac{1}{2}$). (C) Unfolding of dimer into cooperatively unfolding monomers domains (CU=2).

or the stoichiometry is larger. Finally, as shown in figure 7.5C, When the cooperative domain is larger than the molecule the thermogram will be narrower, in this case $\Delta H_{VH} < \Delta H_{cal}$ (CU < 1). This could indicate oligomerization or increased intermolecular association[285].

Figure 7.6 shows the calculated CU and the relative temperature shift as a function of $\xi$. Below $x_i = 8$, CU < 1, as $\xi$ is increase, the CU appears to steadily increase towards CU = 1. Above $\xi = 8$, CU >1, however there is no clear trend to this increase. Native RNaseA has a CU $\approx 1$[53, 292, 293, 296, 297], the values of CU < 1 suggests that the nanotube could cause the protein to unfold in two separate stages or this could result from the presence of a significant number of intermediate states. Such deviations would indicate dramatic structural changes to the protein. Previous calorimetric studies of covalently-immobilized RNaseA have observed similarly decreased CU[296]. Here the authors argued that the covalently-immobilized RNaseA could unfold in two separate domains, although limited experimental evidence exists to confirm this assertion.

Because the calculation of $\Delta H_{VH}$ relies on a single point, the uncertainty is large. Furthermore, while $\Delta H_{cal}$ is a direct measurement of enthalpy, it is also very sensitive to the experimental baseline and requires the protein concentration to be accurately and precisely
Figure 7.6: The size of the cooperatively unfolding domain is indicated by the ratio of the van’t Hoff and calorimetric enthalpies (left axis). The relative temperature depression is also shown. A line at $\xi = 2$ is drawn to guide the eyes. The shaded region, drawn for $CU > 1$, indicates the region where the cooperative unfolding domain is larger than the monomer. Known[298]. Thus the ratio of $\Delta H_{VH}$ to $\Delta H_{cal}$ does not necessarily provide an accurate measure of the nature of the transition[299]. Incidentally, these deviations have effects on understanding the energetics of the transition as well. Empirical results have shown that a more accurate prediction of the transition enthalpy is often found by employing a weighted average of the $\Delta H_{VH}$ and $\Delta H_{cal}$[299], which is affected less by errors in the baseline and presence of intermediate states. The presence of multiple populations is better handled by deconvolution of the resulting endotherms into multiple populations. This is examined in the subsequent section.

7.3.3 Deconvolution Analysis

The nanotube-bound protein and free protein were not separated for the DSC measurements and the resulting thermograms should contain contributions from both the nanotube-
associated proteins and the unbound protein in solution. It is plausible that the thermogram is actually made up of a series of different overlapping thermal transitions which are not independently resolvable. I deconvolved the spectra in two components, as described in chapter 6 (see section 6.3.7).

Although in my sample the nanotube-associated protein likely exists in a variety of different conformational states, these minor differences may not be easy to resolve. Rather than risk over-parameterizing this system, I opted to examine the thermograms using only two populations and assumed that the heterogeneity of either population would affect the width of the transition.

The thermograms in figure 7.2 were deconvoluted in two different ways - in the first, all fitting parameters were varied, while in the second $T_{m2}$ was fixed at the $T_m$ of the protein control. In both cases, deconvolution analysis of the excess heat capacity shows two very different overlapping populations. The best-fit $T_m$ values for the unconstrained fitting and constrained fitting are shown in figure 7.7A and figure 7.7B, respectively.

Assuming that the protein is destabilized by the nanotube we should expect that the higher temperature transition, $T_{m2}$, corresponds to the unbound protein or protein with very minor structural changes, while the lower temperature transition, $T_{m1}$, corresponds to the population of nanotube-associated protein. As seen in figure 7.7A, the lower temperature peak, $T_{m1}$, increases with $\xi$, increasing from 53.24 °C at $\xi = 1.5$ to 58.27 °C at $\xi=10$. This peak emerges when the nanotubes interact with the protein, suggesting that the protein near the nanotube surface is destabilized by the interaction.

At $\xi = 1.5$, the higher temperature peak, $T_{m2}$, is 59.94 °C; this is slightly lower than the unfolding transition temperature of the protein. $T_{m2}$ decreases with increasing $\xi$ until $\xi = 5$. 
Figure 7.7: Plots of the best fit $T_m$ values obtained by deconvoluting the RNaseA-TiNT thermograms into two independent, overlapping two-state transitions, using equation (6.35). In (A) all fitting parameters were free. In (B) the higher temperature, $T_{m_2}$ was fixed to the approximate $T_m$ of the free protein, 61.1 °C, and all other fitting parameters were free. The dashed line indicates CAC, and the shaded region indicates region where $\xi > \xi^*$. Fitting parameter error bars represent the 95% confidence interval, which were determined using Monte Carlo simulations of fitting (n=100).

Subsequently it increases. If this peak in fact represents the free protein in solution it would suggest that the unadsorbed protein has been structurally modified at lower $\xi$. Soon after the system has self-assembled, this temperature begins to increase. Another possibility is that $T_{m_2}$ represented a population-weighted average of protein which has undergone limited conformational change with the free, native protein.

If the unadsorbed protein is unaffected by the nanotube it should have the same $T_m$ as the free protein control. Therefore I performed a second series of deconvolutions in which I fixed $T_{m_2}$ to 61.1 °C. This temperature is the $T_m$ obtained by fitting the protein-only control with a single two-state model. As seen in figure 7.7B similarly to the unconstrained deconvolution, $T_{m_1}$ also increases with $\xi$, increasing from 54.62 °C at $\xi = 1.5$ to 57.36 °C at $\xi = 8$. The constrained model poorly fit the samples at $\xi = 4$ and $\xi = 10$ and was unable to adequately replicate the thermograms. This could be due the baseline subtraction or processing of the data, unintended aggregation of the protein, or the presence of other
protein intermediate states in the sample. However, regardless of these two points, it is clear that $T_{m_1}$ increases significantly with $\xi$ when $T_{m_2}$ is fixed. In both fittings, the difference between $T_{m_1}$ and $T_{m_2}$ decreased with increasing $\xi$, as seen in figure 7.8.

### 7.3.4 Relative Populations of Bound and Free Protein

As discussed in chapter 3, at a fixed nanotube concentration, the amount of protein bound (the surface coverage) increases with $\xi$. The nonlinear nature of the adsorption isotherm has an additional consequence. As $\xi$ is increased, a much larger percentage of the protein in the sample is adsorbed. This shift in the relative populations of the bound and free protein is particularly remarkable. As seen in figure 7.9, both fittings show a strong dependence between $T_{m_1}$ and $\xi$. This increase in temperature occurs as the protein population shifts from being dominantly free to primary adsorbed and the contribution of the adsorbed protein population also increases. Both the midpoint temperature, $T_{m_{1/2}}$, from the thermogram and the lower temperature obtained from deconvolution, $T_{m_1}$, increase with $\xi$. This suggests
that the protein adsorbed at higher ξ is actually more stable than protein adsorbed at lower ξ. This supports a model in which protein adsorbed further away from the nanotube surface experiences significantly less conformational change than protein closer to the surface.

![Graph showing Tm (°C) vs Molar Ratio RNaseA:TiO2 and % Protein Adsorbed](image)

**Figure 7.9:** Comparison of the fitted values of $T_{m1}$ when $T_{m2}$ was allowed to vary (○) and when it was fixed at the free protein $T_m$ (♦). The percentage of the protein which was adsorbed at a given ξ, determined from quantitative adsorption experiments detailed in chapter 3 is shown on the right axis (+).

### 7.3.4.1 Relative Enthalpic Contributions

The enthalpic fitting parameter in my deconvolutions, as seen in equation (6.35), is representative of the van’t Hoff enthalpy. Sharp, highly cooperative transitions, fit with equation (6.35) will have a small scaling parameter, $A_w$, and large enthalpy, $\Delta H$. To directly compare the enthalpic contributions of these different transitions to the observed thermogram, it is necessary to examine the product of these two parameters, the scaled enthalpy: $A_w \times \Delta H$.

Assuming the thermogram is well fit by equation (6.35), the sum of these scaled enthalpies should equal the total calorimetric enthalpy:
\[
\Delta H_{cal} \approx \sum_{j=1}^{n} A_\omega \Delta H
\] (7.4)

From this we can determine the scaled contribution of a given transition to the calorimetric enthalpy and examine the relative enthalpic contributions of the different components. In figure 7.10 I compare the relative enthalpic contributions of the \( T_{m1} \) and \( T_{m2} \) transitions obtained in the free and constrained deconvolution. Alongside each I have plotted either the percentage of protein in the sample which is adsorbed or unadsorbed, determined from quantitative adsorption measurements in chapter 3.

The relative enthalpic contributions resulting from the free and constrained deconvolutions differ significantly. In the free-parameter deconvolution, the relative contributions of \( T_{m1} \) and \( T_{m2} \) transitions do not vary significantly as \( \xi \) increases – the average value (\( \pm \) SD) of \( T_{m1} \) is \( (56.34 \pm 4.58) \) °C. In contrast, the relative contribution of \( T_{m1} \) decreases with \( \xi \). Including the potentially anomalous fittings at \( \xi = 4 \) and \( \xi = 10 \), it has an average value (\( \pm \) SD) of \( (71.91 \pm 21.91) \) °C. With these two points removed, the average (\( \pm \) SD) increases to \( (82.02 \pm 11.95) \) °C. It is clear that the lower temperature peak, which I have argued is the adsorbed protein population, dominantly contributes to the enthalpy of this population in both fittings, although significantly more so in the constrained model.

There is no clear correlation between the relative enthalpic contribution of either peak in either model with the increasing percentage of protein adsorbed. Furthermore, the enthalpic contribution in the fixed model appears to decrease as more protein is adsorbed and contributes much more significantly when less protein is adsorbed. This would suggest that either the fixed model is inappropriate to characterize the transition, the transitions are underparameterized (i.e. it may need additional peaks to represent the variety of unfolded populations), or the transition may not in fact be two-state.
Figure 7.10: Comparison of the relative enthalpic contributions of the (Top) $T_m_1$ and (Bottom) $T_m_2$ transitions, determined by the deconvolution analysis described in the text, to the calorimetric enthalpy when $T_m_2$ was free and when it was constrained to 61.1 °C. The percentage of the protein which was (Top) adsorbed or (Bottom) unadsorbed at a given $\xi$, determined from quantitative adsorption experiments detailed in chapter 3, is shown on the right axis.

While the deconvolution does help us to understand how changes in the different protein populations (adsorbed and free) could contribute to the overall increase in $T_m$ observed in the thermograms, without additional evidence of the role or identity of these peaks, the deconvolution can only offer a qualitative understanding of this phenomenon.
Figure 7.11: Examining the effect of doubling the protein and nanotube concentration at three different $\xi$. Shown are raw thermograms of RNaseA-TiNT samples’ heat capacity (buffer and nanotube contribution subtracted) at three different values of $\xi$.

7.3.5 Effect of Protein and Nanotube Volume Fraction

7.3.5.1 Effect on Unfolding Temperature

In previous sections the nanotube concentration was fixed and the protein concentration varied. To further investigate the stoichiometry and process of assembly I performed additional experiments at two different nanotube concentrations and at different molar ratios of RNaseA:TiNT, $\xi$.

In figures 7.11 and 7.12, I examine the effect of doubling the protein and nanotube concentration at three different values of $\xi$. The baseline contribution of the nanotube and buffer were removed from the thermograms by subtracting the thermogram of the appropriate nanotube-only controls in the same HEPES buffer.

Similarly to my previous measurements, I observe a small temperature decrease at the lowest $\xi$, resulting form the interaction between the protein and nanotube. For a fixed
Figure 7.12: Examining the effect of doubling the nanotube concentration from 18.8 µM to 37.6 µM TiO$_2$ on the resulting thermogram. The endotherms are labeled with the corresponding molar ratio of protein to nanotube, $\xi$. All curves have been shifted to $C_p=0$ at $T=30$ ºC to enable comparison.

nanotube concentration, $T_m$ increases with protein concentration. At fixed $\xi$, the relative temperature change decreased when the concentration of nanotube and protein were doubled, as seen in figure 7.13. At $\xi = 6$ the $T_m$ is actually greater than the protein control. This is in contrast to the measurement at $\xi = 6$ shown in figure 7.3.

The volume fraction dependence suggests that the structure of the multilayer coated nanotubes and self-assembled protein-nanotube hybrids is different. At higher volume fractions but identical molar ratios, $T_m$ is larger, indicating either a smaller degree of structural perturbation or that the protein multilayers and self-assembled hybrids have a different three-dimensional structure.

There is another intriguing explanation. A volume fraction dependence could occur if there was a kinetically limited step in assembly. Double the volume fraction increases the collision rate between protein and the nanotube as well as between free and adsorbed proteins. When an isolated protein adsorbs onto the nanotube surface it will undergo a series of orientational and structural relaxations, spreading at the interface to minimize the hydration of hydrophobic residues on the protein surface. These relaxations are hindered
by neighboring adsorbed proteins. At increased bulk protein concentrations an adsorbed protein will remain isolated on the nanotube surface for less time. This will both limit the structural relaxation and will also change the packing of the protein on the interface. Under these conditions it is favorable for the ellipsoidal protein to be oriented with its longer axis perpendicular to the surface which will result a denser surface packing[40, 42, 202]. These findings suggest that it may also be possible to tune the structure and morphology of the assembled protein-nanotube hybrids by varying the volume fractions during assembly.

7.3.5.2 Heat Capacity Change

The partial molar heat capacity of a globular protein significantly increases upon denaturation. Well below the onset of thermal denaturation, the heat capacity largely reflects the difference in heat capacity between the protein and solvent which is displaced. For most globular proteins, the partial molar heat capacity prior to this transition will increase linearly with temperature[53]. The unfolded globular protein will typically have higher partial molar
Figure 7.14: Excess molar heat capacity of Ribonuclease A control and fit to equation (6.25). The residuals of the fit are shown below. The S.D. around the fit is 1.09. The best fit parameters ($\pm$ 95% C.I. determined from Monte Carlo simulations (n=100)) are: $T_m=(60.822 \pm 0.041)$ $^\circ$C; $\Delta C_p=(3.934 \pm 0.178)$ kJ K$^{-1}$ mol$^{-1}$; $\Delta H_{cal}=(387.412 \pm 1.412)$ kJ mol$^{-1}$.

heat capacity, this is primarily attributed to disruption of the hydrogen bonding structure of interfacial water and significantly increased exposure of hydrophobic protein residues[300].

The heat capacity change associated with thermally denaturing the protein, $\Delta C_p$, can be estimated by extrapolating the pre-transition and post-transition baselines to $T_m$ and examining their difference. Assuming complete denaturation at the end point, alterations to this difference could reflect changes to the native protein conformation, solvent exposure, or other environmental conditions. In the absence of the nanotube the RNaseA control had $\Delta C_p=(3.934 \pm 0.178)$ kJ K$^{-1}$ mol$^{-1}$, as seen in figure 7.14. These results are in line with other experimental measurements, which typically range from 3 to 6 kJ K$^{-1}$ mol$^{-1}$[53, 214, 279, 285, 287, 296, 297, 300, 301].
The change in heat capacity, $\Delta C_p$, associated with thermal denaturation offers us insight into the structure and environment of the protein in the multilayer adsorbed and self-assembled states. The measured heat capacity change contains contributions from the different combinations of protein (p), nanotube (n), and the solvent (s) interactions:

$$\Delta C_p = \Delta C_p^{p-p} + \Delta C_p^{p-s} + \Delta C_p^{s-s} + \Delta C_p^{n-s} + \Delta C_p^{p-n}$$ (7.5)

Only a fraction of the protein in my measurements are in direct contact with the nanotube, and $\Delta C_p^{p-n}$ will only make a fractional contribution. As such, we can consider the total heat capacity change to be the combination of the protein-protein interaction and a combination of different changes in hydration:

$$\Delta C_p = \Delta C_p^{p-p} + \Delta C_p^{hydration}$$ (7.6)

In figure 7.15 I examine $\Delta \Delta C_p$, the difference between $\Delta C_p$ of the RNaseA in the presence of TiNT (after removing the contribution of the nanotube to the sample heat capacity) and $\Delta C_p$ of the RNaseA without TiNT. $\Delta \Delta C_p$ is positive for all values of $\xi$, indicating that $\Delta C_p^{Complex} > \Delta C_p^{R\text{Nase}A}$. Increases in $\Delta C_p$ could be the result of increased hydrogen bonding between the adsorbed proteins as well as dehydration or shielding of apolar (hydrophobic) residues, which occupy approximately 40% of the external area of the protein[59, 297, 302]. This is consistent with my hypothesis that multilayer adsorption occurs as a result of non-covalent interactions, as discussed in chapter 5.

A small reduction in $\Delta C_p$ occurs when going from the multilayer-adsorbed state to the self assembled state ($\xi > \xi^*$), although $\Delta C_p$ is still larger than that of the protein control.
Figure 7.15: Examining the effect of the nanotube volume fraction on the change in molar heat capacity associated with unfolding the protein. $\Delta \Delta C_p$ is the difference between the apparent molar excess heat capacity change associated with denaturing the protein in the presence of the TiNT, $C_p^{\text{Complex}}$, and the apparent molar excess heat capacity change associated with denaturing the protein by itself, $C_p^{\text{RNaseA}}$. $\Delta \Delta C_p$ is plotted versus the molar ratio of RNaseA:TiO$_2$ for samples containing either 18.8 µM TiO$_2$ (blue) 37.6 µM TiO$_2$ (grey). The error bars on $\Delta \Delta C_p$ represent the propagated uncertainty in the extrapolated values of $C_p$.

This suggests that self-assembly results in a reduction in protein-protein hydrogen bonding or that more of the protein hydrophobic surface is exposed in the self-assembled state. Based on the increased accessibility of the protein in the self-assembled state, suggested by my enzymatic activity measurements in chapter 5, this decrease in $\Delta C_p$ likely results from the hydration of a small number of apolar residues associated with self-assembly.

Similarly to $T_m$, $\Delta C_p$ also appears to have a volume fraction dependence. However it is unclear why I observe a reduction in $\Delta C_p$ for the self-assembled state at higher volume fractions. Although these preliminary measurements do highlight the volume-fraction dependence on the assembled product, it is unclear what the exact physical changes are. These measurements could result if the self-assembled product at higher volume fractions was more porous and thus more apolar residues were hydrated or if there were changes to the internal structure of the proteins. It would be intriguing to examine the enzyme kinetics under these different conditions and see if the enzymes were more or less accessible.
Figure 7.16: Examining the effect of the nanotube volume fraction on the calorimetric enthalpy of unfolding the protein. Here the difference between the calorimetric enthalpy of the RNaseA-TiNT samples and the protein control are plotted versus the molar ratio of RNaseA:TiO$_2$, $\xi$, for samples containing either 18.8 $\mu$M TiO$_2$ (blue) 37.6 $\mu$M or TiO$_2$ (grey).

7.3.5.3 Enthalpy of Complex Formation

These measurements also allow us to examine the enthalpy change associated with forming the different protein-nanotube hybrids. Similarly to the heat capacity change, the enthalpy change also contains contributions from the protein-protein interactions, protein-solvent interactions, and the solvent-solvent interactions. Examining the difference between the protein-only control and the protein-nanotube hybrids (after removing the nanotube contribution) allows us to examine the enthalpy associated with multilayer adsorption and self-assembly.

In figure 7.16 I plot $\Delta\Delta H_{cal}^{Complex-RNaseA}$, the difference between the the calorimetric enthalpy of unfolding, $\Delta H_{cal}$, of the protein-nanotube samples shown in figure 7.11, and the protein control (see figure 7.14). Remarkably, both multilayer adsorption and self-assembly have a larger enthalpy than the protein by itself, increasing by 118.85 kJ mol$^{-1}$ for the sample with 18.8 $\mu$M TiO$_2$ and 106.35 kJ mol$^{-1}$ for the sample with 37.6 $\mu$M TiO$_2$, respectively. However there is a dramatic difference between the enthalpy of the multilayer adsorbed
state at $\xi = 1.5$ and the self-assembled states at $\xi = 3.0$ and $\xi = 6.0$.

These measurements show that it is very enthalpically unfavorable for the protein to form multilayers on the nanotube. Self-assembly decreases the enthalpy, but the enthalpy is still larger than the protein-control. For either of these processes to be energetically favorable, the increased enthalpy must be offset by a concomitant increase in entropy.

These measurements suggest that the multilayer adsorption occurs due to a large increase in entropy. Self-assembly of the multilayer-coated nanotubes significantly decreases the enthalpy, although it is unclear whether this also results in an entropic increase. Although a more ordered structure is formed, most self-assembly processes are entropically favored. This can occur when self-assembly results in the dehydration of hydrophobic species, which releases interfacial water near hydrophobic residues. The released water has a significantly larger translational entropy[6, 31, 59, 302].

### 7.4 Conclusions

In this chapter I employed differential scanning calorimetry to investigate the thermodynamics of multilayer adsorption and self-assembly. For a fixed nanotube volume fraction, at low $\xi$, where the largest percentage of protein examined could interact with the nanotube surface directly, I observe a significant decrease in the thermal denaturation temperature of the protein. However as the protein concentration (and adsorbed coverage) increases, the temperature steadily increases. The rate at which the temperature increases with protein concentration differs dramatically between the multilayer-adsorbed and self-assembled states. Below $\xi = 2$, the temperature changes at $(0.383 \pm 0.007) ^\circ C/\mu mol$ RNaseA, while above
\( \zeta = 2 \) the temperature increases much more slowly, at \((0.056 \pm 0.005) ^\circ \text{C}/\mu\text{mol RNaseA}\).

I examined the relative enthalpic contributions and temperature change of bound and free protein by deconvolution analysis, which only yielded qualitative results in support of two different populations.

Finally and most interestingly, I examined the effect of increasing the protein and nanotube volume fraction on the enthalpy, heat capacity change, and temperature. These results suggest that increasing the rate of collisions between the nanotube and protein may result in a lesser degree of conformational change and may produce multilayer-adsorbed and self-assembled hybrids with different microstructures. They also highlight the role of entropy in forming these assemblies. Multilayer adsorption was accompanied by a large increase in the calorimetric enthalpy; for this to be energetically favorable, it suggests that it must be accompanied also by a large increase in the entropy.

These findings suggest that it may be possible to tune the resulting structure by changing the volume fractions. At the same time, it would also be interesting to examine the effect of introducing non-adsorbing polymers to act as a depletion or crowding agent. This could induce entropically driven assembly\([18, 215, 244, 303, 304]\). Entropically driven phase transitions or complex coacervation are promising routes for assembly of anisotropic objects and also one where many interesting questions (and possibly new phenomena) exist.
CHAPTER 8
CONCLUSIONS

In this dissertation, I developed an inorganic nanomaterial which templates the assembly of micron-sized functional biomolecule structures. I demonstrated that titania nanotubes with a high density of unterminated undercoordinated Ti surface sites are able to immobilize extraordinarily large quantities of biomolecules, over 1000 times above monolayer coverage, while other forms of TiO$_2$ nanomaterials do not show such properties.

Broadly, I showed that biomolecule immobilization and assembly on titania nanotubes occurs in two different stages. First, at low biomolecule-to-TiO$_2$ molar ratios, biomolecule immobilization takes place up to approximately 55 layers of coverage. The coverage then remains constant until a critical biomolecule-to-TiO$_2$ molar ratio is reached. Upon reaching this critical ratio, the system self assembles into large aggregates, above which any subsequently added biomolecules incorporate into the existing self-assembled aggregates. For Ribonuclease A (RNaseA), self assembly occurs at an RNaseA-to-TiO$_2$ molar ratio of 2 and was observed in independent experiments employing dynamic light scattering, adsorption measurements, microcalorimetry, and electron microscopy. The self-assembled product is micron-sized, immobilizing as much as 920 g/g RNaseA/TiO$_2$. Moreover, such self-assembled aggregates completely retain or even enhance the enzymatic activity.

Although the protein did not oligomerize, it is possible that adsorption on the nanotube surface could significantly alter the protein conformation, however the retention and enhancement of enzymatic activity at high molar ratios, as well as the coverage-dependent
increase in the thermal stability of the protein, indicated by DSC, suggest that conformation of protein bound far from the nanotube surface is minimally perturbed.

Multilayer protein adsorption and the self-assembly of proteins into larger biomaterials were only observed on the undercoordinated anatase-(001) like surface of titania nanotubes. Neither the hydroxylated anatase-(001) surface or the more common anatase (101) surface templated larger protein assemblies. The mechanistic details of how the nanotube modifies protein-protein interactions remains to be determined, but appear to be correlated to either the hydration properties of the nanotube’s surface or the exposure of undercoordinated metal groups.

Amino-acid specificity for the nanotube surface is an important factor which would be opportune for both experimental and theoretical studies. For instance, simulations show that amino acids adsorb differently on the anatase (101) and (001) crystal faces[177]. Experimental studies in vacuum have shown that the backbone carboxyl groups of amino acids will attach to 5-fold coordinated Ti groups by replacing a basic hydroxyl Ti site[305]. The clean crystallographic anatase (001) surface has an incredibly high surface energy (0.90 J/m²), as compared to the (101) surfaces (0.44 J/m²)[124], and with the exception of the nanotube, the undercoordinated surface will be instantly hydroxylated. However in vacuun the anatase (001) surface does display remarkably high affinity for histidine residues.

The affinity of histidine residues for metal oxides is well known and forms the basis of metal ion affinity chromatography and metal-chelate chromatography. In traditional embodiments, transition metal ions, frequently 4-fold coordinated Ti are immobilized to a polymeric resin[306]. Proteins with exposed histidine, cysteine, or tryptophan residues have higher affinity for the undercoordinated transition metal sites and will be preferentially adsorbed, forming a metal-ligand complex with the Ti site. Varying the solution conditions,
such as pH, ionic strength, or buffer composition, will vary the binding strength or affinity of a given residue and can also be used to remove the protein at a later time.

The high density of undercoordinated Ti sites on the nanotube and the high surface area could offer significant improvements in the capture, separation, and purification of specific proteins and overcome many of the problems with existing metal-ion affinity chromatographies. Using the nanotube as a chromatographic resin or incorporating it into other chromatographic resins, could offer significant improvements in many areas of proteomics.

In addition to the amino acid specificity, it is well known transition metal ions and in particular the nanotube have very high affinities for phosphonate groups[203, 307], catechols, and other phenols[176]. There is significant interest in studying post-transitional modifications of proteins, particularly phosphorylation. However purification of sufficient quantities of phosphorylated peptides for mass spectrometry has so far been extremely difficult and there is an immediate need for significant improvements in the capture and enrichment of phosphopeptides from trypic digested protein samples[76, 226, 227, 306, 308–314]. It would be interesting to investigate the use of the nanotube as a chromatographic resin for a variety of different functional groups, but in particular, to examine its applications in phosphoproteomic purifications.

On a more fundamental level, the volume-fraction dependence of the heat capacity, calorimetric enthalpy, and unfolding temperature, suggests that I may be observing a non-equilibrium assembly process or that there is a kinetically limiting step. There are a number of ways to study this. For instance, kinetic processes can be investigated using isothermal titration calorimetry. This technique measures the heat necessary to maintain a constant temperature while the composition is changed. When the nanotube and protein are combined, it would be interesting to examine the time needed before the system returns to equilibrium.
and to examine how enthalpy changes as a function of time[315–318].

Using DSC, one could examine the endotherms of the protein-nanotube conjugates at different scanning rates and volume fractions. A scanning-rate dependence of the endotherm shape or calorimetric enthalpy could indicate irreversible denaturation or kinetically limited steps. DSC has been previously used to investigate many different process involving protein denaturation, aggregation, or the presence of intermediate states[4, 279, 319–321]. Distortions to the endotherm due to rate-limiting or irreversible steps would enable the development of a more detailed model of the assembly process and a deeper understanding of the possible different steps involved. For activated processes, the rate dependence of the enthaltherm can yield information about the activation energy[319].

My findings highlight the importance of nanomaterial surface chemistry. Specifically, the surface of the titania nanotube contains a very high density of unterminated undercoordinated Ti sites, which are stable against hydroxylation due to the bond strain imposed by the nanotube’s curvature. When the nanotube’s curvature is removed, such as in the case of nanosheets or nanotiles, the high energy undercoordinated surface Ti sites are instantly terminated by hydroxylation, restoring sixfold coordination. These materials can only immobilize biomolecules up to monolayer coverage.

Here I have demonstrated that undercoordinated transition metal sites may play a critical role in biomolecule immobilization or the templating of larger biomolecule structures. Maintaining enzymatic activity and achieving high immobilization capacities have both been major obstacles for enzyme immobilization. My results suggest that increasing the density of unterminated undercoordinated transition metal surface sites, either synthetically or by careful control of defect chemistry, could prove to be a fruitful strategy for creating novel enzyme immobilization substrates and may act as an enabling technology for creating
protein-based biomaterials or enzyme biocatalysts.
APPENDIX A

PROTOCOL FOR SYNTHSIZING TINT AND DERIVED STRUCTURES

### Chemicals

<table>
<thead>
<tr>
<th>Chemical</th>
<th>Manufacturer</th>
<th>Product No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatase TiO$_2$ Nanoparticles (32 nm APS Power)</td>
<td>Alfa Aesar</td>
<td>39953</td>
</tr>
<tr>
<td>Sodium Hydroxide Pellets</td>
<td>Fisher Scientific</td>
<td>S320</td>
</tr>
<tr>
<td>1M HEPES Buffer (pH 7.3)</td>
<td>Fisher Scientific</td>
<td>BP299-100</td>
</tr>
<tr>
<td>Distilled Deionized H$_2$O</td>
<td>Generated On Site</td>
<td></td>
</tr>
<tr>
<td>Hydrochloric Acid (36.5-38%)</td>
<td>Fisher Scientific</td>
<td>A114C-212</td>
</tr>
</tbody>
</table>

### Supplies or Instruments

<table>
<thead>
<tr>
<th>Supplies or Instruments</th>
<th>Manufacturer</th>
<th>Product No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teflon Lined Autoclave</td>
<td>Custom-machined</td>
<td>N/A</td>
</tr>
<tr>
<td>Multitube Vortexer</td>
<td>Fisher Scientific</td>
<td>02-215-452</td>
</tr>
<tr>
<td>Disposable Vacuum Filter Flask (0.22 um PES)</td>
<td>Millipore</td>
<td>SCGPS01RE</td>
</tr>
<tr>
<td>Borosilicate Crystallization Dish</td>
<td>Corning</td>
<td>3140-90</td>
</tr>
<tr>
<td>Gravity Convention Oven (Fisher IsoTEMP 500)</td>
<td>Fisher Scientific</td>
<td>13246516GAQ</td>
</tr>
<tr>
<td>Vacuum Oven</td>
<td>Yamato</td>
<td>ADP21</td>
</tr>
<tr>
<td>Vacuum Pump</td>
<td>Fisher Scientific</td>
<td>13-880-14</td>
</tr>
<tr>
<td>Ultrasonic Cleaner (low power, 40kHz)</td>
<td>Branson</td>
<td>M1800</td>
</tr>
<tr>
<td>Fixed angle centrifuge</td>
<td>Eppendorf</td>
<td>5702</td>
</tr>
<tr>
<td>Parafilm M</td>
<td>Pechiney/Fisher Sci.</td>
<td>PM996</td>
</tr>
<tr>
<td>Ball Milling Chamber Assembly</td>
<td>BioSpec</td>
<td>11007900-101</td>
</tr>
<tr>
<td>50 mL grinding chamber</td>
<td>BioSpec</td>
<td>110803-50SS</td>
</tr>
<tr>
<td>350 mL grinding chamber</td>
<td>BioSpec</td>
<td>1107910</td>
</tr>
<tr>
<td>0.1 mm Zirconia/Silica Beads</td>
<td>BioSpec</td>
<td>11079101z</td>
</tr>
<tr>
<td>pH Meter or Paper</td>
<td>Misc</td>
<td>Misc</td>
</tr>
<tr>
<td>Micropipettes</td>
<td>Misc</td>
<td>Misc</td>
</tr>
<tr>
<td>Centrifuge Tubes and other disposable containers</td>
<td>Misc</td>
<td>Misc</td>
</tr>
</tbody>
</table>

### (A) Hydrothermal synthesis of Unshortened (Long) Titania Nanotubes Timing: 3d

1. Preheat gravity box oven to 130°C
2. Prepare a 10 M solution of Sodium Hydroxide within the Teflon autoclave liner (reaction vessel) by dissolving 160 g NaOH in distilled deionized water (400 mL). This is highly exothermic; allow the solution to cool to near ambient temperature.
3. Slowly add 4.00 g of Anatase Nanoparticles to aqueous NaOH. Gently mix with Teflon stir rod to disperse nanoparticles in NaOH. Resulting suspension should appear milky.

4. Cover Teflon autoclave liner with Teflon top. Place this assembly within the stainless steel autoclave.

5. Hand-tighten the threaded stainless steel autoclave top onto the stainless steel autoclave. This maintains hydrostatic pressure during synthesis. Lid does not need to be extremely tight and does not apply physical pressure on the Teflon reaction vessel.

6. Place sealed autoclave into gravity convection oven and heat it at 130 °C for 72 hours.

(B) Dispersing Reaction Product

Timing: 0.5 - 1.0 d

7. Remove sealed autoclave from oven. Allow autoclave to cool to room temperature (typically 8 hours). Then gently unscrew the stainless steel lid and remove Teflon reaction vessel.

8. Most of reaction product will appear as caked sediment. Remove excess supernatant water (which will be nearly clear) from reaction vessel, taking care to leave some water near bottom so as not to remove the reaction product.

9. Pour out caked reaction product and remaining water into a 300 mL Pyrex crystallization dish or beaker.

10. Using a clean glass rod, scrape any remaining reaction product from the Teflon reaction vessel.

11. Use a ceramic pestle to pulverize the reaction product and solution contained in the crystallization dish. This process should be continued until the reaction product is broken up into small pieces with a diameter no greater than a few millimeters (3 mm max).
12. Cover the crystallization dish with Parafilm and use a rubber band to further seal the Parafilm against the crystallization dish.

13. Sonicate crystallization dish continuously for 45 minutes in an ultrasonic cleaner/bath (we use an ultrasonic cleaner without temperature control, for example a Branson M1800, frequency is 40 kHz, $\approx 80$ W power typically.)

14. Remove Parafilm from crystallization dish and empty contents into a clean beaker.

(C) Washing Nanotubes

Timing: 0.5 - 1.0 d

15. Distribute the contents of the beaker into 15 mL conical centrifuge tubes.

16. Centrifuge 4 to 5 minutes at 3.8k rpm (2000g)

17. Nanotubes will be pelleted, remove supernatant and record its pH.

18. Fill the centrifuge tubes with desired washing solution: To produce acid washed nanotubes: Wash with 0.1 m HCl To produce water washed nanotubes: ddH$_2$O only.

19. Place centrifuge tubes in multitube vortexer (we currently use Fisher 02-215-452) for 10 minutes without pulsing using the highest-powered setting.

20. Repeat Steps 16 - 19 until pH level of supernatant reaches desired level (typically pH 6, but could be 5-8)

21. Once desired pH has been reached, vortex briefly to disperse and pool all centrifuge tubes into a HDPE container. If dry nanotubes are desired, the nanotubes can be dried within the vacuum oven overnight at 50 °C, the resulting pellet broken up into a mortar and pestle. Alternatively, the solution can be placed on a flat glass plate within the box oven (typically done at 50 °C) overnight, the resulting white film should be scraped off with a razor blade.
22. Verify reaction product structure using XRD, SEM, and TEM. The surface chemistry can be characterized with solid state $^1$H NMR by examining the presence and acidity of surface hydroxyl groups of the dried material and when the surface is hydrated in a water-vapor saturated atmosphere.

(D) Production of Shortened Titania Nanotube by Wet Ball Milling Timings: 2 - 3 hr

The nanotubes produced in the previous section have a typical length of 1 µm to 3 µm and do not form a stable dispersion in aqueous solution. Here we shorten the nanotubes to a typical length of 100 nm to 200 nm (typically we find lengths between 30 nm to 400 nm) to form dispersion.

In this method we utilize a wet ball milling method to produce shortened nanotubes. We utilize a Hamilton Beach 908 Blender motor (Biospec Products #11007900-101) and either a (A) 50 mL polypropylene grinding chamber that contains a Teflon blade (Biospec #110803-50SS) (B) 350 mL polypropylene grinding chamber that contains a Teflon blade (Biospec #1107910).

(i) Small Chamber (50 mL)

23. Add 30 g of 0.1 mm diameter Zirconia/Silica beads (Biospec #11079101z) (also referred to as grinding media) to the 50 mL grinding chamber (Biospec #110803-15SS).

24. Add 200 mg of LTiNT to the grinding chamber, either by weighing out the dry nanotubes or by using an appropriate volume of the nanotube stock solution if you know the concentration. The amount does not have to be exact, but roughly 150 mg to
400 mg is good.

25. The total liquid working volume in the grinding chamber should be approximately 50 mL. Use ddH$_2$O to make up the remaining volume if needed. Do not overfill beyond 50 mL or you will risk damaging the chamber. Hand tighten the cap onto the grinding chamber.

26. The grinding chamber should be kept cold during grinding. Do not exceed 100 °C. Place the grinding chamber within an ice-water filled outer shell and place the assembly into an ice bath.

27. Proceed to Step #32

(ii) Large Chamber (350 mL)

28. Add 250 g of 0.1 mm diameter Zirconia/Silica beads (Biospec #11079101z) (also referred to as grinding media) to the 350 mL grinding chamber (Biospec #1107910).

29. Add 400 mg of LTiNT to the grinding chamber, either by weighing out the dry nanotubes or by using an appropriate volume of the nanotube stock solution if you know the concentration. The amount does not have to be exact, but roughly 400 mg to 500 mg is good.

30. The total liquid working volume in the grinding chamber should be approximately 200 mL. Use ddH$_2$O to make up the remaining volume if needed. Do not overfill beyond 200 mL or you will risk damaging the chamber. The large chamber assembles differently from the 50 mL chamber. Place the separate Teflon rotor assembly onto the chamber and thread the grinding chamber’s outer ice bath shell onto the chamber to seal the assembly. Now invert the assembly and place it on the blender.

31. The grinding chamber should be kept cold during grinding. Do not exceed 100 °C. Fill the outer ice bath shell with ice and water. If desired, a salt-water bath can be
used to further lower the temperature.

32. Grind for 30 - 45 minutes, changing the ice baths as needed to ensure that the temperature does not exceed 100 °C.

33. The grinding media will quickly sediment. Remove the supernatant solution and if needed, briefly centrifuge to verify all grinding media has been removed.

34. Remove any larger nanotube aggregates or contaminants by filtering the resulting material using either a syringe or vacuum membrane filter (0.22 µm).

35. Examine the material using TEM, SEM, and XRD, and DLS, to verify structure and size.

36. Determine mass concentration of nanotubes in solution using TGA or a comparable technique to determine the nanotube concentration.

37. Dilute the short nanotubes you’ve produced in the buffer of your choice. For the experiments in the manuscript, it was diluted 10x within 10 mM HEPES buffer (pH 7.2 - 7.3)
APPENDIX B
DYNAMIC LIGHT SCATTERING

DLS relies on the fact that when photons scatter off a system of freely diffusing particles, the instantaneous scattering intensity at a given time, \( t, I(q, t) \), will fluctuate about its mean, \( I(q) \), due to Brownian motion, on the order of \( q^{-1} \), where, \( q \equiv |\vec{q}| = \frac{4\pi n}{\lambda} \sin \frac{\theta}{2} \), is the wavevector.

The correlation time of these fluctuations, \( \tau \), should be larger for slower diffusing particles. Thus the temporal correlation between the intensity at two different times, \( I(q, t') \) and \( I(q, t'') \) will deviate sooner for faster diffusing particles, and can be quantified by calculating the time autocorrelation function (ACF) of the instantaneous intensity[247, 322]:

\[
\langle I(q, 0)I(q, t) \rangle \equiv \lim_{t' \to \infty} \frac{1}{t'} \int_0^{t'} I(q, t'') I(q, t'' + t) dt''
\]  
(B.1)

At times much longer than the correlation time, \( t \gg \tau \), the values of \( I(q, 0) \) and \( I(q, t) \) are independent, and \( \langle I(q, 0)I(q, t) \rangle \) will decay to the square mean, \( \langle I(q, 0) \rangle^2 \).

I performed all of my measurements using a Malvern Zetasizer Nano ZS. This system contains a vertically polarized HeNe laser with wavelength, \( \lambda=633 \text{ nm} \) and the measurements were performed at a fixed angle, \( \theta=173^\circ \). This system employs a heterodyne measurement technique in which the scattered light is mixed with light from the incident beam and the beat frequency is measured. The mixed signal is incident on a photodetector and
fed into a hardware auto-correlator[247]. From this, we can determine the normalized ACF of the scattered electric field, $g_{VV}^{(1)}(q,t)$:

$$g^{(1)}(q,t) = \frac{\langle \bar{E}^*(t) \cdot \bar{E}(0) \rangle}{\langle |\bar{E}(0)|^2 \rangle}$$  \hspace{1cm} (B.2)

The Siegert relationship[247, 248], $g^2(t) = 1 + [g^{(1)}(t)]^2$, can be used to relate the ACF of the scattered electric field, $g^{(1)}(t)$, to the ACF of the intensity, $g^2(q,t)$, where

$$g^{(2)}(q,t) = \frac{\langle I(0)I(t) \rangle}{\langle I(0) \rangle^2}$$  \hspace{1cm} (B.3)

### B.1 Apparent diffusion coefficient

For a monodisperse system of spherical, non-interacting particles, $g^{(1)}(q,t)$, decays exponentially with a rate, $\Gamma$, as $g_{VV}^{(1)}(q,t) \propto \exp(-\Gamma t)$. Where the decay rate, $\Gamma$, is related to the apparent diffusion coefficient, $D_p$, as $\Gamma = D_p q^2$. For spherical particles, $D_p$ will correspond to the center-of-mass translational diffusion, $D_T$.

From the Stokes-Einstein relationship, we can express the translational diffusion coefficient, $D_T$, in terms of a frictional coefficient, $f_T$ (representing hydrodynamic resistance for anisotropic objects), the temperature, $T$, and the Boltzmann constant, $k_B$:

$$D_T = \frac{k_B T}{f_T}$$  \hspace{1cm} (B.4)
and for freely-diffusing spherical particles, the hydrodynamic radius will be found by:

\[ R_H = \frac{k_B T}{6\pi \eta_0 D_T} \]  

(B.5)

where \( \eta_0 \) is the viscosity.

### B.2 Correlation function for monodisperse rods

This situation is considerably more complicated for objects with anisotropic geometries or optical anisotropy. The optical anisotropy is manifested by an orientation dependent polarizability, while the geometric anisotropy is manifested by an orientationally dependent diffusion constant and \( q \)-dependent coupling of translational and rotational diffusion. For clarity, the following discussion treats these two anisotropies differently.

#### B.2.1 Optical anisotropy

The polarizability tensor, \( \alpha \approx \), for an axially-symmetric scatterer contains contributions along three principle axes:

\[ \alpha \approx \begin{pmatrix} \alpha_{\perp} & 0 & 0 \\ 0 & \alpha_{\perp} & 0 \\ 0 & 0 & \alpha_{||} \end{pmatrix} \]  

(B.6)
where the subscripts $\perp$ and $\parallel$ indicate the polarizability perpendicular and parallel to the axis of rotation, respectively.

Defining the isotropic contribution to the polarizability, $\alpha$, and anisotropic contribution to the polarizability, $\beta$:

\[
\alpha = \frac{\alpha_{\parallel} + 2\alpha_{\perp}}{3} \quad \text{(B.7)}
\]
\[
\beta = (\alpha_{\parallel} - \alpha_{\perp}) \quad \text{(B.8)}
\]

the ACF can be expressed as[323]:

\[
g^{(1)}_{VV}(q,t) = AN \left( \alpha^2 + \frac{4}{45}\beta^2 e^{-6D_R t} \right) e^{-q^2D_T t} e^{-i\omega_0 t} \quad \text{(B.9)}
\]

where $D_R$ is the rotational diffusion coefficient, $D_T$ the translational diffusion coefficient, $A$ an amplitude, $N$ a number of scattering particles in the scattering volume.

Equation (B.9) contains three different decay modes: an isotropic contribution (with an amplitude related to $\alpha^2$), an anisotropic contribution (with amplitude related to $\beta^2$), and a fast decay mode, $e^{-i\omega_0 t}$. The fast decaying term, $e^{-i\omega_0 t}$ will decay much faster than the other terms and is dropped for the remainder of our discussion.

The isotropic decay mode contains only contributions from translational diffusion and will decay with time constant $\tau_1 = (q^2 D_T)^{-1}$, while the anisotropic contribution will decay with a time constant $\tau_2 = (6D_R + q^2 D_T)^{-1}$. If the anisotropic contribution is significant, the apparent diffusion coefficient I obtain by fitting the ACF will contain contributions from
both translational and rotational diffusion. Without additional experiments, described, later in this discussion, it is difficult to temporally separate out these contributions and determine the apparent hydrodynamic size increase from these measurements.

When $\alpha \gg \beta$, the translational-only (isotropic) decay mode will dominate. I can estimate the relative values of $\alpha$ and $\beta$ by considering the scattering coefficient, per fractional volume, of an ellipsoidal particle [324]. The scattering coefficient, $\mu_s$, per fractional volume will be:

$$\frac{\mu_s}{NV_p} = \frac{8\pi V_p}{9\lambda} \left( \epsilon_m^2 \left( \epsilon_2^2 + (\epsilon_1 - \epsilon_m)^2 \right) \right) F \tag{B.10}$$

where $N$ is the particle number density, $V_p$ is the ellipsoid volume, $\lambda$ is the wavelength of the laser, $\epsilon_M$ the dielectric constant of the surrounding solution, $\epsilon_1$ is the real component of the particle’s dielectric constant, $\epsilon_2$ is the imaginary component of the particle’s dielectric constant and $F$ is a geometric factor defined over the different principle axis:

$$F = \sum_{i=1}^{3} \left( L_i^2 \left( \epsilon_2^2 + \left( \epsilon_1 + \epsilon_m \left( \frac{1 - L_i}{L_i} \right) \right)^2 \right) \right)^{-1} \tag{B.11}$$

where the axis-dependent geometric factors, $L_i$ are defined in terms of a parameter, $e$, which is determined by the particle’s aspect ratio, $R$:

$$e = (1 - R^{-2})^{1/2} \tag{B.12}$$

The contribution of the parallel (semi-major axis), $L_1$, is:
\[ L_1 = \left( \frac{1 - e^2}{e^2} \right) \left( (2e)^{-1} \ln \left( \frac{1 + e}{1 - e} \right) - 1 \right) \]  
(B.13)

and the perpendicular axis (semi-minor axis) contribution, \( L_2 \) and \( L_3 \) are:

\[ L_2 = L_3 = \frac{1 - L_1}{2} \]  
(B.14)

To first order, the effect of the anisotropic polarizability, can be estimated by noting that \( \alpha_\parallel \propto F_1 \) and \( \alpha_\perp \propto F_2 \). For anatase[124], \( \epsilon_1 \approx (2.56)^2 \epsilon_0 \) and \( \epsilon_2 \approx 0 \). The solvent, water, has \( \epsilon_m \approx (1.33)^2 \epsilon_0 \), where \( \epsilon_0 \) is the permittivity of free space. For nanotubes with a length of 100 nm and diameter of 12 nm, the ratio of \( F_1 \), the parallel contribution, to \( F_2 \), the perpendicular contribution, is:

\[ \frac{F_1}{F_2} \approx \frac{0.259}{0.061} = 4.25 \]  
(B.15)

therefore the relative contributions of \( \alpha \) and \( \beta \) shown in equations (B.7) and (B.8) will be:

\[ \alpha \approx 2.08 \]  
(B.16)

\[ \beta \approx 3.25 \]  
(B.17)

From equation (B.9), it is evident that we will can ignore the anisotropic polarizability in the case that \( \alpha^2 \gg \frac{4}{45} \beta^2 \). Based on the estimates I show above the the ratio of these two terms is:
Based on these estimates, it is not clear that these terms can be readily separated, nor could the rotational contribution be effectively ignored unless $q^2 D_T \gg 6D_R$. This results from the geometrical anisotropy, and will be considered below.

B.2.2 Effect of geometric anisotropy

A rod will have two different translational diffusion constants, one for translation parallel to the symmetry axis, $D_T^\parallel$, and one for translational perpendicular to the symmetry axis, $D_T^\perp$[253]. The rotational diffusion will also exhibit anisotropy and will have a contribution for end-over-end tumbling of the rod, $D_R^\perp$, which corresponds to rotation around a perpendicular axis, as well as rotational diffusion about a parallel axis, $D_R^\parallel$. This is further complicated by coupling of the rod’s translational diffusion to its rotational diffusion.

Translational diffusion will always be observed in my measurements, but the contribution of rotational diffusion will depend on the rod length, L, and scattering vector, q. For a heterodyne measurement, the normalized electric-field ACF of optically isotropic, monodisperse, rod-like particles, contains two different decay modes[247]:

$$g_{VV}^{(1)}(q, t) = S_0(qL)e^{(-q^2 D_T)t} + S_1(qL)e^{-\left(q^2 D_T + 6D_R\right)t}$$

(B.19)

where $D_T$ is the isotropically averaged translational diffusion coefficient, defined by $D_T =$

$$\frac{\alpha^2}{45\beta^2} \approx 4.59$$

(B.18)
\( \frac{1}{3} \left( D_T^\parallel + 2D_T^\perp \right) \) and \( D_R \) is the effective rotational diffusion coefficient. \( S_0 \) and \( S_1 \) are the amplitudes of the two different decay modes and depend on the wavevector, \( q \), and the length of the rods, \( L \)[247, 258]. The first term in equation (B.19) is due to purely translational processes, while the second term corresponds to a mixture of translational and rotational diffusion. This equation is valid for \( qL < 8 \) (an excellent discussion of this can be found in §8.7 of Berne and Pecora[247].)

For \( qL < 3 \), the translational-rotational coupling is weak and equation (B.19) will be dominated by the translational-only mode and \( g^{(1)}(q,t) \) will decorrelate at a rate of \( \Gamma_{\text{slow}} \approx q^2 D_T \). In my measurements, this condition is satisfied when \( L < 120 \) nm (typically \( 75 \text{ nm} < L_{\text{nanotube}} < 100 \) nm).

For \( qL > 3 \), \( g^{(1)}(q,t) \) contains contributions from both \( \Gamma_{\text{slow}} \) and \( \Gamma_{\text{fast}} = (q^2 D_T + 6D_R) \). Thus the effects of rotational diffusion cannot be neglected for \( qL > 3 \) unless \( D_T q^2 \ll 6D_R \). Under these conditions the temporal separation between the fast and slow decay modes is significant and it is possible to effectively resolve the translational diffusion.

A number of models have been developed to estimate the diffusion constants for different geometries and aspect ratios[247, 249, 251, 253]. Using the Hydrosub software developed by Ortega and de la Torre[253], I estimate that 100 nm long, 12 nm wide nanotubes have \( D_T \approx 1.04 \times 10^{-7} \text{ cm}^2 \text{ s}^{-1} \) and \( D_R \approx 3.11 \times 10^4 \text{ s}^{-1} \). For \( q = 2.5 \times 10^{-2} \text{ nm}^{-1} \), leading to a ratio \( 6D_R / (q^2 D_T) \approx 28.64 \). Modeling this as a prolate ellipsoid, these values are both slightly larger, \( D_T \approx 1.22 \times 10^{-7} \text{ cm}^2 \text{ s}^{-1} \) and \( D_R \approx 4.94 \times 10^4 \text{ s}^{-1} \) and thus \( 6D_R / (q^2 D_T) \approx 38.87 \).

TEM and SEM imaging suggest that protein adsorbed to the nanotube forms a prolate
ellipsoid. As a limiting case, I consider a prolate ellipsoid which is 100 nm long and 40 nm wide (this corresponds to a 14 nm thick layer of protein), $D_T \approx 7.4 \times 10^{-8}$ cm$^2$ s$^{-1}$ and $D_R \approx 6.36 \times 10^3$ s$^{-1}$, resulting in $6D_R/(q^2D_T) \approx 8.25$. In both of these cases, $qL < 3$, and rotational diffusion does not significantly contribute to $g^{(1)}$. More realistically, the nanotube’s length also increases with protein adsorption. Subsequently, $6D_R/(q^2D_T)$ decreases. For a nanotube with a 14 nm protein layer, doubling the nanotube’s length to 200 nm ($qL \approx 5$), $6D_R/(q^2D_T) \approx 4.71$.

A depolarized dynamic light scattering experiment could be used to remove the purely translational relaxation mode that is shown in equation (B.19). In such an experiment, the incident radiation is vertically polarized and the only the horizontally polarized component is measured. The measured correlation function, $g^{(1)}_{VH}$, will only contain the second term of equation (B.19) corresponding to the translational relaxation. $D_T$ and $D_R$ can be determined by plotting the decay rate, $\Gamma$ versus $q^2$, $D_T$ will be the slope of the curve and $D_R$ the intercept.

However, the instrument I had access did not allow for depolarized measurements nor could I vary $q$, therefore it is not possible to directly extract the parameters in equation (B.19) from my measurements.

The apparent diffusion coefficient I obtain by fitting my autocorrelation function therefore may contain contributions from both rotation and translational diffusion. These contributions will vary as the aspect ratio or anisotropy changes. Therefore the proportionality between the physical size increase and apparent hydrodynamic radius increase may vary over different length scales and aspect ratios. In the absence of more detailed information about the aggregate morphology or measurements at a variety of $q$, it is not possible to conclusively determine how increases in the apparent hydrodynamic size correspond to
aggregate growth. It is only possible to use these measurements to examine whether the size has increased, it is not possible to state how much it has actually increased.

B.3 Analyzing DLS data

The apparent diffusion coefficient, is extracted using the method of cumulants[136, 247] in which the logarithm of the correlation function is expanded as a power series:

$$\ln [g^{(1)}(q, \tau)] = \sum_{n=1}^{\infty} K_n(q) \frac{(-\tau)^n}{n!}$$  \hspace{1cm} (B.20)

The first cumulant $K_1$:

$$K_1(q) = \lim_{\tau \to 0} \frac{d(ln[g^{(1)}(q, \tau)])}{d\tau}$$  \hspace{1cm} (B.21)

is used to define the mean diffusion coefficient:

$$\langle D \rangle = \frac{K_1(q)}{q^2}$$  \hspace{1cm} (B.22)

More practically, for a given $q$, we can extract the mean diffusion coefficient, called the harmonic mean diffusion coefficient, by a simple polynomial fit of the first two cumulants.

Therefore I fit $ln[g^{(1)}(\tau)]$ to:
\[ \ln[g^{(1)}(\tau)] = a + b\tau + c\tau^2 \]  
(B.23)

where the coefficient \( b \) is the harmonic mean diameter (the first cumulant) and the coefficient \( c \) is related to the polydispersity of the population and \( \tau \) is the correlation time.

Using equations (B.5), (B.22) and (B.23) we can extract the apparent mean hydrodynamic size of the population, referred to as the \( Z_{avg} \) diameter.

Although the analysis of data with a single decay rate, \( \Gamma_i = q^2 D_i \), is relatively straightforward, the correlation function of my system (assuming it obeys Gaussian statistics)[249], will be represented by a sum of different decay modes[247]:

\[ \langle I(q,0)I(q,t) \rangle = \left( \sum_{i=1}^{N} A_i \exp(-\Gamma_i t) \right)^2 + \text{constant} \]  
(B.24)

Taking the Laplace transform this can be represented as a continuous distribution of decay rates, \( A(\Gamma)[247,322] \):

\[ \langle I(q,0)I(q,t) \rangle = \left( \int_{0}^{\infty} A(\Gamma) \exp(-\Gamma t) d\Gamma \right)^2 + B \]  
(B.25)

The actual details of solving this problem are nontrivial. This equation is a Fredholm integral equation of the first kind, and it is unfortunately an ill-posed problem[247,284]. This integral equation can be best solved by a regularization technique, which involves substituting a similar but well-posed problem to solve for the distribution of decay modes. For
my measurements, this is implemented in the Malvern Software using the CONTIN[325] algorithm.
APPENDIX C
PROTEIN UNFOLDING COUPLED TO LIGAND BINDING

Assuming a basic equilibria between the denatured form of the protein, U, and the nanotube (ligand), L:

$$U + L \rightleftharpoons UL$$ \hspace{1cm} (C.1)

with an affinity $$K_{L,U} = \frac{[U][L]}{[UL]}$$, where the letter L indicates a ligand (the nanotube) and U the unfolded form of the protein, the unfolding equilibrium constant $$K_{unf}$$ will be:

$$K_{unf} = \frac{[U] + [UL]}{[N]} = K_0 \left( 1 + \frac{[L]}{K_{L,U}} \right) \approx \frac{K_0[L]}{K_{L,U}}$$ \hspace{1cm} (C.2)

where N indicates the native form of the protein and $$K_0$$ indicates the unfolding constant for denaturation in the absence of the nanotube, $$K_0 = \frac{[U]}{[N]}$$:

$$N \rightleftharpoons U$$ \hspace{1cm} (C.3)

the free energy of unfolding will therefore be:

$$\Delta G_{unf} = -RT \ln (K_{unf}) = \Delta G_{unf,0} - RT \ln ([L])$$ \hspace{1cm} (C.4)
where $\Delta G_{\text{unf},0}$ is the free energy of unfolding the protein in the absence of the nanotube. $\Delta G_{\text{unf}} = 0$ at the midpoint of the thermal unfolding transition, $T_m$. The heat capacity of RNaseA, $\Delta C_p$, is essentially constant over the temperature range we are examining[53]. In the absence of the nanotube, the Gibb’s free energy change at a given temperature is[4, 285]:

$$\Delta G_{\text{unf},0} = \Delta H_{\text{unf},0} \left(1 - \frac{T}{T_{m_0}}\right)$$  \hspace{1cm} (C.5)

where $\Delta H_{\text{unf},0}$ is the enthalpy change of this transition and $T_{m_0}$ is the midpoint of the transition. From this we can derive an expression of the change in unfolding temperature, $\Delta T = T_m - T_{m_0}$:

$$\frac{\Delta T}{T_m} = -\frac{RT_{m_0}}{\Delta H_{\text{unf},0}} \ln \left(1 + \frac{[L]}{K_{L,U}}\right)$$  \hspace{1cm} (C.6)
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